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Summary. Modeling and predicting human and vehicle motion is an active research do
main. Due to the difficulty of modeling the various factors that determine mdégin-
ternal state, perception, etc.) this is often tackled by applying machim@ngaechniques

to build a statistical model, using as input a collection of trajectories gatheredgth a
sensor égcamera, laser scanner), and then using that model to predict fantstem. Un-
fortunately, most current techniques use off-line learning algoritinmesning that they are
not able to learn new motion patterns once the learning stage has finishthis paper,

we present an approach which is able to learn new motion patterns intaiypeand in
parallel with prediction. Our work is based on a novel extension to HiddarkéW Models
called Growing Hidden Markov models.

I ntroduction

Predicting the trajectories that vehicles and pedestr@@egoing to follow in a
given environment is fundamental for effective autonomoagigation in cities,
parking lots and highways. The main difficulty lies in thetfétat these objects
move according to a diversity of complex factors — such as theentions and
internal state — which are very difficult to model and parairet Thus, instead of
explicitly modeling these factors, the preferred appraadhe literature assumes
that objects tend to follow typical motion patterns; heri€e¢hose patterns are
known, it is possible to use them to not only to predict furtimetion but also, for
example, for detecting anomalous behavior, or improvisgyai tracking.
In practice, former knowledge about motion patterns is@aldvailablea pri-

ori and it should be obtained by applying machine learning tieglas to motion
data obtained through some kind of sensor system. For exaphnewitz et al.

* This work has been partially supported by the European BACS Projedbya Mexi-
can CONACYT scholarship. We would like to thank Professors RolandsaiggMichel
Devy and Wolfram Burgard for their insightful comments on this workalin we want
to thank Dr. Hannah Dee and the University of Leeds for kindly sharieg &xperimen-
tal data with us.
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[1] use the expectation-maximization algorithm to clustajetrtory data gathered
with a laser scanner; and Hue et &] gpply a two-pass hierarchical clustering
algorithm to find patterns on the output of a visual tracker.

In spite of being quite diverse, most motion pattern leagr@pproaches share
the significant drawback that they operate off-line, whiciplies the assumption
that at least one example of every possible motion patteroritained in the learn-
ing data set. Given the enormous variety of possible humbawers, this assump-
tion does not hold in practice and the learned motion modale hin the best case,
only limited utility.

It would be better to learn motion patterns incrementathythet, when a new
motion pattern is observed, the system is able to integtatea its knowledge
base. This paper describes such an approach: it increryelet@ins motion pat-
terns and, at the same time, uses its current knowledge thcpraotion. Our
approach develops further our previous woik][by proposing a unified exten-
sion to Hidden Markov Models (HMM}]], a probabilistic framework which is
very popular in the motion pattern learning literatueg [L3, 7, 1]. This extension,
known as Growing HMM (GHMM) enables incremental and on-liearning of
the parameters and the structure of the model.

The rest of this paper is structured as follows: secligmovides an overview
of motion pattern learning using HMMs; setpresents Growing Hidden Markov
Models; in sectiorB the application of GHMMSs to our particular problem is dis-
cussed; our experimental results are outlined in 4dinally, we present our con-
clusions in sectiof®.

1 Motion Pattern Learning with HMMs

The literature of motion pattern learning includes a wideets of approaches like
the use of multilayer Self-organizing networks proposedlbiinson and Hogg
[5] in their pioneering paper, or the use of co-occurrenceassied proposed by
Stauffer and Grimsonl[]. In this section we will focus on techniques based on
Hidden Markov Models, which is the case of many more receptaarhed. Due

to lack of space, our discussion of HMMs will be rather sumymamnd heavily
biased towards our application, the interested reader i@y to the papers by
Juang et al.q] and Rabiner ] for a deeper introduction.

In the context of our problem, an HMM (see fiya)) may be seen as a graph
whose nodes represent states attainable by the obggulaces in the environment)
and whose edges represent transitions between statesydtbenss supposed to
be at a given state and to evolve stochastically at discrategteps by following
the graph edges according to a transition probabRi$%|S_1). Moreover, the
object’s state is not directly observable, instead, it $hdae measured through
some kind of sensor readinge (0bservation) which is related to the actual state

3 See P for a more comprehensive review of the literature.
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Fig. 1. a) A basic three-state HMM; b) HMM Structure embedded in a parking (arfiéw
motion patterns are displayed)

through an observation probabiliB(O;|S). Often, the initial state of the system
is represented stochastically with a state pR@S; ).
HMM learning is composed of two sub-tasks:

e Structure learningDetermines the number of nodes {liscrete states) in the
model, as well as the edge structure for the graph.

e Parameter learningEstimates the parameters for the three probability distri-
butions (state prior, transition and observation prolidsl) from data.

Different algorithms for structure and parameter learremgst in the litera-
ture, it is the choice of these algorithms what distingusstiéferent HMM based
motion pattern learning approaches. For example, Walteat. §1 3] assume that
motion patterns are knowa priori and define the structure as an equal num-
ber of chain-like structures, then, parameters are leansety the expectation-
maximization algorithm; Bennewitz et all][learn the HMM structure by cluster-
ing trajectory data with the expectation-maximizationoaithm, and then manu-
ally set the model's parameters according to assumptioogtatbject’s motion;
Makris and Ellis [/] learn the HMM structure in a similar way, but also incorgera
parameter learning into the algorithm.

Despite their differences, all these approaches have soimé&pn common:
a) typical motion patterns are represented with some sdrajctory prototype;
b) structure learning is independent of parameter learr@ng c) learning is first
performed off-line and then the system switches to an atilin stage where no
further learning is performed. As we will see in the follogisections, our ap-
proach behaves differently with respect to these points.
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2 Growing Hidden Markov Models

In this section we present our proposed extension to HtNBsowing Hidden
Markov Models; which may be described as time-evolving HMM#h contin-
uous observation variables, where the number of stategtste and probability
parameters are updated every time that a new observatiorseg)is available.

Our approach is designed for its utilization as an approteniaference tool
for continuous state spaces. It applies to problems wheredhtinuous state space
may be discretized into a finite number of regions, so thatyesgch region is rep-
resented by a discrete state in the GHMM. It is also assunadtib state evolves
continuously and that there is a topological equivalende/éen state and obser-
vation spacesé€ states which are near from each other correspond to obgersat
which are also near from each other).

The key intuition behind GHMMs is that the structure of thed®lshould
reflect the spatial structure of the state space discrtizavhere transitions be-
tween states are only allowed if the corresponding regioasaighbors. There-
fore, structure learning consists basically in estimatiiteggoest space discretization
from data and identifying neighboring regions. We have assked this problem by
building atopological mapof the environment using the Instantaneous Topologi-
cal Map (ITM) algorithm [i]. For parameter learning, we basically have adapted
the approach proposed by Neal and Hintghifi order to deal with variable state
cardinality and continuous observations.

2.1 Probabilistic model

Formally, GHMMs are defined in terms of three variables:

e S,S_1,the currentand previous states, which are discrete ‘asabith value
S,S-1€{1,---,N¢} for afixedNg, which is the number of states in the model
afterk observation sequences have been procéssed

e O, the observation variable, which is a multidimensionateemn RM.

The joint probability decomposition (JPD) for HMMs is:

P(§180)= P(§1) P§|S1) P(O]S)

state prior transition observation 1)
probability probability

4 Since space is limited, we have opted for providing a general overvieehwdmits
some specific information on optimizations and data structures. The i@@nesder is
referred to [.1] for more details.

5 For the sake of notational simplicity, we will often omit tkehereafter, nevertheless,
it should be noted that parameters and structure changes with everghsamwation
sequence. Also, notatio®; will be used as a shortcut for the variable conjunction
0,02 - G_1 G
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Where the state prior is computed recursively from the previone step:

P(S-1) =P(§-1|O1t-1) 2

Both the observation and transition probabilities are m&glito bestationary
that is, independent of time:

PG |S)=POj|S) Vi, je{l,---,T} 3
P(S|S-1)=P(S|Sj-1) Vi, je{2,--- T} 4)

thus, the parametric forms of the three probabilities inXRB are the same, irre-
spectively of the value of the time variable:

e P(S=i)=rs. The state prior will be represented as a vettor {1y, - -- ,Tiy}
where each element contains the prior probability for theesponding state.

e P([S=]]|[S-1=1i]) =4 ;. Transition probabilities are represented with a set
of variablesA, where each elemeat j represents the probability of reaching
the statej in the next time step given that the system is currently itesta

e P(O |[S=i])=G(C; Wi, Z). The observation probability will be represented
by a Gaussian distribution for every state, having a singl@dance matrix.

The set of all the Gaussians’ parameters will be denotéoHby >, g, - -+, in }-

The full set of parameters for a GHMM is denoteddy: {1, A, b}.

Besides its time-evolving nature, GHMMs are defined by thegirning algo-
rithm, which processes complete observations sequendbsyaarrive. The gen-
eral steps of the algorithm are depicted in figand are detailed in the following
subsections.

Observation Topological Ma| GHMM Structure Parameter
—p 'oPere P > > e
Sequence Update Update Reestimation

Fig. 2. Overview of the GHMM learning algorithm.

2.2 Updating the Topological Map

Our structure learning approach is based on the construatia topological map:
a discrete representation of state space in the form of a&nguapre nodes repre-
sent regions, and edges connect contiguous nodes. Eveey had an associated
weight vectomw;, corresponding to the region’s centroid.

The topological map is updated for every available obsgmad; using the
ITM algorithm which has the following properties:
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e It minimizes the number of nodes while trying to keep the sawerage dis-
tance between neighbors.
Has linear time and memory complexity with respect to the pemnof nodes.
Edges are a subset of the Delaunay triangulation, meanatdtby can exist
only between nodes representing adjacent Vororegions (fig.3).

® Del aunay

™
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(a) Nodes and regions (b) Edges

I TM nodes
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Fig. 3. Example ITM space decomposition

The ITM algorithm consists of the following steps (c4])[

1. Matching: find the nearedh and second neareshodes td0;. We use Maha-

lanobis distance with the sangethan observation probabilities.

. Weight adaptation: movew, towardsO; by a small fractio\, = £(O; —wy).

3. Edgeadaptation: a) create an edge connectimgndsunless that edge exists;
b) for every neighbom of b check ifQ; lies in the Thales sphere going through
wm andw, and delete the corresponding edge if that is the case. Dafgte
node which has no neighbors.

4. Nodeadaptation: a) if O lies outside the Thales sphere going througtand
ws and its distance fromwv, is greater than a given threshaldcreate a new
noden with w, = O;. Connect nodeb andn. Remove nods if it's distance
from b is smaller thars.

N

2.3 Updating the M odel’s Structure

Changes in the topological map are reflected in the GHMM &ireas follows:

1. For every new nodiin the topological map, add a corresponding node in the
GHMM, initializing its prior to a preset valuag = 1. Do the same for the
self-transition probabilitya; j = ao.

6 The Voronoi region associated with a node is defined by the set of alldinéspvhich
are closer to that node’s centroid than to any other centroid in the gragduiay edges
link the centroids of Voronoi regions that have a common border.
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2. For every new edgg, j) in the topological map, initialize the corresponding
transition probabilities to a preset valag; = ap anda;j = a.

3. For every deleted node and edge in the topological mafg getro {e delete)
the corresponding state prior and transition probalslitie

4. For every added or modified weight, set the corresponding Gaussian mean
value:pj = w;.

2.4 Reestimating Parameters

Parameter learning is performed immediately after strectearning. It reesti-
mates the parameters using an incremental version of thenBselch algorithm
based on the work from Neal and Hinto#].[Since all of the observation proba-
bilities’ mean values have been assigned 2n3&nd their covariance is fixed,
only the state prior and transition probabilities are riegsted. Computations are
based on the sum of expected state and transition countsyaltréch are kept in
two sets of temporal variables anda’. Then, the actual probabilities are obtained
by normalization:

1. Precompute forwardx(), backward ;) and joint observation probabilities
(po) for the observation sequen€y.t.
2. For every discrete staién the GHMM, reestimate the state prior:

M-+ al(li:))oﬁl(i) (5)

o 6
T SN 1T (6)

3. Reestimate every non-zero transition probability in@t&VIM:

S0 1()p(S = [[S-1=i]N)p(O | [S = j] MR())
20t 1()Br1(i)

aj=aj+ 0
She1d g

ai j ®)

3 Learning and Predicting Motion with GHMMs

Having presented GHMMSs, this section focuses in their cetecapplication to
learning and predicting the motion of vehicles and pedassri This application is
based on the key observation that, often, objects move itifumof their intention
to reach a particular state(its goal). Accordingly, we model the object’s motion
in terms of an augmented state vector, composed of two sessiables describing
its currentandintendedstate, respectively.

Due to the fact that our model is goal-oriented, in our apgncamotion pat-
tern is no longer a trajectory prototype, but a directed lgraqulicating all the
possible ways in which a goal may be reached @)g.
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(a) Input trajectories (b) Trajectory based (c) Goal based

Fig. 4. Pattern representations generated from input data: (b) trajectoryyweso (c) single
graph (the goal is the rightmost node).

3.1 Notation and Base Assumptions

We assume that tracking data is available as a collectiobsgmvation sequences
(ie trajectories). Every individual sequen@%k ={0q,---,07«} corresponds to
the tracker’s output for a single object and its observatiare evenly spaced on
time. Different observation sequences may have differmgthsT.

In the rest of this section, we assume that the state of arctolsjelefined by
its position(x,y). It should be noted, however, that our approach is appkcabl
spaces of arbitrary dimensions. The augmented state ofbfleetcconsists of its
current and intended positids, y, X, ¥).

We assume that observations are also expressed in terms olbjibct’s coor-
dinatesO; = (%, Yt). Since learning is performed on the basis of complete obser-
vation sequences, we assume that the last obsen@iioa (xr,yt) of each se-
guence corresponds to the object’s goal. Hence, it is posildbuild an augmented
observation sequence, which constitutes the actual iopuirt algorithm:

O_l:T = {(Xl,YLXTayT), (X27y27XT7yT)ﬂ T ’(XT7yT7XTayT)}

3.2 Probabilistic M odel

Since our approach is based on GHMMs, it uses the same plistiabinodel
that has been described i8.8. Nevertheless, we also need to distinguish between
current and intended components of the state. Thus, we &dthchpose the obser-
vation variable into a currer®; and intended®;’ componentsO; = [0}, Of'].

In order to define the JPD, we will assume that the current@tedded compo-
nents of observations are conditionally independent gikiercurrent state, which
allows us to rewrite the observation probability as:

P(QS) = P(Q; Of|S) = P(O{|S)P(OY[S) 9)
and the whole JPD as:

P(§-1§ O Q) = P(§-1)P(SS-1)P(O{|S)P(T[S) (10)

Since the observation probability is now written as a proddigrobabilities,
P(O; O/|S) = P(O{|S)P(O{|S) we need to define their parametric forms:
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PO |[S=1i]) =G(Op i, ) (11)
and:
. Uqy if O/ is not available
P(Oél | [S = |]) = {G(()t t/. Ui// Z”) othetzrwise (12)

wherep{ andpi’ are the mean values of the current and goal components fer sta
i; andX’ andX” are the respective values of the covariance matrix for alsthtes.

By noting thatP(CQ; | §) is either a product of Gaussians, or a product of a
constant and a Gaussian, we may rewrite this probabilitysasghe Gaussian:

. 1
PO |[S =i)) = G(On: . 2) (13)
wherep; = [, /'], andZ is a a block diagonal matrixhaving the form:
>0
2= [O z//} (14)

andZ is a normalization variable, which permits to compute théasm on the
goal component using the same Gaussian representatiae, 8uring prediction,
the intended part of observation is not available, this isedoy settin§ O] = 0.

3.3 Prediction

We have not yet discussed prediction, which can be perforasath the same
algorithms that are used for standard HMMs, whithout irenfy with learning.
This is possible because learning takes place immediaftdy @ trajectory has
finished and, thus, it does not affect prediciton in any way.dur particular case,
we have chosen to apply exact inference:

For every new observation, the current belief state for thjeat is reestimated
using:

1
P(S|O11) = ZP(Q|3)SZ [P(§/S-1)P(S-1/011-1)] (15)

-1
whereP(S_1 | O11—1) comes from the state estimation for the previous time step
(or from the state prior, in the case of the first observatioa sequence). Then,
prediction is peformed by propagating this estimidtéime steps ahead into the
future using:

P(St+[0) = > P(S+H|S+H-1)P(S+H-1/O1) (16)

S+H-1

" A block diagonal matrix is a square diagonal matrix in which the diagonaiefés are
square matrices of any size and the off-diagonal elements are zero.

8t is easy to show that this is equivalent to a multiplication by a constant, aniden w
normalized — becomes effectively equivalent to the uniformiiz).(



10 Dizan VasqueZThierry Fraichard and Christian Laugier

4 Experimental Results

We have implemented our approach and conducted extengpeziments using
several real and synthetic data sets. In this section wedigtluss some of the
results we have obtained on two of these data sets4fiqa) real data obtained
through a visual tracker in a parking environment and therected by hand, as
described in 7]; and b) synthetic data, generated by a simulator and hawiag
particularity that it includes velocity information in odawations.
Both data sets are sampled at 10 Hz, and the tests have bemneskén a

512 MB Athlon XP 2800 computer running Linux.

Fig. 5. Data sets: left) real data; right) synthetic data.

4.1 Measuring Prediction Accuracy

We have evaluated our prediction results using the average fer a complete

data set containing{ observations sequences. This has been computed as the ex-
pected distance between the predicted position for a timedroH and the effec-

tive observatiorO; y:

1 Tk—H

1X -
B 37 3 3 P(Sw =i OhIck Ul

4.2 Modé sizevs. Prediction Accuracy

Figures6(a) and 6(c) show the model size (humber of edges) and the average
prediction error as a function of the total number of proeddsajectories, for the
real and simulated environments, respectively. As onedcexpect, the average
error decreases as more trajectories have been proces$edt dine same time,
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Fig. 6. Error and computation times. First row: real data. Bottom row: synthetia.d

the model’s growth quickly decelerates as existing knoggedovers more of the
observed motion patterns. In the case of real data, it isfdssible to see some
sudden jumps in the size of the model that correspond to ttiti@u of motion
patterns that occur in regions where no motion has been\aas@reviously or
that differ significantly from all the rest.

4.3 Processing timevs. Prediction Accuracy

Figures6(b) and6(d) plot the time taken by prediction (middle line) and learning
(lower line) with respect to the number of processed trajges. The model size
(upper line) is also given as a reference.

As it may be expected, time seems to depend linearly on thehsagk. More-
over, prediction times are below 25 ms per observation falrdata and 60 ms for
simulated data. This is explained in part by the fact thastireilated environment
is much bigger than the real one. Even in the case of real pladiction times are
quite close to full camera frame rate.

Lastly, we may observe that there are sharp peaks in processies which
have been caused by some unrelated processes that havexbeete@ concur-
rently with our tests.
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5 Conclusions

We have developed a novel extension to HMMs which is able dmléoth the

models parameters and structure incrementally. We haviedpis extension

to vehicle and pedestrian motion by defining an augmented atisich adds the
intended goal to the classic state variables. We have vatidaur approach using
real and synthetic data, the obtained results show quitd goediction accuracy
and real-time applicability. Moreover, our approach inya® over other HMM

based techniques by implementing a model —even if ratheleerof the object’s

intentions.
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