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Abstract. Sketching, as an intuitive tool for creation and edition of
3D prototypes, is a topic of increasing interest to the community. These
approaches are based on the natural ability of humans to quickly draw
in 2D some characteristic curves of 3D objects. Unfortunately, some 3D
modeling operations - like positioning different components - and the
modeling in front of large displays have still not reached the same level
of intuitively in sketching systems. The main difficulty is to leverage the
intuitive 2D gesture abilities of humans and lift them to 3D operations.
We present a new approach, based on a virtual 3D paper sheet metaphor
and the use of a 6 degrees of freedom (DOF) device. With the associated
interaction processes and visual feedbacks, it allows the user to quickly
create and edit some sketched 3D models.
Key words: Large Display, Sketch-based 3D Modeling, Interaction
Devices

1 Motivation

With the constant emergence and integration of new tools, current 3D modelers
can become very complex to manipulate and can thus be very intimidating for
non-expert users. Due to complicated operations and non-intuitive parameters,
large training period are necessary for an user to be confident in 3D modeling .
Creating 3D prototypes with mouse and keyboard only can thus become a slow
and painful task. This problem has lead, during the recent years, to research and
development of new approaches for simpler user interfaces. Some of the proposed
solutions use the natural human ability to quickly sketch a global overview of
an object. These approaches are naturally referred to as 3D Sketching.

Research on 3D sketching has generated a new modeling approach: the sys-
tem automatically infers a 3D shape according to a set of sketched 2D curves.
Users can edit this model afterward to add details and to improve the geometric
complexity with other advanced modeling operations (e.g., cutting and extru-
sion). All these operations are still based on sketching interactions. Since all 3D
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Tsketching systems use a drawing metaphor, they can be easily adopted even by
non-experts.

Following the well-known sketching modeler “Teddy” [10], many solutions
have been proposed for improving the surface generation [11, 2, 20, 18, 6] and
the editing interactions [16, 20, 6]. Most of these previous systems are based
on a classic 2D pen-and-paper context, similar to the use of a drawing tablet.
In general (e.g., [10, 2, 20]), the final model is obtained by combining different
components resulting from 2D sketches on different planes. However, combining
these different components requires switching between 2D sketching interactions
and 3D manipulations (mainly positioning and rotation). Hence in our project,
we want to develop an integrated approach for these two modes, resulting in a
more intuitive mode-switch.

The main aim in our project is to provide an intuitive manipulation envi-
ronment for 3D design in virtual reality centers. In these environments, several
users can collaborate and share ideas for creating 3D prototypes in front of a
large display. In order to ease the interaction, we propose to work with an in-
teraction device that can provide a direct mapping between its physical orienta-
tion/position and the relative orientation/position of a 3D object on the screen.
This direct mapping guarantees that any position can be easily recovered by any
user.

Our work introduces the following contributions. First, we show how 3D
sketching can be formulated by using a 3D metaphor of virtual 3D paper sheet
similar to the canvas introduced by Dorsey et al. [7]. Secondly, we introduce a
full system, based on this metaphor and the use of a device with six degrees
of freedom (DOFs). Finally, we present the proposed modeling steps and in-
teractions, combined with some visual cues in order to provide a user-friendly
solution.

This paper will be presented as follows. We first describe the existing solu-
tion for sketching in the context of very large screens and some existing solutions
for 3D positioning. We then describe our reference solution, and the associated
interaction steps required for modeling and editing 3D prototypes. Before con-
cluding and introducing some future work, we illustrate this solution by detailed
modeling sessions and by providing some results.

2 Previous Work

Among previous sketching solutions, implicit surfaces [11, 2, 20, 1] are the most
commonly used surface representation since they provide a simple tool for creat-
ing complex objects, due to their natural blending between different components.
This blending still requires correctly choosing their relative 3D positions.

One solution to the 3D positioning problem is to remove the restriction of
sketching only 2D curves, by providing an interaction to directly draw 3D curves
with a tracked device. Lapides et al. [12] use a tablet mounted on a support
that can be translated vertically. One hand is used of the 2D curve drawing
and the other one for vertical translation of the tablet. Unfortunately, a good
3D visualization system is required for accurate 3D drawing; otherwise, these
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visualization system and our spatial representation of a 3D world. Furthermore,
these techniques demand acute coordination abilities, involving both hands.

It is usually easier to have some reference planes [21] or surfaces [8] to draw
on. Tsang et al. [21] use a set on planes oriented along the main axes. Markosian
et al. [14] use the projection of the 3D curves on the image plane and its projec-
tion on a reference plane (called a “shadow curve”) for inferring the 3D shape.
The sequence of interactions is inverted by Grossman et al. [8] to extend the
reference plane to a reference surface generated by the “shadow curve”. They
use a “Tape Drawing” [3] approach for curve sketching.

More recently, approaches based on multiple reference planes have been ex-
tended by Dorsey et al. [7] for architectural design and analysis. Their sys-
tem uses strokes and planar “canvases” as basic primitives like for a traditional
sketchbook (one sketch for each canvas) but can not provide true free-form mod-
els.

For an improved kinesthetic feedback, some tracked two-handed interactions
have been introduced. Sachs et al.[17] use two Polemus-tracked devices: a palette
as the reference plane and a stylus of the sketching part. Thanks to the palette,
3D positioning of the 2D curve or 3D object is easily achieved. Schroering et
al. [19] use the same approach with camera-tracked devices: a board as reference
plane and a laser pointer as a stylus. Unfortunately, as for any hand-held device,
this can be physically tiring for the user. Furthermore, when multiple users are
involved in the modeling process, the direct matching between the devices and
the 3D positioning is lost anytime when the devices are released, put back at
their original position, or passed to an other user. In our project, we want to
reduce this limitation in the context of 3D sketching.

3 System Overview

We introduce a virtual 3D paper sheet metaphor in our sketching system. We
assume that the user draws different sketches on different reference planes and
combines them together in order to create the final object [7]. For the combina-
tion, we extend the classical 2D desk to a 3D space. On the modeling side, we
use convolution surfaces [20]. These surfaces inherit the advantages of implicit
surfaces, being expressed as a simple combination of the different components.
On the hardware side, our system uses the CAT [9] to solve the relative 3D
positioning of the different paper sheets.

3.1 Sketching using convolution surfaces

In most sketching systems, everything begins with a 2D curve hand-drawn by
users. Inheriting from the approach introduced by Teddy [10], a skeleton struc-
ture [20, 1] is extracted, based on the set of segments of the medial axis. A
convolution with a linearly weighted kernel is then performed on each segment.
By summing the fields of all segments, an analytical convolution surface is ob-
tained. The resulting generic shape has a circular cross-section. New components
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Synthetic view of the CAT The real cat and its 6 DOFs

Fig. 1. Presenting the CAT and all 6 DOFs. The table can be rotated along all the 3
axes. Translations are detected by the user pressure along the 3 axes. Note the drawing
tablet mounted on the table.

can be similarly designed by sketching on different projection planes, that we
call 3D virtual paper sheet for an interface point of view or reference plane for a
modeling point of view. The convolution surface model smoothly combines the
overlapping components. This approach overcomes several limitations of some
sketched-based systems, including designing objects of arbitrary genus, objects
with semi-sharp features, and the ability to easily generate a great variety of
shapes.

On large displays, the quality of the resulting mesh is very important for
displaying and for further manipulating the object. Hence regular topological
connectivity and well sampled geometry are preferred. To achieve this goal, our
current solution adopts the well-known polygonal tessellation – marching tetra-
hedra [4] – followed by a remeshing procedure [5] in order to smooth the final
output.

3.2 Introduction to the CAT interaction device

Among the recent interaction devices, the CAT [9], a 6 DOFs interactor, pro-
vides us with a solution to the problems of 3D positioning. Compared to other
devices, the CAT favors an unconstrained interaction since the user does not
have to hold anything. Furthermore with the CAT, the rotations are directly
controlled by an isotonic sensing mode while the (infinite) translations are con-
trolled by an isometric sensing mode. Thanks to these features, it allows intuitive
manipulations of 3D objects: the orientation of the table directly corresponds to
the orientation of a plane in 3D space. Most similar devices like the SpaceMouse
or 3D Mouse do not share such convenient properties. Our CAT-based solution
can this simplify the orientation of the reference plane required for sketching.
Furthermore, one one side, a translation is in theory an unbounded transforma-
tion and thus has to be relative. On the other side, a rotation is bounded and
can thus be absolute. These interactions are naturally offered by the CAT.
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A paper sheet on a desk Virtual 3D paper sheet on a large display

Fig. 2. Movement of a real paper sheet on a desk (left) and the corresponding mapping
between the rotations and the translations of the CAT and the movements of the virtual
3D paper sheet (right).

Moreover, a tablet fixed on the tabletop of the CAT is used for 2D interaction
in our system. As required by most sketching solutions, a tablet can be directly
mapped to a 3D virtual paper sheet, while keeping the user immersed in 3D
environments (the 6 DOF of the CAT). Therefore, all the interaction sequences
have thus to be carefully designed in order to use this 6 + 2 DOFs and will
be described in the next section. With only one device, we can provide all the
required DOFs.

3.3 The virtual 3D paper sheet metaphor

A sketching system is naturally based on a paper-and-pen metaphor. With the
CAT, the tablet mounted on the top can be used as a reference plane, and thus
directly associated to a 3D virtual paper sheet . The main problem for editing the
different components of the object is thus to correctly position a set of reference
planes in 3D (similar to the canvas in the work of Dorsey et al. [7]). Two main
approaches can be used for this positioning: the traditional manipulation of the
scene/object, or the manipulation of a virtual 3D paper sheet.

For the first one, user has to position the 3D scene/object relatively to a
fixed 3D paper sheet. Unfortunately, it could be difficult to map the arbitrary
shape of the resulting 3D object to the planar tabletop: the choice on the main
orientation of the object corresponding to the orientation of the tabletop can be
arbitrary.

On the CAT, the paper sheet can be directly associated with the tablet
mounted on the moving table. We thus naturally decide to use the second ap-
proach: the positioning of the reference plane in 3D. The orientation of the table
directly corresponds to the orientation of the 3D paper sheet (see Figure 2). The
user just feels as if in front his desk, drawing multiple sketches on multiple paper
sheets, and assembles them together. For the translations and rotations of the
tablet are directly interpreted as the translation and the rotation of the virtual
3D paper sheet.



PR
E-

PR
IN

T
Positioning of the virtual plane After rotating back

Fig. 3. Positioning of the virtual 3D paper sheet. The two modeling steps (upper
images) and the associated interaction graph (lower image). During the 3D positioning
mode, only the virtual plane is manipulated. During the sketching mode, the scene
and the virtual 3D paper sheet are linked together. During the transition, users can
rotate the virtual plane and the CAT to a horizontal configuration, more comfortable
for drawing.

4 Interactions for object creation

The modeling session is generally broken down in two main steps (see Figure 3).
During the first one, the user is moving the supporting plane relatively to the
3D scene. Once this virtual 3D paper sheet correctly positioned, the user has to
change to sketching mode. Thanks to the CAT, these two steps are performed
using a single device. In order to ease the positioning of the paper sheet relatively
to the scene, the virtual 3D paper sheet is transparent.

For the positioning mode, only the virtual plane is controlled by the user.
The direct mapping between the table orientation and the virtual 3D paper sheet
simplifies this process.

For the sketching mode, the relative positions of the virtual 3D paper sheet
and of the 3D scene are linked together: any translation or rotation of the CAT
is directly applied to the scene and the virtual 3D paper sheet. This has two
main advantages. First, if the tablet is moving during the sketching session, the
relative positioning is not lost. Second, for a user point of view, it is easier to
draw with the table at a horizontal position. This is not always the configuration
after the positioning of the virtual 3D paper sheet. To finalize the transition to
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The complete object Selecting the left component Selecting the right component

Fig. 4. Selection of a reference plane. In edit mode, each component has its own color
and the selected component is highlighted in red. Note that we take the closest one to
the center of the virtual 3D paper sheet.

the sketching mode, she thus has to manually rotate back at this position and
– since the object and the virtual plane are linked together – the whole scene
(i.e., the 3D object and the virtual plane) is rotated in order to move back also
the virtual 3D paper sheet in the initial position.

Note that, during the transition from the positioning mode to the sketching
mode, the whole scene is also translated in order to move the center of the virtual
3D paper sheet at the center of the screen. This guarantees that, if the rotation
back is applied to the horizontal position, the virtual 3D paper sheet will be
back at the initial orientation and also centered on the screen, in a configuration
similar to the original one (see upper-left image in Figure 3).

Once the silhouette sketched, we save its association with the reference plane.
A reference plane is defined by a center c (the center of the silhouette) and a
normal n (defined by the orientation of the virtual 3D paper sheet). We store
also the corresponding 2D bounding box for display.

5 Interactions for object edition

Editing can be more complex. In the ideal case, when adding a new component
to the final object, the previous 2-step approach is sufficient. To increase the
freedom of the user, and the possibility of multi-users interaction, editing also
needs to be supported. For most of the editing tasks, we need to retrieve the
supporting plane corresponding to the component that we want to modify. This
can be easily done once again using the CAT. The user moves the virtual plane
in the 3D scene, and when it coarsely corresponds to the target plane, this one
is selected. The user can thus return the table to the initial position (horizontal)
and performs the 2D operations. Similarly to the modeling task, during this
mode change, the whole scene is also rotated and translated in order to move
back the virtual plane back to its original position.

The selection of the closest reference plane is done based on the plane ori-
entation (i.e., normal n) and its center c. To this aim, we defined a weighted
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1 - first sketch 2 - inferred shape 3 - second sketch 4 - inferred shape

5 - The first fin 6 - second fin 7 - the tail Resulting models

Fig. 5. Modeling a dolphin. The first four steps are done with nearly coplanar 3D paper
sheet. During the transition from step 4 to step 5, the CAT has been used to position
the virtual plane orthogonally to dolphin’s body, and rotated back as explained in
Section 4. The steps 5, 6 and 7 are now performed on the same plane

distance di, defined as

di (n, c) = (1 − | 〈ni · n〉 |) + ω |ci − c| ,

where ni (resp. ci) denotes the normal (resp. center) of the existing reference
plane i. The weight ω can be adjusted depending on the scene’s dimensions1.
Note that we use the absolute value of the cosine between the two normals
to detect the proximity between two orientations, and that the positions are
normalized to the unit bounding box.

In order to assist the user in selecting the correct reference plane correspond-
ing to the object’s component he whishes to modify, we use color cues. We
associate to each component a color, which is used to display the reference plane
and its corresponding surface (see Figure 4). We select a set of perceptually dif-
ferent colors, exclugind red, as we use this color to highlight the current closest
plane.

6 Modeling sessions

To illustrate a typical modeling session with the presented approach, we review
the steps involved in creating the shape of the dolphin in Figure 5. The user

1 We use ω = 0.1 in our software, in order to give priority to the orientation.
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(a) (b) (c)

Fig. 6. 3D positioning of a new virtual plane. Once the position of the plane is validated
by the user (a), a translation to the center is applied on both the plane and the object
(b). The user can move back to horizontal position.

(a) (b) (c) (d)

Fig. 7. Selecting an object component for editing. Beginning for the current position
(a), the user moves the virtual paper sheet to select an other component (b). Each
component has its own color, except for red which is used for selection. Once the
selection is accepted by the user (c), a translation to the center is applied on both the
plane and the object (d). The user can move back to horizontal position.

first draws the main body of the dolphin using two components (steps 1 to 4).
To rotate the plane at a position orthogonal to the main body, the CAT table
top has to be vertical. Once back in sketching mode, the rotation of the CAT is
applied to the virtual paper sheet and to the objects: the user can thus move back
the virtual paper sheet to a nearly horizontal configuration, more comfortable
for sketching.

This transition is also illustrated2 in Figure 6. Not that, once the position
of the virtual plane corresponds to the user’s whish, the transition to sketching
mode results in a translation of the whole scene (object and plane) to the center
of the screen. This translation allows the user to quickly bring back the virtual
sheet in front of him: the only action required is the rotation back of the CAT.
During the whole process, the orientation of the CAT table always corresponds
to the orientation of the virtual paper sheet. This sequence of actions is similar
when it comes to select an existing component (cf. Figure 7).

2 The images are samples of the associated video. The difference in color between the
upper and lower part is due to our stereo system.
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In this paper, we presented new interactions for 3D sketching in front of large
displays using the CAT device. The philosophy of our system is to provide a
comfortable alternative 3D prototyping interface for large displays, with the in-
tention of avoiding the inherent interaction drawbacks of traditional mouse-and-
keyboard-based interfaces. The proposed system enables users to share modeling
ideas freely by simply drawing 3D sketch curves and manipulating the CAT. We
use a virtual 3D paper sheet as a natural modeling metaphor for 3D sketching.
Such a 3D paper sheet can be conveniently used to help users determine orienta-
tion and depth information while sketching 3D curves. Moreover, this 3D paper
sheet can be also applied to select, move, rotate, and modify specific curves so
as to help users to achieve the prototyping goal. As demonstrated in the result
section, even non-expert users can use our free-form modeler without any diffi-
culty thanks to its ergonomic and comfortable interface. More user study has to
be done in order to confirm this assumption.

Based on the presented approach, there are several potential directions and
improvement can be explored in the future. First, due to the drawbacks of im-
plicit surface representations, we can only prototype relatively rough and smooth
objects. Working on improvement of skeleton extraction [1, 13] could be helpful
to enhance the modeling capabilities ability of the system. Second, we will focus
on the specific modeling applications to take advantages of field prior knowl-
edge, such as sketch-based architectural design which has been already explored
by [7]. Third, similar to the approach of Nealen et al. [15], the CAT can be
applied to select a section of the object by positioning a 2D plane. Therefore, it
could be useful in the geometrical operations of extrusion, cutting, sharpening
or smoothing the resulting profile-curve [15]. Moreover, it is worth noting that
deformations of reference plane are affordable solution to enlarge the realm of
prototyping shapes.

Aknowledgement

This project is supported by the French embassy in China and the Egid. This
work is also supported in part by the National Basic 973 Program of China
(Grant No. 2002CB312102), the National 863 Program of China (Grant No.
2006AA01Z335), and the National Natural Science Foundation of China (Grant
No. 60505001). We would like to thank Immersion S.A.S.3 for the access to the
CAT and to a Reality Center. We also want to greatly thank the anonymous
reviewers for their comments and Jean-Sébastien Franco for proof-reading the
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