# A Boolean algebra of contracts for logical assume-guarantee reasoning <br> Yann Glouche, Paul Le Guernic, Jean-Pierre Talpin, Thierry Gautier 

## To cite this version:

Yann Glouche, Paul Le Guernic, Jean-Pierre Talpin, Thierry Gautier. A Boolean algebra of contracts for logical assume-guarantee reasoning. [Research Report] 2008, pp.39. inria-00292870v3

## HAL Id: inria-00292870 https://inria.hal.science/inria-00292870v3

Submitted on 7 Jul 2008 (v3), last revised 13 Jan 2009 (v7)

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# A Boolean algebra of contracts for logical assume-guarantee reasoning 

Yann Glouche, Paul Le Guernic, Jean-Pierre Talpin et Thierry Gautier

$\mathrm{N}^{\circ} 6570$
Juillet 2008
$\qquad$ Thèmes COM et SYM


# A Boolean algebra of contracts for logical assume-guarantee reasoning 

Yann Glouche, Paul Le Guernic, Jean-Pierre Talpin et Thierry Gautier *<br>Thèmes COM et SYM - Systèmes communicants et Systèmes symboliques Projets ESPRESSO<br>Rapport de recherche $\mathrm{n}^{\circ} 6570$ - Juillet 2008 - 36 pages


#### Abstract

Assume-guarantee reasoning is a popular and expressive paradigm for a modular and compositional specification of programs. It is in turn of becoming a fundamental concept in mainstream industrial computer-aided design tools for embedded system design. In this paper, we elaborate new foundations for contract-based embedded system design by proposing a general-purpose algebra of assume/guarantee contracts based on two simple concepts: first, the assumption or guarantee of a component is defined as a filter and, second, filters enjoy the structure of a Boolean algebra. This yields an algebraically rich structure which allows us to reason on contracts.
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## Une algèbre Booléenne de contrats pour un raisonnement logique sur hypothèses/garanties

Résumé : Le raisonnement basé sur hypothèses/garanties est un paradigme populaire et expressif pour la spécifiaction modulaire et compositionnelle de programme. Cette approche devient un concept fondamental dans l'informatique industrielle des outils de conception assistée par ordinateur pour la conception de systèmes embarqués. Dans ce papier, nous élaborons les fondations nouvelles pour la conception des systèmes embarqués fondée sur les contrats, en proposant une approche générale de l'algèbre des contrats, basée sur deux concepts simples : premièrement, les hypothèses et les garanties d'un composant sont définies comme un filtre, et, d'autre part, les filtres ont une structure d'algèbre Booléenne. Il en résulte une riche structure qui nous permet de raisonner sur les contrats.
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## 1 Introduction

Common methodological precepts for attacking the design of large embedded architectures advise the validation of specifications as early as possible and an iterative validation of each refinement or modification made to the initial specification, until the implementation of the system is finalized. Additionally, cooperative component-based development requires to use and to assemble components, that have been developed by different suppliers, and in a safe and consistent way. These components have to be provided with their conditions of use and some guarantees that they have been validated when these conditions are satisfied.

We adopt the paradigm of contract to define a component-based validation process in the context of a synchronous modeling framework. We define a novel algebraic framework to enable logical reasoning on contracts. It is based on two simple concepts. First, the assumptions and guarantees of a component are defined as filters: assumptions filter the behavior a component may accept and guarantees filter the behaviors a component provides. Second and foremost, we define a Boolean algebra to manipulate filters. This yields an algebraically rich structure which allows us to reason on contracts (to abstract, refine, combine and normalize them). This algebraic model is based on a minimalist model of execution traces, allowing one to adapt it easily to a particular design framework.

## 2 An algebra of processes

We start with the definition of a suitable algebra for behaviors and processes. Usually, a behavior describes the trace of a discrete process (a Mazurkiewicz trace or a tuple of signals in Lee's tagged signal model). We deliberately choose a more abstract definition in order to encompass not only discrete behaviors on Boolean, integer, real variables but also behaviors of more complex systems, such as continuous functions.
Definition 1. [Behavior] Let $\mathcal{V}$ be an infinite, countable set of variables, and $\mathcal{D}$ a set of values; for $\mathbf{Y}$, a finite set of variables included in $\mathcal{V}$ (written $\mathbf{Y} \subset_{2} \mathcal{V}$ ), $\mathbf{Y}$ nonempty, a $\mathbf{Y}$-behavior is a function $c: \mathbf{Y} \rightarrow \mathcal{D}$; the set of $\mathbf{X}$-behaviors is $\mathbb{B}_{\mathbf{X}}$. This is extended to the empty variable domain:

$$
\mathbb{B}_{\mathbf{Y}}={ }_{\Delta} \mathbf{Y} \rightarrow \mathcal{D} \text { and } \mathbb{B}_{\emptyset}={ }_{\Delta} \emptyset
$$

For $\mathbf{Y}$, a finite set of variables included in $\mathcal{V}, \mathbf{Y}$ nonempty, c a $\mathbf{Y}$-behavior, $\mathbf{X}$ a (possibly empty) subset of $\mathbf{Y}, c_{\mid \mathbf{X}}$ is the $\mathbf{X}$-behavior equal to $c$ on $\mathbf{X}$ :

$$
\begin{equation*}
c_{\mid \mathbf{X}}=\Delta\{(x, c(x)) / x \in \mathbf{X}\} \text { and } c_{\mid \emptyset}=\emptyset \text { and } c_{\mid \mathbf{Y}}=c \tag{1}
\end{equation*}
$$



From left to right - The $x, y$-behaviors $b_{1}$ and $b_{2}$ are functions from the variables $x, y$ to functions that denote signals. Left, behavior $b_{1}$ is a discrete sampling mapping a domain of time represented by natural numbers to values. Right, behavior $b_{2}$ associates $x, y$ to continuous unctions of time. A process denotes all possible executions of a program or module. A process is defined by the set of all its possible behaviors on a given set of variables. The process containing behavior $b_{1}$ also contains all possible samplings of the signal $x, y$ of the given program.


Definition 2. [Process] For $\mathbf{X}$, a finite set of variables $\left(\mathbf{X} \subset_{2} \mathcal{V}\right)$, an $\mathbf{X}$-process $p$ is a nonempty set of $\mathbf{X}$-behaviors. The empty process $\emptyset$-process contains a unique process designated by $\Omega={ }_{\Delta}\{\emptyset\}$ and must be distinguished from the blocking process $\mho==_{\Delta} \emptyset$

For $\mathbf{X}$, a finite set of variables $\left(\mathbf{X} \subset_{2} \mathcal{V}\right)$, we denote by $\mathbb{P}_{\mathbf{X}}$ the set of $\mathbf{X}$-processes. A process in $\mathbb{P}_{\mathbf{X}}$ defined on a finite set of variables $\mathbf{X}$ is said strict (thus $\Omega$ is a strict process). $\mathbb{P}$ denotes the set of all strict processes.

$$
\mathbb{P}_{\mathbf{X}}={ }_{\Delta} \mathcal{P}\left(\mathbb{B}_{\mathbf{X}}\right) \backslash\{\mho\}, \quad \mathbb{P}={ }_{\Delta} \cup_{\left(\mathbf{X} \subset_{2} v\right)} \mathbb{P}_{\mathbf{X}} \quad\left(\mathbb{P}_{\emptyset}=\{\Omega\}\right)
$$

The domain of behaviors in an $\mathbf{X}$-process $p$ is denoted by $\operatorname{var}(p)={ }_{\Delta} \mathbf{X} . \mho$ is the only nonstrict $\mathcal{V}$-process : $\operatorname{var}(\mho)=\mathcal{V}$. A process is either $\mho$, the empty process, or a strict process. Hence, the set of all processes $\mathbb{P}^{\star}$ is defined by $\mathbb{P}^{\star}=\Delta \mathbb{P} \cup\{\mho\}$ and $\forall \mathbf{X} \subset_{2} \mathcal{V}, \mathbb{P}^{\star} \mathbf{x}={ }_{\Delta} \mathbb{P}_{\mathbf{X}} \cup\{\mho\}$. For $\mathbf{R} \subseteq \mathbb{P}^{\star}, \overline{\mathbf{R}}$ denotes the complementary of $\mathbf{R}$. We define the complementary of a process and its restriction or extension the behaviors to a given set of variables.
Definition 3. [Complement, restriction and extension] For $\mathbf{X}$, a finite set of variables ( $\mathbf{X}$ $\subset_{2} \mathcal{V}$ ), the complementary $\widetilde{p}$ of a process $p \in \mathbb{P}_{\mathbf{X}}$ is defined by:

$$
\begin{equation*}
p \in \mathbb{P}_{\mathbf{X}} \Longrightarrow \widetilde{p}={ }_{\Delta}\left(\mathbb{B}_{\mathbf{X}} \backslash p\right)=\left\{b \in \mathbb{B}_{\mathbf{X}} / b \notin p\right\} \quad\left(\widetilde{\mathbb{B}_{\mathbf{X}}}=\mho\right) \tag{2}
\end{equation*}
$$

Definition 4. [Process restriction and extension] When $\mathbf{X}, \mathbf{Y}$ are finite sets of variables such that $\mathbf{X} \subseteq \mathbf{Y} \subset_{2} \mathcal{V}, \mathbf{Y}$ nonempty, we define the restriction $q_{\mid \mathbf{X}} \in \mathbb{P}_{\mathbf{X}}$ of $q \in \mathbb{P}_{\mathbf{Y}}$ to $\mathbf{X}$ and conversely the extension $p^{\mid \mathbf{Y}} \in \mathbb{P}_{\mathbf{Y}}$ of $p \in \mathbb{P}_{\mathbf{X}}$ to $\mathbf{Y}$ by:

$$
\begin{array}{lll}
q_{\mid \mathbf{X}} \quad=\Delta & \left\{c_{\mid \mathbf{X}} / c \in q\right\} \quad\left(\text { then } q_{\mid \emptyset}=\Omega, q_{\mid \operatorname{var}(q)}=q\right) \\
p^{\mid \mathbf{Y}}={ }_{\Delta} & \left\{c \in \mathbb{B}_{\mathbf{Y}} / c_{\mid \mathbf{X}} \in p\right\} \quad\left(\text { then } \Omega^{\mid \mathbf{Y}}=\mathbb{B}_{\mathbf{Y}}, p^{\mid \operatorname{var}(p)}=p\right) \tag{4}
\end{array}
$$



Left, the complementary $\widetilde{p}$ of a process $p$ defined on the variables $x$ and $y$ consists of all behaviors defined on $x, y$ not belonging to $p$ - Center, the restriction $p_{\mid\{x, y\}}$ of a process $p$ defined on $x, y, z$ consists of its projection on the restricted domain - Right, the extension $p^{\mid\{x, y, z\}}$ of a process $p$ defined on $x, y$ is the largest process defined on $x, y, z$ whose restriction on $x, y$ is equal to $p$.

The set $\mathbb{P}^{\star} \mathbf{x}$, equipped with union, intersection and complementary is a Boolean algebra and suprenum $\mathbb{P}^{\star} \mathbf{x}$ and infinum $\mho$. Restriction is extended to $\mho$, the empty process, by $\mho_{\mid \mathbf{X}}$ $=\left\{c_{\mid \mathbf{X}} / c \in \emptyset\right\}=\mho$. The restriction and extension of strict processes satisfy the following properties.

Property 1. When $\mathbf{W}, \mathbf{X}, \mathbf{Y}, \mathbf{Z}$ are finite sets of variables, $\mathbf{Y}, \mathbf{Z}$ nonempty, $p, q$ strict processes:

$$
\begin{align*}
& \operatorname{var}(p) \subseteq \mathbf{Z} \subseteq \mathbf{Y} \Longrightarrow  \tag{5}\\
& \operatorname{var}(p)=\operatorname{var}(q) \subseteq \mathbf{Y} \Longrightarrow\left(\mathbf{Z}^{\mid \mathbf{Y}}=p^{\mid \mathbf{Y}}\right) \wedge\left(p^{\mid \mathbf{Y}} \mid \mathbf{Z}=p^{\mid \mathbf{Z}}\right)  \tag{6}\\
& \operatorname{var}(p)=\operatorname{var}(q) \subseteq \mathbf{Y}\left.\Longrightarrow\left((p \cap q)^{\mid \mathbf{Y}}=\left(p^{\mid \mathbf{Y}} \cap q^{\mid \mathbf{Y}}\right)\right) \wedge\left((p \cup q)^{\mid \mathbf{Y}}=\left(p^{\mid \mathbf{Y}} \cup q^{\mid \mathbf{Y}}\right)\right)\right)(6  \tag{7}\\
& \mathbf{X} \subseteq \operatorname{var}(p)=\operatorname{var}(q) \Longrightarrow\left((p \subseteq q) \Longleftrightarrow\left(p^{\mid \mathbf{Y}} \subseteq q^{\mathbf{Y}}\right)\right)  \tag{8}\\
&\left((p \subseteq q) \Longrightarrow\left(p_{\mid \mathbf{X}} \subseteq q_{\mid \mathbf{X}}\right)\right)
\end{align*}
$$

We define the poset of strict processes.

Definition 5. [Strict processes extension] For nonempty finite sets of variables $\mathbf{X} \subseteq \mathbf{Y} \subset_{\imath} \mathcal{V}$ and for $p \in \mathbb{P}_{\mathbf{X}}$, the relation $p \preceq q$ means that $q$ is an extension of $p$ to $\mathbf{Y}$ :

$$
(p \preceq q) \Longleftrightarrow\left((\operatorname{var}(p) \subseteq \operatorname{var}(q)) \wedge\left(p^{\mid \operatorname{var}(q)}=q\right)\right)
$$

Property 2. ( $\mathbb{P}, \preceq)$ is a poset.

The upper set $[\preceq \uparrow p]$ of a process $p$ is the set of all processes that contain its behaviors.

$$
\begin{equation*}
[\preceq \uparrow p]=\Delta \quad\{q \in \mathbb{P} / p \preceq q\} \quad\left([\preceq \uparrow \Omega]=\left\{\mathbb{B}_{\mathbf{X}}\right\}_{\mathbf{X} \subset, ~}\right) \tag{9}
\end{equation*}
$$

Definition 6. [Variable control $\triangleright$ ] A process $q$ controls a variable $y$, denoted by $(q \triangleright y)$ iff

$$
\begin{equation*}
\left((y \in \operatorname{var}(q)) \wedge q \subsetneq\left(\left(q_{\mid(\operatorname{var}(q) \backslash\{y\})}\right)^{\mid \operatorname{var}(q)}\right)\right) \tag{10}
\end{equation*}
$$

A process $q$ controls a variable set $X$, denoted by $(q \triangleright X)$ iff

$$
\begin{equation*}
(\forall x \in \mathbf{X})(q \triangleright x) \quad(\Omega \triangleright \emptyset) \tag{11}
\end{equation*}
$$



Left, the upperset $[\preceq \uparrow p]$ is the set of all processes $q \in \mathbb{P}$ such that $(p \preceq q)$ - Center, a process $p \in \mathbb{P}_{\{\mathbf{x}, \mathbf{y}, \mathbf{z}\}}$ controls the variables $x$ and $y$ and lets $z$ free - Right, a process $p \in \mathbb{P}_{\{\mathbf{x}, \mathbf{y}, \mathbf{z}\}}$ controls the variables $x, y, z$

Note that, if a process $p$ controls $\mathbf{X}$, this does not imply that, for all $x \in \mathbf{X}, y \in \mathbf{X}, \mathbf{x} \neq \mathbf{y}$ , $\left(p_{\mid(\mathbf{X} \backslash\{x\})}\right)$ controls $y$.
Definition 7. [Reduced process] A strict process $p$ is reduced iff it controls all its variables: $p$ is reduced iff $p \triangleright \operatorname{var}(p)$

For instance, $\Omega$ is reduced. Reduced strict processes are minimal in ( $\mathbb{P}, \preceq$ ). We denote by $\stackrel{\nabla}{q}$, called reduction of $q$, the (minimal) strict process such that $\stackrel{\nabla}{q} \preceq q(p$ is reduced iff $\stackrel{\nabla}{p}=p)$.

Right, the reduction $\stackrel{\nabla}{q}$ of a process $q$ and a process $p$ in the upper set $[\preceq \uparrow q]$. Assuming that $\operatorname{var}(q)=\left(\left\{x_{1} \ldots x_{n}\right\} \cup\right.$ $\left.\left\{y_{1} \ldots y_{m}\right\}\right)$ and that $q$ controls the variables $\left\{x_{1} \ldots x_{n}\right\}$, we have $\operatorname{var}(\underset{p}{p})=$ $\left\{x_{1} \ldots x_{n}\right\}$. The process $p$ is such that $p \in[\breve{-} \uparrow \stackrel{\nabla}{q}]$ with $\operatorname{var}(p) \subseteq\left(\left\{x_{1} \ldots x_{n}\right\} \cup\right.$ $\left.\left\{y_{1} \ldots y_{m}\right\} \cup\left\{z_{1} \ldots z_{l}\right\}\right)$. Process $p$ controls the variables $\left\{x_{1} \ldots x_{n}\right\}$, and $\left\{y_{1} \ldots y_{m}\right\} \cup$ $\left\{z_{1} \ldots z_{l}\right\}$ is a set of free variables, such that $\stackrel{\nabla}{q}=\stackrel{\nabla}{p}$.


Property 3. The complementary $\widetilde{p}$ of a strict process $p$ is reduced iff $p$ is reduced; $\widetilde{p}$ and $p$ control the same set of variables $\operatorname{var}(p)$.

From the above, we deduce that $\left[\begin{array}{l}\boxed{ } \uparrow \\ p\end{array} \bar{p}\right]$, the upper set of the reduction of $p$, is a (principal) filtered set [10] : it is nonempty and each pair of elements has a lower bound. We also observe that $\operatorname{var}(\stackrel{\nabla}{q})$ is the greatest subset of variables such that $q \triangleright \operatorname{var}(\stackrel{\nabla}{q})$; for a strict process $q$, we extend the definition of $\operatorname{var}()$ to the upper set of its reduction by $\operatorname{var}\left(\left[{ }_{-} \uparrow \uparrow \stackrel{\nabla}{q}\right]\right) \operatorname{var}(\stackrel{\nabla}{q})$
Property 4. The upper set of a strict process $p$ contains a unique process $p^{\mid \mathbf{Y}}$ defined on a given set of variables $\mathbf{Y} \supseteq \operatorname{var}(p)$; the process $p$ and its extension $p^{\mid \mathbf{Y}}$ control the same set of variables, that is the set of variables controled by the reduction of $p$.

$$
\begin{array}{r}
((q \in[\preceq \uparrow p]) \wedge(r \in[\preceq \uparrow p]) \wedge(\operatorname{var}(q)=\operatorname{var}(r))) \Longrightarrow(q=r) \\
(\operatorname{var}(p) \subseteq \mathbf{Y}) \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}\right) \triangleright \operatorname{var}(\stackrel{\nabla}{p})\right) \\
((\operatorname{var}(p) \cup \operatorname{var}(q)) \subseteq \mathbf{Y}) \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}=q^{\mid \mathbf{Y}}\right) \Longrightarrow(\stackrel{\nabla}{p}=\stackrel{\nabla}{q})\right) \tag{14}
\end{array}
$$

From the above definition for strict processes, we have $\mho \triangleright \mathcal{V}$ and $[\preceq \uparrow \mho]=\{\mho\}$. Conversaly, we define the inclusion lower set of a process to capture all the subsets of its behaviors. Let $\mathbf{R} \subseteq \mathbb{P}^{\star},\left[\mathbf{R} \downarrow_{\subseteq}\right]$ is the lower set of $\mathbf{R}$ for $\subseteq$ :

$$
\begin{equation*}
\left[\mathbf{R} \downarrow_{\subseteq}\right]=\Delta\left\{p \in \mathbb{P}^{\star} /(\exists q \in \mathbf{R})(p \subseteq q)\right\} \tag{15}
\end{equation*}
$$

Property 5. From the above definitions, we conclude that:

$$
\begin{align*}
& {[[\because \uparrow \stackrel{\nabla}{\mho}]]_{\downarrow} \subseteq=\{\mho\}}  \tag{16}\\
& {\left[[\boxed{\prec} \uparrow \stackrel{\nabla}{\Omega}]_{\downarrow_{\subseteq}}\right]=\mathbb{P}^{\star}} \tag{17}
\end{align*}
$$

## 3 An algebra of filters

In this section, we define a process-filter by the set of processes that satisfy a given property. We propose an order relation ( $\sqsubseteq$ ) on the set of process-filters $\Phi$. We establish that $(\Phi, \sqsubseteq)$ is a lattice and a Boolean algebra. A process-filter $\mathbf{R}$ is a subset of $\mathbb{P}^{\star}$ that filters processes. It contains all processes that are "equivalent" with respect to some constraint or property, so that all processes in $\mathbf{R}$ are accepted or all of them but $\mho$ are rejected. A process-filter is built from a unique process generator by extending it to larger sets of variables, which remain unfiltered, and then by including subprocesses of these "maximal allowed behavior sets".

Let $p \in \mathbb{P}_{\{\mathbf{x}\}}$ be a process defined on $x \in \mathcal{V}$ a variable whose behaviors are a function from a totally ordered
 domain of time $\mathbb{T}$ to rationals $\mathbb{Q}$. Define the processfilter $p$ to satisfy :

$$
\begin{aligned}
\forall b \in p, & b(x): \mathbb{T} \mapsto \mathbb{Q} \\
& \forall t, t^{\prime} \in \mathbb{T}, t \leq t^{\prime} \Leftrightarrow b(x)(t) \leq b(x)\left(t^{\prime}\right)
\end{aligned}
$$

Then $\widehat{[p]}$ is the set of all processes s.t. $\forall b \in \mathbb{B}, b \in p$, $b(x)$ is monotonic increasing function from the domain of time $\mathbb{T}$ to $\mathbb{Q}$.
Definition 8. [Process-filter] Formally a set of processes $\mathbf{R}$ is a process-filter iff ( $\left.\exists r \in \mathbb{P}^{\star}\right)$ $\left(\left((r=\stackrel{\nabla}{r}) \wedge\left(\mathbf{R}=\left[[\boxed{\prec} \uparrow r] \downarrow_{\subseteq}\right]\right)\right)\right)$. We say that the process $r$ is a generator of $\mathbf{R}$ and that $\mathbf{R}$ is generated by $r . \Phi$ is the set of process-filters.


The filter generated by the reduction of a process $p$ is denoted by $\widehat{[p]}=\Delta\left[\left[{ }_{〔} \uparrow \stackrel{\nabla}{p}\right] \downarrow_{\subseteq}\right]$.
$\uparrow p]$ Left, the process-filter generated by the process $p$. $p$ is represented by a set of behaviors (bold line at the right bottom), then we consider the upper set of $p$, and then the inclusion lower set of this set of processes.
A process-filter $\mathbf{R}=\widehat{[r]}$ satisfies the following properties:
Property 6. The variable set of a process $p$, that belongs to a process-filter generated by a reduced process $\stackrel{\nabla}{r}$, contains the variable set of this process $\stackrel{\nabla}{r}$. The generator of a processfilter is unique; we refer to it as $\stackrel{\nabla}{\mathbf{R}}$. Finally $\Omega$ generates the set of all processes (including
$\mho), \mho$ belongs to all filters. Formally $\left(\forall p, r, s \in \mathbb{P}^{\star}\right)$ :

$$
\begin{align*}
(p \in \widehat{[r]}) & \Longleftrightarrow(\operatorname{var}(\stackrel{\nabla}{r}) \subseteq \operatorname{var}(p))  \tag{18}\\
\widehat{[r]}=\widehat{[s]} & \Longleftrightarrow \stackrel{\nabla}{r}=\stackrel{\nabla}{s}  \tag{19}\\
\Omega \in \widehat{[r]} & \Longleftrightarrow \widehat{[r]}=\mathbb{P}^{\star} \tag{20}
\end{align*}
$$

Finally, notice that $\mho \in \mathbf{R}$. We call strict process-filters the process-filters that are neither $\mathbb{P}^{\star}$ nor $\{\mho\}$. The filtered variable set of $\mathbf{R}$ is $\operatorname{var}(\mathbf{R})$ defined by:

$$
\begin{equation*}
\operatorname{var}(\mathbf{R})={ }_{\Delta} \operatorname{var}(\stackrel{\nabla}{\mathbf{R}}) \tag{21}
\end{equation*}
$$

Theorem 1. A strict process-filter $p$ belongs to a process filter $\mathbf{R}$ iff
$\left(\forall \mathbf{X}, \mathbf{Y} \subset_{2} \mathcal{V}\right)(\operatorname{var}(\mathbf{R}) \subseteq \mathbf{X} \subseteq \mathbf{Y}),(p \in \mathbf{R}) \Longleftrightarrow\left\{\begin{array}{l}(\operatorname{var}(\mathbf{R}) \subseteq \operatorname{var}(p)) \\ (\operatorname{var}(p) \subseteq \mathbf{Y}) \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}\right)_{\mid \mathbf{X}} \subseteq \mathbf{R}^{\nabla}\right)\end{array}\right.$

Corollary 1. The two equivalent properties are satisfied:

$$
\begin{array}{r}
\mathbf{R} \subseteq \mathbf{S} \Longleftrightarrow\left((\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge\left(\stackrel{\nabla}{\mathbf{R}}_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)\right) \\
\mathbf{R} \subseteq \mathbf{S} \Longleftrightarrow \stackrel{\nabla}{\mathbf{R}} \in \mathbf{S} \tag{23}
\end{array}
$$

Corollary 2. Then we get:

$$
\begin{array}{rll}
(\mathbf{R} \subseteq(\mathbf{S} \cap \mathbf{T})) & \Longleftrightarrow & ((\mathbf{R} \subseteq \mathbf{S}) \wedge(\mathbf{R} \subseteq \mathbf{T}))(\text { corollary } 1-\text { equation } 23) \\
(\mathbf{R} \subseteq(\mathbf{S} \cup \mathbf{T})) & \Longleftrightarrow & ((\mathbf{R} \subseteq \mathbf{S}) \vee(\mathbf{R} \subseteq \mathbf{T}))(\text { corollary } 1-\text { equation } 23) \tag{25}
\end{array}
$$

We define an order relation on process filters, which we call relaxation, and write $\mathbf{R} \sqsubseteq \mathbf{S}$ to mean that $\mathbf{R}$ is less wide than $\mathbf{S}$.
Definition 9. [Process-filter relaxation] For $\mathbf{R}$ and $\mathbf{S}$, two process-filters, the relation $\mathbf{R}$ is less wide than $\mathbf{S}$, written $\mathbf{R} \sqsubseteq \mathbf{S}$ is defined by:

$$
\{\mho\} \sqsubseteq \mathbf{S} \quad(\mathbf{R} \sqsubseteq\{\mho \mho\}) \Longleftrightarrow\{\mho\}=\mathbf{R} \quad \begin{gather*}
\left(\mathbf{R} \sqsubseteq \mathbf{S} \Longleftrightarrow \mathbf{R}^{\nabla \mid \mathbf{Z}} \subseteq \stackrel{\mathbf{S}}{ }_{\nabla \mid \mathbf{Z}}\right)  \tag{26}\\
\text { where } \mathbf{Z}=\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S})
\end{gather*}
$$



Property 7. Strict process-filters $\mathbf{R}$ and $\mathbf{S}$ satisfy $(\mathbf{R} \subseteq \mathbf{S}) \Longleftrightarrow((\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge$ $\mathbf{R} \sqsubseteq \mathbf{S})$

The relaxation relation defines the structure of process-filters, which is shown to be a lattice. Property 8. $(\Phi, \sqsubseteq)$ is a poset.

Lemma 1. ( $\Phi, \sqsubseteq$ ) is a lattice with $\mathbb{P}^{\star}$ as supremum and $\{\mho\}$ as infimum; the infimum (or conjunction) $\mathbf{R} \sqcap \mathbf{S}$, the supremum (or disjunction) $\mathbf{R} \sqcup \mathbf{S}$ are defined by:

$$
\begin{align*}
& \{\mho\} \sqcap \mathbf{R}=\mathbf{R} \sqcap\{\mho\}=\{\mho\}  \tag{27}\\
& (\mathbf{R} \neq\{\mho\} \wedge \mathbf{S} \neq\{\mho\}) \quad \Longrightarrow \quad \mathbf{R} \sqcap \mathbf{S}=\Delta[[\{\uparrow \stackrel{\nabla}{p}] \downarrow \subseteq]  \tag{28}\\
& { }_{\nabla}\left|\mathbf{V} \quad{ }_{\nabla}\right| \mathbf{V} \\
& \text { where } p=(\mathbf{R} \quad \cap \mathbf{S}), \mathbf{V}=\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S}) \\
& \{\mho\} \sqcup \mathbf{R}=\mathbf{R} \sqcup\{\mho\}=\mathbf{R}  \tag{29}\\
& (\mathbf{R} \neq\{\mho\} \wedge \mathbf{S} \neq\{\mho\}) \quad \Longrightarrow \quad \mathbf{R} \sqcup \mathbf{S}=\Delta\left[\left[\begin{array}{|}
\left.\boxed{-} \stackrel{\nabla}{p}] \downarrow_{\subseteq}\right]
\end{array}\right.\right.  \tag{30}\\
& \text { where } p=\left(\stackrel{\nabla}{\mathbf{R}} \mid \mathbf{V}_{\nabla^{\nabla} \mid \mathbf{S}}^{\mathbf{S}}\right), \mathbf{V}=\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S})
\end{align*}
$$

Lemma 2. The following properties hold: for $\mathbf{R}, \mathbf{S}, \mathbf{T}$ strict process-filters,

$$
\begin{align*}
((\mathbf{R} \cap \mathbf{S}) \subseteq \mathbf{T}) & \Longleftrightarrow  \tag{31}\\
\text { and thus } & ((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S}))) \wedge((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{T}))  \tag{32}\\
((\mathbf{R} \cup \mathbf{S}) \subseteq \mathbf{T}) & \Longleftrightarrow(\mathbf{R} \cap \mathbf{S}) \subseteq(\mathbf{R} \sqcap \mathbf{S}))(\operatorname{take}(\mathbf{R} \sqcap \mathbf{S})=\mathbf{T})  \tag{33}\\
\text { and thus } & ((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cap \operatorname{var}(\mathbf{S}))) \wedge((\mathbf{R} \sqcup \mathbf{S}) \sqsubseteq \mathbf{T}))  \tag{34}\\
& ((\mathbf{R} \cup \mathbf{S}) \subseteq(\mathbf{R} \sqcup \mathbf{S}))(\operatorname{take}(\mathbf{R} \sqcup \mathbf{S})=\mathbf{T})
\end{align*}
$$

Definition 10. [Process-filter complement] The complement $\widetilde{\mathbf{R}}$ of a process-filter $\mathbf{R}$ is defined by:

$$
\begin{array}{r}
\widetilde{\{\mho\}}=\mathbb{P}^{\star}, \widetilde{\mathbb{P}^{\star}}=\{\mho\} \\
\left(\mathbf{R} \neq\{\mho\} \wedge \mathbf{R} \neq \mathbb{P}^{\star}\right) \Longrightarrow\left(\widetilde{\mathbf{R}}={ }_{\Delta}\left[[\underline{\widetilde{\nabla}} \mathbf{\mathbf { R }}]_{\left.\downarrow_{\subseteq}\right]}\right]\right. \tag{36}
\end{array}
$$

$(\mathbf{R} \neq\{\mho\} \wedge \widetilde{\mathbf{R}} \neq\{\mho\}) \Longrightarrow \stackrel{\widetilde{\nabla}}{\mathbf{R}}=\left(\mathbb{B}_{\operatorname{var}(\mathbf{R})} \backslash \stackrel{\nabla}{\mathbf{R}}\right)$ is reduced and $\operatorname{var}(\mathbf{R})=\operatorname{var}(\widetilde{\mathbf{R}})$ (see equation 2 and property 3 ).

Corollary 3. The complementary of a filter $\mathbf{R}$ satisfies $\widetilde{\mathbf{R}} \subseteq \overline{\mathbf{R}} \cup\{\mho\}$

We formalize our main result, which is that process-filters form a Boolean algebra.
Theorem 2. [Process-filter Boolean algebra] $(\Phi, \sqsubseteq)$ is a Boolean algebra with $\mathbb{P}^{\star}$ as $1,\{\mho\}$ as 0 and the complementary $\widetilde{\mathbf{R}}$.

The process-filter conjunction $\mathbf{R} \sqcap \mathbf{S}$ of two strict process-filters $\mathbf{R}$ and $\mathbf{S}$ is the greatest process-filter $\mathbf{T}=\mathbf{R} \sqcap \mathbf{S}$ that accepts all processes that are accepted by $\mathbf{R}$ and by $\mathbf{S}$.

Example. Let $x$, a variable taking values in $\{0,1,2,3\}$ and $u, y, v$ three variables taking values in $\{0,1\}$; let $r \in \mathbb{P}_{\{u, x, y\}}, s \in \mathbb{P}_{\{x, y, v\}}$, two reduced processes defined by

$$
\begin{aligned}
& r=\{b / b(u) \in\{0,1\} \wedge b(x) \in\{0,1\} \wedge b(y) \in\{0,1\}\} \cup\{(u, 1),(x, 2),(y, 0)\} \\
& s=\{b / b(x) \in\{0,1\} \wedge b(y) \in\{0,1\} \wedge b(v) \in\{0,1\}\} \cup\{(x, 3),(y, 1),(v, 0)\}
\end{aligned}
$$

One can see that $r \triangleright\{u, x, y\} ; u$ and $y$ are free in $r$ when $x$ is 0 or $1 ; v$ is free whatever the value of $x$ is in $r$. We also have $s \triangleright\{x, y, v\} ; y$ and $v$ are free in $s$ when $x$ is 0 or 1 ; thus $u$ is free whatever the value of $x$ is in $s$. From the above definitions, we have that $p=\Delta$ $r \cap s=\{\mathrm{b} / b(u) \in\{0,1\} \wedge b(x) \in\{0,1\} \wedge b(y) \in\{0,1\} \wedge b(v) \in\{0,1\}\}$ and $\stackrel{\nabla}{p}=\{\mathrm{b} /$ $b(x) \in\{0,1\}\}$.

The process-filter disjunction $\mathbf{R} \sqcup \mathbf{S}$ of two strict process-filters $\mathbf{R}$ and $\mathbf{S}$ is the smallest process-filter $\mathbf{T}=\mathbf{R} \sqcup \mathbf{S}$ that accepts all processes that are accepted by $\mathbf{R}$ or by $\mathbf{S}$.

Example. Let $x$, a variable taking values in $\{0,1,2,3\}$ and $u, y, v$ three variables taking values in $\{0,1\}$; let $r \in \mathbb{P}_{\{u, x, y\}}, s \in \mathbb{P}_{\{x, y, v\}}$, two reduced processes such that

$$
\begin{aligned}
& r=\{\mathrm{b} / b(u) \in\{0,1\} \wedge b(x) \in\{0,1\} \wedge b(y)=0\} \\
& s=\{\mathrm{b} / b(x) \in\{0,1\} \wedge b(y)=1 \wedge b(v) \in\{0,1\}\}
\end{aligned}
$$

hence $p={ }_{\Delta} r \cup s=\{\mathrm{b} / b(u) \in\{0,1\} \wedge b(x) \in\{0,1\} \wedge b(y) \in\{0,1\} \wedge b(v) \in\{0,1\}\}$ and $\stackrel{\nabla}{p}=\{\mathrm{b} / b(x) \in\{0,1\}\}$.

Definition 11. [Variable elimination in process-filter] Let $x$ a variable, $\mathbf{R}$ a process-filter, and $\mathbf{X}=\Delta \operatorname{var}(\mathbf{R}), \mathbf{R}_{\mid \exists x}$, the E-elimination of $x$ in $\mathbf{R}$, and $\mathbf{R}_{\mid \forall x}$, the U-elimination of $x$ in $\mathbf{R}$, are defined by $\mathbf{R}_{\mid \exists x}=\left[(\widetilde{\nabla})_{\mid \mathbf{X} \backslash\{x\}}\right]$, when $\mathrm{i} x \in \mathbf{X}$ and by $\mathbf{R}_{\mid \exists x}=\mathbf{R}$ otherwise. Also, $\mathbf{R}_{\mid \forall x}$ $=\Delta \widetilde{\widetilde{\mathbf{R}}_{\mid \exists x}}$

Property 9. $\quad \mathbf{R}_{\mid \forall x} \sqsubseteq \mathbf{R} \sqsubseteq \mathbf{R}_{\mid \exists x}$

## 4 An algebra of contracts

We define the notion of contract and propose an equivalence relation between contracts.
Definition 12. [Contract] A contract $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ is a pair of process-filters. $\operatorname{var}(\mathbf{C})$, the variable set of $\mathbf{C}=(\mathbf{A}, \mathbf{G})$, is defined by $\operatorname{var}(\mathbf{C})=\operatorname{var}(\mathbf{A}) \cup \operatorname{var}(\mathbf{G}) . \mathbb{C}=\Phi \times \Phi$ is the set of contracts.

Usually, the assume clause $\mathbf{A}$ is an assertion on the behavior of the environment (typically, expressed on the inputs of $p$ ), and thus defines the set of behaviors that a process has to take into account. The guarantee clause $\mathbf{G}$ defines properties that should be guaranteed by a process running in an environment where behaviors satisfy $\mathbf{A}$. The figure depicts a process $p$ satisfying the contract
( $\mathbf{A}, \mathbf{G}$ ).


Definition 13. [Satisfaction] Let $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ a contract, $p$ a process: $p \vDash \mathbf{C} \Longleftrightarrow(\widehat{[p]} \sqcap \mathrm{A}) \sqsubseteq \mathbf{G}$.

Corollary 4. $\quad p \vDash \mathbf{C} \Longleftrightarrow \widehat{[p]} \sqsubseteq(\widetilde{A} \sqcup \mathbf{G})$

We define a preorder relation that allows to compare contracts.
Definition 14. [Satisfaction preorder] A contract $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ is finer than a contract $\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$, written $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \leadsto\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$, iff all processes that satisfy the contract $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ also satisfy the contract $\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ :

$$
\begin{equation*}
\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \leadsto\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right) \Longleftrightarrow(\forall p \in \mathbb{P})\left(\left(p \vDash\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)\right) \Longrightarrow\left(p \vDash\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)\right)\right) \tag{37}
\end{equation*}
$$

Lemma 3. The relation finer on contracts satisfies the following property:

$$
\begin{equation*}
\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \leadsto\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right) \Longleftrightarrow\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqsubseteq\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right) \tag{38}
\end{equation*}
$$

The following relation makes equivalent those contracts that accept the same set of processes. Definition 15. [Filtering equivalence of contracts] Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}$ $=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ are filtering equivalent, denoted $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \longleftrightarrow\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ if and only if: $\left(\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \sim\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)\right) \wedge\left(\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right) \leadsto\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)\right)$

Corollary 5. Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ are filtering equivalent if and only if $\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right)=\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)$.

Refinement of contracts amounts to relaxing assumptions and reinforcing promises under the initial assumptions. The intuitive meaning is that for any $p$ that satisfies a contract $\mathbf{C}$, if $\mathbf{C}$ refines $\mathbf{D}$ then $p$ satisfies $\mathbf{D}$.

Our relation of refinement formalizes substi-
 tuability for contracts. Among filtering equivalent contracts that can be used to refine an existing contract $\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$, we choose those contracts $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ that "scan" more processes than $\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)\left(\mathbf{A}_{2} \sqsubseteq \mathbf{A}_{1}\right)$ and that guarantee less processes than those of $\mathbf{A}_{1} \sqcup \mathbf{G}_{2}$. Note that other choices could have been made. In the figure, for instance, a contract ( $\mathbf{A}_{1}, \mathbf{G}_{1}$ ) refines a contract $\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$.
Definition 16. [Refinement of contracts] Let $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ two contracts. The contract $\mathbf{C}_{1}$ refines the contract $\mathbf{C}_{2}$, written $\mathbf{C}_{1} \preccurlyeq \mathbf{C}_{2}$, if and only if the three following properties are satisfied (i) $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \sim\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)(\mathrm{a})\left(\mathbf{A}_{2} \sqsubseteq \mathbf{A}_{1}\right)$ and (c) $\mathbf{G}_{1} \sqsubseteq$ $\mathbf{A}_{1} \sqcup \mathbf{G}_{2}$

Lemma 4. The following property holds: $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \preccurlyeq\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ iff the three following properties are satisfied (a) $\mathbf{A}_{2} \sqsubseteq \mathbf{A}_{1}(\mathrm{~b})\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{G}_{2}$ and $(\mathrm{c}) \mathbf{G}_{1} \sqsubseteq \mathbf{A}_{1} \sqcup \mathbf{G}_{2}$

Property 10. $(\mathbb{C}, \preccurlyeq)$ is a poset.
The refinement relation $(\preccurlyeq)$ defines the poset of contracts, which is shown to be a lattice. Lemma 5. [Greatest lower bound of contracts]
Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ have a greatest lower bound $\mathbf{C}=(\mathbf{A}, \mathbf{G})$
defined by:

$$
\begin{array}{r}
\mathbf{A}=\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \\
\mathbf{G}=\left(\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right) \tag{40}
\end{array}
$$

Lemma 6. [Least upper bound of contracts]
Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ have a least upper bound $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ defined by:

$$
\begin{array}{r}
\mathbf{A}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \\
\mathbf{G}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \tag{42}
\end{array}
$$

Property 11. $(\mathbb{C}, \preccurlyeq)$ is a distributive lattice of suprenum $(\{\mho\},\{\mho\})$ and infinum $\left(\mathbb{P}^{\star},\{\mho\}\right)$.

Property 12. A contract $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ has a complementary $\widetilde{\mathbf{C}_{1}}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ iff $\mathbf{A}_{1}=$ $\widetilde{\mathbf{G}_{1}} ;$ this complementary is then $\widetilde{\mathbf{C}_{1}}=\left(\mathbf{G}_{1}, \widetilde{\mathbf{G}_{1}}\right)$

Definition 17. [Variable elimination in contract] Let $x$ a variable, $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ a contract, the elimination of $x$ in $\mathbf{C}$, is the contract $\mathbf{C}_{\backslash_{x}}$ defined by: $\mathbf{C}_{\backslash x}=_{\Delta}\left(\mathbf{A}_{\mid \forall x}, \mathbf{G}_{\mid \exists x}\right)$

Property 13. A contract $\mathbf{C}$ refines the elimination of a variable in $\mathbf{C}$ : $\mathbf{C} \preccurlyeq \mathbf{C}_{\backslash x}$
The lattice of contracts filtering equivalent to (A,G) forms a cube presented using the following notations for filters:

| 0 | $\{\mho\}$ |
| :--- | :--- |
| 1 | $\widetilde{\mathbf{A}} \sqcap \widetilde{\mathbf{G}}$ |
| 2 | $\widetilde{\mathbf{A}} \sqcap \mathrm{G}$ |
| 3 | $\widetilde{\mathbf{A}}$ |
| 4 | $\mathbf{A} \sqcap \widetilde{\mathbf{G}}$ |
| 5 | $\widetilde{\mathbf{G}}$ |
| 6 | $(\mathbf{A} \sqcap \widetilde{\mathbf{G}}) \sqcup(\widetilde{\mathbf{A}} \sqcap \mathrm{G})$ |
| 7 | $\widetilde{\mathbf{A}} \sqcup \widetilde{\mathbf{G}}$ |



Definition 18. [Nominal contract] The nominal contract of a process $p$ is $p_{\succcurlyeq}=\left(\mathbb{P}^{\star},\left[\left[\Sigma^{\vee} \uparrow{ }^{\nabla} p\right] \downarrow_{\subseteq}\right]\right.$ ). When the assumption part scans all behaviors, a process $p$ guarantees its overall set of runs.

## 5 Related work

The use of contracts has been advocated for a long time in computer science [2,5] and, more recently, has been successfully applied in object-oriented software engineering [4]. In objectoriented programming, a contract is characterized by a pair of assumption and guarantee. The assumption specifies hypothesis which has to be satisfied by the component in order to provide the guarantee.

In the context of software engineering, the notion of contract has been adapted for a wide variety of languages and formalisms, but the central notion of time needed for reactive system designs is not always taken into account.

As an example, some extensions of OCL with linear or branching-time temporal logics have been proposed in [8, 11], focusing on the expressivity of the proposed constraint language (the way constraints may talk about the internals of classes and objects), and considering a fixed "sequence of states". This is a serious limitation for concurrent system design, as this sequence becomes an interleaving of that of individual objects.

In the theory of interface automata [7], the notion of interface offers benefits similar to our notion of contracts and for the purpose of formal verification (checking interface compatibility). In that context, it is indeed irrelevant to separate the assumptions from guarantees. This becomes of importance in a more general-purpose software engineering context, because separation allows more flexibility in finding (contra-variant) compatibility relations between components.

In [1], a system of contracts with similar aims of genericity is proposed. By contrast to our domain-theoretical approach, the Speeds project considers an automata-based approach, which is indeed dual but makes notions such as the complementary of a contract more difficult to express from within the model. Also, the proposed approach chooses to leave the role of variables in contracts unspecified, thereby missing algebraic relations such as inclusion (as found in our model).

In [6], a notion of synchronous contracts has additionally been proposed for the programming language Lustre. In this approach, contracts are executable specifications timely paced by a clock (the clock of the component itself). This yields an approach which can hardly achieve compositionally as the clock of a composition of contracts needs to be the same as that of its constituting components or be explicitly related to them by sampling relations.

## 6 Discussion

We illustrate the distinctive features of our contract algebra by considering the specification of a four-stroke engine and its translation into observers in the synchronous language Signal.


The figure represents a state machine that denotes the successive operation modes of a 4-stroke engine : Intake, Combustion, Compression, and Exhaust. They are driven by the camshaft whose position is measured in angle degrees.

The angle of the camshaft defines a discrete timing reference, the clock cam, measured in degrees $C A M^{\circ}$, of initial value 0 . Transitions in the state machine are triggered by measures of the camshaft angle. The variables cam, Intake, Combustion, Compression, Exhaust model the behavior of the engine. We wish to define a contract to stipulate that intake always takes place in the first quarter on the camshaft revolution. To do this, we define the process filter of the assumption. It should be a measure of the environmental variable cam. Namely cam should be in the first quarter. Under these assumptions, the state machine should be guaranteed to be in the intake mode, hence the process filter for the guarantee.

$$
\mathbf{A}_{\text {Intake }}=\text { cam modulo } 360^{\circ}<90 \quad \mathbf{G}_{\text {Intake }}=\text { Intake }
$$

A beneficial features of our algebra is that the separation of environmental assumptions and system guarantees is facilitated by the unpaired possibility to naturally express the complementary of a process filter.

Had we used (interface) automata to model $\mathbf{A}_{\text {Intake }}$, it would have been (in general) much more challenging to define the engine not being in the intake mode just as it is
to define the complementary of an automaton. Here, it is simply defined by $\tilde{\mathbf{A}_{\text {Intake }}}=$ cam modulo $360^{\circ} \geq 90$.

Furthermore, the generic structure of processes in contracts finds a direct instance and compositional translation into the synchronous multi-clocked model of computation of Signal [9].
$A_{\text {intake }}=$ true when $($ cam modulo $360<90) \quad G_{\text {intake }}=$ true when intake default false
A subtlety of the Signal language is that the contract not only talks about the value, true or false, of the signals, but also about the status of the signal names, present or absent. Hence, the signal $A_{\text {intake }}$ is present and true iff cam is present and less than 90. Hence, in Signal, the complementary of the assumptions is simply defined by $\widehat{\mathbf{A}_{\text {Intake }}}=$ false when $A_{\text {intake }}$ default true to mean that it is true iff cam is absent or bigger than 90. Notice that the clock (or reference in time) of $\widetilde{\mathbf{A}_{\text {Intake }}}$ need not be explicitly related to or ordered with $\mathbf{A}_{\text {Intake }}$ or $\mathbf{G}_{\text {Intake }}$ : it implicitly and partially relates to the cam clock. Had we used a stricly synchronous model of computation, as in [6], it would have been more difficult to compositionally define the complementary of a proposition without altering the clock of the environment itself or explictly rating the clock of the asusmptions and guarantee to that of the environment (the camshatf).

Beside its Boolean structure,
 which allows for logical reasoning and normalization of contracts, our algebra supports the capability to compositionally refine contracts. For instance, consider a more precise model of the 4 -stroke engine found in [3], left.

To additionally require that, while in the intake mode, the engine should reach the EC state between 6 and 20 degrees, one will simply compose the intake contract with the additional filter.
$A_{E C}=$ true when $(5<$ cam modulo $360<21) \quad G_{\text {intake }}=$ true when $E C$ default false

## 7 Conclusion

Starting from the choice of an abstract characterization of behaviors as functions from variables to a domain of values (Booleans, integers, series, sets of tagged values, continuous functions), we introduced the notion of process-filters to formally characterize the logical device that filters behaviors from process much like the assumption and guarantee of a contract do. In our model, a process $p$ fulfils its requirements (or satisfies) (A,G) if either
it is rejected by $\mathbf{A}$ (it is then out of the scope of the contract $(\mathbf{A}, \mathbf{G})$ ), or it is accepted by G.

Our main result is that the structure of process-filters is a Boolean algebra. This rich structure allows for reasoning on contracts with great flexibility to abstract, refine and combine them. In addition to that, and unlike the related work, the negation of a contract can formally be expressed from within the model. Moreover, contracts are not limited to expressing safety properties, as is the case in most related frameworks, but encompass the expression of liveness properties. This is all again due to the central notion of process-filter.

In the aim of assessing the generality and scalability of our approach, we are presently designing a module system based on the paradigm of contract for a synchronous multiclocked formalism, Signal, and applying it to the specification of a component-based design process. The paradigm we are putting forward is to regard a contract as the behavioral type of a module or component and to use it for the elaboration of the functional architecture of a system together with a proof obligation that validates the correctness of assumptions and guarantees made while constructing that architecture.
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## A Proofs of Section 2

property 1. The two equivalent properties are satisfied:

$$
\begin{aligned}
& \mathbf{R} \subseteq \mathbf{S} \Longleftrightarrow((\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R}))\left.\wedge\left(\stackrel{\nabla}{\mathbf{R}}_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)\right) \text { (equation 22) } \\
& \mathbf{R} \subseteq \mathbf{S} \Longleftrightarrow \stackrel{\nabla}{\mathbf{R}} \in \mathbf{S} \text { (equation 23) }
\end{aligned}
$$

Proof. proof are immediate from equation 3 and equation 4
property 2. ( $\mathbb{P}, \preceq$ ) is a poset.
Proof. proof is immediate from equation 4 and property 2
property 3. The complement $\widetilde{p}$ of a strict process $p$ is reduced iff $p$ is reduced; $\widetilde{p}$ and $p$ control the same set of variables $\operatorname{var}(p)$.
Proof. is immediate considering the definitions of complement (definition 3), variable control (definition 6) and reduced process (definition 7 ).
property 4. The upper set of a strict process $p$ contains a unique process $p^{\mid \mathbf{Y}}$ defined on a given set of variables $\mathbf{Y} \supseteq \operatorname{var}(p)$; the process $p$ and its extension $p^{\mid \mathbf{Y}}$ control the same set of variables, that is the set of variables controled by the reduction of $p$.

$$
\begin{array}{r}
((q \in[\preceq \uparrow p]) \wedge(r \in[\preceq \uparrow p]) \wedge(\operatorname{var}(q)=\operatorname{var}(r))) \Longrightarrow(q=r) \text { equation } 12 \\
(\operatorname{var}(p) \subseteq \mathbf{Y}) \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}\right) \triangleright \operatorname{var}(\stackrel{\nabla}{p})\right) \text { equation } 13 \\
((\operatorname{var}(p) \cup \operatorname{var}(q)) \subseteq \mathbf{Y}) \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}=q^{\mid \mathbf{Y}}\right) \Longrightarrow(\stackrel{\nabla}{p}=\stackrel{\nabla}{q})\right) \text { equation } 14
\end{array}
$$

Proof. equation 12:

$$
\begin{aligned}
\left(\left(q \in\left[\preceq^{\natural} p\right]\right) \wedge\left(r \in\left[\preceq^{\preceq} \uparrow p\right]\right)\right) & \Longleftrightarrow((p \preceq q) \wedge(p \preceq r)) \quad(\text { equation } 9) \\
& \Longleftrightarrow\left(\left(p^{\mid \operatorname{var}(q)}=q\right) \wedge\left(p^{\mid \operatorname{var}(r)}=r\right)\right) \text { (definition 5) } \\
& \Longleftrightarrow((\operatorname{var}(q)=\operatorname{var}(r)) \Longrightarrow(q=r))
\end{aligned}
$$

## Proof. equation 13:

```
\((\forall x \in \operatorname{var}(\stackrel{\nabla}{p}))(p \triangleright x) ;\) let \(q=p^{\mid \mathbf{Y}}\)
    \((p \triangleright x) \quad \Longrightarrow \quad(x \in \operatorname{var}(p)),(x \in \operatorname{var}(p)) \Longrightarrow(x \in \mathbf{Y}) \quad\) (equation 10\()\)
        \(\Longrightarrow \quad\left(\exists a \in\left(p_{\mid(\mathbf{X} \backslash\{x\})}\right)\right) \quad\) (equation 10)
            \((\exists b \in p)\left(b_{\mid(\mathbf{X} \backslash\{x\})}=a\right)\)
            and \(\quad(\exists v \in \mathcal{D})(\forall b \in p)\left(\left(b_{\mid(\mathbf{X} \backslash\{x\})}=a\right) \Longrightarrow(b(x) \neq v)\right)\)
        \(\Longrightarrow \quad\left(\exists a \in\left(p_{\mid(\mathbf{X} \backslash\{x\})}\right)\right)\)
            \((\exists e \in q)\left(e_{\mid(\mathbf{X} \backslash\{x\})}=a\right)\)
            and \(\quad(\exists v \in \mathcal{D})(\forall e \in q)\left(\left(e_{\mid(\mathbf{X} \backslash\{x\})}=a\right) \Longrightarrow(e(x) \neq v)\right)\)
        \(\Longrightarrow \quad\left(\exists a \in\left(p_{\mid(\mathbf{X} \backslash\{x\})}\right)\right)\left(\exists d \in\left(q_{\mid(\mathbf{Y} \backslash\{x\})}\right)\right)\)
                            \((\exists e \in q)\left(e_{\mid(\mathbf{Y} \backslash\{x\})}=d\right) \wedge\left(d_{\mid(\mathbf{X} \backslash\{x\})}=\left(e_{\mid \mathbf{X} \backslash\{x\})}=a\right)\right)\)
            and \(\quad(\exists v \in \mathcal{D})(\forall e \in q)\left(\left(e_{\mid(\mathbf{Y} \backslash\{x\})}=d\right) \Longrightarrow(e(x) \neq v)\right)\)
        \(\Longrightarrow \quad\left(\exists d \in\left(q_{\mid(\mathbf{Y} \backslash\{x\})}\right)\right)\)
            \((\exists e \in p)\left(e_{\mid(\mathbf{Y} \backslash\{x\})}=d\right)\)
            and \(\quad(\exists v \in \mathcal{D})(\forall e \in p)\left(\left(e_{\mid(\mathbf{Y} \backslash\{x\})}=d\right) \Longrightarrow(e(x) \neq v)\right)\)
```

Proof. equation 14:
From $\left(p^{\mid \mathbf{Y}}=q^{\mid \mathbf{Y}}\right)$ and equation 13 we get that $p$ and $q$ control $\operatorname{var}(\stackrel{\nabla}{p})$ and $\operatorname{var}(\stackrel{\nabla}{q})$; thus $p$ and $q$ control $\operatorname{var}(\stackrel{\nabla}{p}) \cup \operatorname{var}(\stackrel{\nabla}{q})$; this implies that $\operatorname{var}(\stackrel{\nabla}{p})=\operatorname{var}(\stackrel{\nabla}{q})$ and then $\stackrel{\nabla}{p}=\stackrel{\nabla}{q}$

Proof. equation 16:
$\left[[\preceq \uparrow \stackrel{\nabla}{\mho}] \downarrow_{\subseteq}\right]=\left[\{\mho\} \downarrow_{\subseteq}\right]=\left\{p \in \mathbb{P}^{\star} / p \subseteq \emptyset\right\}=\{\mho\}_{\square}$

## Proof. equation 17:

$$
\begin{aligned}
{\left[\left[\underline{\left.\left.\varsigma_{\uparrow} \stackrel{\nabla}{\Omega}\right]_{\subseteq}\right]}\right.\right.} & =\left[\left(\left\{\mathbb{B}_{\mathbf{X}}\right\}_{\mathbf{X}} \subset_{2} \nu\right) \downarrow_{\subseteq}\right] \\
& =\left\{p \in \mathbb{P}^{\star} /\left(\exists \mathbf{X}, \emptyset \subsetneq \mathbf{X} \subset_{2} \mathcal{V}\right)\left(p \subseteq \mathbb{B}_{\mathbf{X}}\right)\right\} \\
& =\mathbb{P}^{\star} \square
\end{aligned}
$$

## B Proofs of Section 3

property 6. The variable set of a process $p$, that belongs to a process-filter generated by a reduced process $\stackrel{\nabla}{r}$, contains the variable set of this process $\stackrel{\nabla}{r}$. The generator of a processfilter is unique; we refer to it as $\stackrel{\nabla}{\mathbf{R}}$. Finally $\Omega$ generates the set of all processes (including
$\mho), \mho$ belongs to all filters. Formally $\left(\forall p, r, s \in \mathbb{P}^{\star}\right)$ :

$$
\begin{aligned}
(p \in \widehat{[r]}) & \Longleftrightarrow(\operatorname{var}(\stackrel{\nabla}{r}) \subseteq \operatorname{var}(p)) \text { (equation 18) } \\
\widehat{[r]}=\widehat{[s]} & \Longleftrightarrow \stackrel{\nabla}{r}=\stackrel{\nabla}{s}(\text { equation 19) } \\
\Omega \in \widehat{[r]} & \Longleftrightarrow \widehat{[r]}=\mathbb{P}^{\star}(\text { equation } 20)
\end{aligned}
$$

Proof. equation 18:
from definitions given by equation 9 and equation $15, p$ is included in some extension of ${ }_{r}^{\nabla} \square$

Proof. equation 19: ( $\Longleftarrow$ is obvious)

$$
\begin{aligned}
\widehat{[r]}=\widehat{[s]} & \Longrightarrow(\nabla) \widehat{[s]}) \wedge(\nabla s \in \widehat{[r]})(\text { equation } 9, \text { equation } 15) \\
& \Longrightarrow(\operatorname{var}(\nabla) \subseteq \operatorname{var}(\nabla)) \wedge(\operatorname{var}(\stackrel{\nabla}{r}) \subseteq \operatorname{var}(\nabla))(\text { equation 18) } \\
& \Longrightarrow(\stackrel{\nabla}{\square} \subseteq \stackrel{\nabla}{s}) \wedge\left(\stackrel{\nabla}{s} \subseteq \nabla_{r}\right)(\text { equation } 9, \text { equation 15) }
\end{aligned}
$$

Proof. equation 20: ( $\Longleftarrow$ is obvious)

$$
\Omega \in \widehat{[r]} \quad \Longrightarrow \quad(\operatorname{var}(\stackrel{\nabla}{r}) \subseteq \operatorname{var}(\Omega)=\emptyset) \text { (equation } 18 \text { ) }
$$

$$
\Longrightarrow \quad \stackrel{\nabla}{r}=\Omega
$$

theorem 1. A strict process-filter $p$ belongs to a process filter $\mathbf{R}$ iff

$$
\left(\forall \mathbf{X}, \mathbf{Y} \subset_{2} \mathcal{V}\right)(\operatorname{var}(\mathbf{R}) \subseteq \mathbf{X} \subseteq \mathbf{Y}),(p \in \mathbf{R}) \Longleftrightarrow\left\{\begin{array}{l}
(\operatorname{var}(\mathbf{R}) \subseteq \operatorname{var}(p)) \\
(\operatorname{var}(p) \subseteq \mathbf{Y}) \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}\right)_{\mid \mathbf{X}} \subseteq \nabla_{\mathbf{R}}^{\nabla^{\mathbf{X}}}\right)
\end{array}\right.
$$

Proof. $(\Longrightarrow)$
$(p \in \mathbf{R}) \quad \Longrightarrow \quad(\operatorname{var}(\mathbf{R}) \subseteq \operatorname{var}(p)) \quad$ (equation 21 and equation 18)
$(p \in \mathbf{R}) \quad \Longleftrightarrow \quad(\exists s \in \mathbf{R})\left((p \subseteq s) \wedge\left(s \in\left[\begin{array}{|c|}\checkmark \\ \mathbf{R}\end{array}\right]\right)\right) \quad$ (definition 8 and equation 15)
$(p \in \mathbf{R}) \Longleftrightarrow(\exists s \in \mathbf{R})\left((p \subseteq s) \wedge\left(s=\mathbf{R}^{\nabla^{\operatorname{var}(p)}}\right)\right) \quad$ (equation 9$)$
$(p \in \mathbf{R}) \quad \Longleftrightarrow \quad\left(p \subseteq \nabla^{\nabla \operatorname{Rar}(p)}\right)$
It results from corollary 1 (equation 7 and equation 8 ) that:
$(p \in \mathbf{R}) \quad \Longrightarrow \quad\left(((\operatorname{var}(p) \subseteq \mathbf{Y}) \wedge(\mathbf{X} \subseteq \mathbf{Y})) \quad \Longrightarrow\left(\left(p^{\mid \mathbf{Y}}\right)_{\mid \mathbf{X}} \subseteq\left(\left(\mathbf{R}^{\operatorname{R}^{\operatorname{var}(p)}}\right)^{\mid \mathbf{Y}}\right)_{\mid \mathbf{X}}\right)\right)$
$(p \in \mathbf{R}) \quad \Longrightarrow \quad\left(\left(p^{\mid \mathbf{Y}}\right)_{\mid \mathbf{X}} \subseteq\left(\stackrel{\mathbf{R}}{ }_{\mid \mathbf{Y}}\right)_{\mid \mathbf{X}}=\left(\stackrel{\nabla}{\mathbf{R}}^{\mid \mathbf{X}}\right)\right)$ (corollary 1-equation 5) $\square$

```
Proof. ( \(\Longleftarrow)\)
\(\left(\left(p^{\mid \mathbf{Y}}\right)_{\mathbf{X}} \subseteq \stackrel{\nabla}{\mathbf{R}}^{\mid \mathbf{X}}\right) \quad \Longrightarrow \quad\left(p_{\mid \operatorname{var}(\mathbf{R})} \subseteq \stackrel{\nabla}{\mathbf{R}}\right) \quad\) hyphothesis with \((\mathbf{Y}=\operatorname{var}(p), \mathbf{X}=\operatorname{var}(\mathbf{R}))\)
    \(\Longrightarrow \quad\left(p \subseteq \mathbb{R}^{\nabla \operatorname{var}(p)}\right) \quad\) (corollary 1)
    \(\Longrightarrow \quad p \in \mathbf{R} \square\)
```

corollary 1. The two equivalent properties are satisfied:

$$
\begin{array}{r}
\mathbf{R} \subseteq \mathbf{S} \Longleftrightarrow\left((\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge\left(\stackrel{\nabla}{\mathbf{R}}_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)\right) \text { (equation 22) } \\
\mathbf{R} \subseteq \mathbf{S} \Longleftrightarrow \stackrel{\nabla}{\mathbf{R}} \in \mathbf{S} \text { (equation 23) }
\end{array}
$$

Proof.
is an application of above theorem 1:
$\Longrightarrow$ since $\stackrel{\nabla}{\mathbf{R}} \in \mathbf{S} \Longleftrightarrow(\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge\left(\stackrel{\nabla}{\mathbf{R}}_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)($ theorem 1) and $\mathbf{R} \subseteq \mathbf{S} \Longrightarrow \stackrel{\nabla}{\mathbf{R}} \in \mathbf{S}(\stackrel{\nabla}{\mathbf{R}} \in \mathbf{R})$
we have $\mathbf{R} \subseteq \mathbf{S} \Longrightarrow(\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge\left(\stackrel{\nabla}{\mathbf{R}}_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)$
$\Longleftarrow \operatorname{since}(\forall p \in \mathbb{P})\left(p \in \mathbf{R} \Longleftrightarrow(\operatorname{var}(\mathbf{R}) \subseteq \operatorname{var}(p)) \wedge\left(p_{\mid \operatorname{var}(\mathbf{R})} \subseteq \stackrel{\nabla}{\mathbf{R}}\right)\right)($ (theorem 1)
and $(\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge\left(\stackrel{\nabla}{\mathbf{R}}_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)$ (hypothesis)
we get $(\forall p \in \mathbb{P})\left(p \in \mathbf{R} \Longrightarrow(\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(p)) \wedge\left(p_{\mid \operatorname{var}(\mathbf{S})} \subseteq \stackrel{\nabla}{\mathbf{S}}\right)\right)$ then $(\forall p \in \mathbb{P})(p \in \mathbf{R} \Longrightarrow p \in \mathbf{S})$
property 7. Strict process-filters $\mathbf{R}$ and $\mathbf{S}$ satisfy $(\mathbf{R} \subseteq \mathbf{S}) \Longleftrightarrow((\operatorname{var}(\mathbf{S}) \subseteq \operatorname{var}(\mathbf{R})) \wedge \mathbf{R}$ $\sqsubseteq \mathbf{S})$
Proof. direct application of corollary 1 and definition 9
property 8: $(\Phi, \sqsubseteq)$ is a poset.
Proof. the relation $\sqsubseteq$ is clearly reflexive and anti symetric; transitivity is easily shown using corollary 1 -equation 5
lemma 1. ( $\Phi, \sqsubseteq$ ) is a lattice with $\mathbb{P}^{\star}$ as supremum and $\{\mho\}$ as infimum; the infimum (or conjunction) $\mathbf{R} \sqcap \mathbf{S}$, the supremum (or disjunction) $\mathbf{R} \sqcup \mathbf{S}$ are defined by:
$\{\mho\} \sqcap \mathbf{R}=\mathbf{R} \sqcap\{\mho\}=\{\mho\}$

$$
\begin{aligned}
(\mathbf{R} \neq\{\mho\} \wedge \mathbf{S} \neq\{\mho\}) \Longrightarrow & \mathbf{R} \sqcap \mathbf{S}={ }_{\Delta}\left[[\boxed{\prec} \uparrow \stackrel{\nabla}{p}]_{\downarrow}\right](\text { equation } 28) \\
& \text { where } p=\left(\stackrel{\nabla}{\mathbf{R}} \quad \cap \stackrel{\nabla}{\mathbf{S}}^{\mid \mathbf{V}}\right), \mathbf{V}=\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S})
\end{aligned}
$$

$\{\mho\} \sqcup \mathbf{R}=\mathbf{R} \sqcup\{\mho\}=\mathbf{R}$

$$
\begin{aligned}
& \text { where } p=\left(\stackrel{\nabla}{\mathbf{R}} \mid \mathbf{V}_{\nabla^{\nabla} \mid \mathbf{S}}^{\mathbf{S}}\right), \mathbf{V}=\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S})
\end{aligned}
$$

Proof.
let $\mathbf{W}_{1}=(\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{T})), \mathbf{W}_{2}=(\operatorname{var}(\mathbf{S}) \cup \operatorname{var}(\mathbf{T})), \mathbf{W}=\left(\mathbf{W}_{1} \cup \mathbf{W}_{2}\right)$,

- $\mathbf{R} \sqcap \mathbf{S}$, as defined above, is the infimum of $\mathbf{R}$ and $\mathbf{S}$ (we ignore the obvious case where $(\mathbf{R}=\{\mho\} \vee \mathbf{S}=\{\mho\}))$

using theorem 1 we get
$((\mathbf{T} \sqsubseteq \mathbf{R}) \wedge(\mathbf{T} \sqsubseteq \mathbf{S})) \Longleftrightarrow\left(\left(\nabla_{\nabla}^{\nabla} \mid \mathbf{W} \quad \underset{\nabla \mid \mathbf{W}}{\nabla \mid \mathbf{W}}\right) \underset{\nabla \mid \mathbf{W}}{\wedge}\left(\mathbf{T}^{\nabla \mid \mathbf{W}} \subseteq \stackrel{\rightharpoonup}{\mathbf{R}}^{\mid \mathbf{W}}\right)\right)$
$((\mathbf{T} \sqsubseteq \mathbf{R}) \wedge(\mathbf{T} \sqsubseteq \mathbf{S})) \Longleftrightarrow\left(\stackrel{\nabla}{\mathbf{T}}^{\mid \mathbf{W}} \subseteq \stackrel{\nabla}{\mathbf{R}}^{\mathbf{W}} \cap \stackrel{\nabla}{\mathbf{S}}^{\mathbf{V}^{\mathbf{W}}}\right)$
thus $((\mathbf{T} \sqsubseteq \mathbf{R}) \wedge(\mathbf{T} \sqsubseteq \mathbf{S}))$ implies $(\mathbf{T} \sqsubseteq(\mathbf{R} \sqcap \mathbf{S}))$; taking $\mathbf{T}=(\mathbf{R} \sqcap \mathbf{S})$ we get $(((\mathbf{R}$ $\sqcap \mathbf{S}) \sqsubseteq \mathbf{R}) \wedge((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{S})) \square$
- $\mathbf{R} \sqcup \mathbf{S}$, as defined above, is the supremum of $\mathbf{R}$ and $\mathbf{S}$ (we ignore the obvious case where $(\mathbf{R}=\{\mho\} \vee \mathbf{S}=\{\mho\}))$
$((\mathbf{R} \sqsubseteq \mathbf{T}) \wedge(\mathbf{S} \sqsubseteq \mathbf{T})) \Longleftrightarrow\left(\left(\mathbf{R}^{\nabla \mid \mathbf{W}_{1}} \subseteq \stackrel{\nabla}{\mathbf{T}}^{\mid \mathbf{W}_{1}}\right) \wedge\left(\stackrel{\nabla}{ }^{\mid \mathbf{W}_{2}} \subseteq \stackrel{\nabla}{\mathbf{T}}^{\mid \mathbf{W}_{2}}\right)\right)$ using theorem 1 we get

$((\mathbf{R} \sqsubseteq \mathbf{T}) \wedge(\mathbf{S} \sqsubseteq \mathbf{T})) \Longleftrightarrow(\mathbf{R} \cup \mathbf{S} \subseteq \mathbf{T})$
thus $((\mathbf{R} \sqsubseteq \mathbf{T}) \wedge(\mathbf{S} \sqsubseteq \mathbf{T}))$ implies $((\mathbf{R} \sqcup \mathbf{S}) \sqsubseteq \mathbf{T})$; taking $\mathbf{T}=(\mathbf{R} \sqcup \mathbf{S})$ we get $((\mathbf{R}$ $\sqsubseteq(\mathbf{R} \sqcup \mathbf{S})) \wedge(\mathbf{S} \sqsubseteq(\mathbf{R} \sqcup \mathbf{S}))) \square$
lemma 2. The following properties hold: for $\mathbf{R}, \mathbf{S}, \mathbf{T}$ strict process-filters,

$$
\begin{aligned}
&((\mathbf{R} \cap \mathbf{S}) \subseteq \mathbf{T}) \Longleftrightarrow \\
& \text { and thus }((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S}))) \wedge((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{T})) \text { (equation 31) } \\
&((\mathbf{R} \cup \mathbf{S}) \subseteq \mathbf{T})\Longleftrightarrow(\mathbf{R} \cap \mathbf{S}) \subseteq(\mathbf{R} \sqcap \mathbf{S}))(\operatorname{take}(\mathbf{R} \sqcap \mathbf{S})=\mathbf{T}) \text { (equation 32) } \\
& \text { and thus }((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cap \operatorname{var}(\mathbf{S}))) \wedge((\mathbf{R} \sqcup \mathbf{S}) \sqsubseteq \mathbf{T})) \text { (equation 33) } \\
&((\mathbf{R} \cup \mathbf{S}) \subseteq(\mathbf{R} \sqcup \mathbf{S}))(\operatorname{take}(\mathbf{R} \sqcup \mathbf{S})=\mathbf{T}) \text { (equation 34) }
\end{aligned}
$$

Proof.
let $\mathbf{X}=\operatorname{var}(\mathbf{R}), \mathbf{Y}=\operatorname{var}(\mathbf{S}), \mathbf{Z}=\operatorname{var}(\mathbf{T}), \mathbf{V}=\mathbf{X} \cup \mathbf{Y} \cup \mathbf{Z}$
+equation 31

$$
\begin{aligned}
& ((\mathbf{R} \cap \mathbf{S}) \subseteq \mathbf{T}) \quad \Longleftrightarrow \quad(\forall p \in \mathbb{P})(p \in(\mathbf{R} \cap \mathbf{S}) \Longrightarrow(p \in \mathbf{T})) \\
& \text { let } \mathbf{W}=\operatorname{var}(p) \cup \mathbf{V} \\
& (p \in \mathbf{R}) \quad \Longleftrightarrow \quad\left((\mathbf{X} \subseteq \operatorname{var}(p)) \wedge\left(\left(p^{\mid \mathbf{W}}\right)_{\mid \mathbf{V}} \subseteq \stackrel{\nabla}{\mathbf{R}}^{\mid \mathbf{V}}\right)\right) \\
& \text { theorem } 1 \\
& (p \in \mathbf{S}) \quad \Longleftrightarrow \quad\left((\mathbf{Y} \subseteq \operatorname{var}(p)) \wedge\left(\left(p^{\mid \mathbf{W}}\right)_{\mid \mathbf{V}} \subseteq \stackrel{\nabla}{\mathbf{S}}_{\mid \mathbf{V}}^{\mid \mathbf{V}}\right)\right) \\
& (p \in \mathbf{T}) \quad \Longleftrightarrow \quad\left((\mathbf{Z} \subseteq \operatorname{var}(p)) \wedge\left(\left(p^{\mid \mathbf{W}}\right)_{\mid \mathbf{V}} \subseteq \stackrel{\nabla}{\mathbf{T}}^{\mathbf{V}}\right)\right) \\
& (p \in(\mathbf{R} \cap \mathbf{S})) \quad \Longleftrightarrow \quad\left(((\mathbf{X} \cup \mathbf{Y}) \subseteq \operatorname{var}(p)) \wedge\left(\left(p^{\mid \mathbf{W}}\right) \mid \mathbf{V} \subseteq\left(\mathbf{R}^{\nabla / \mathbf{V}} \cap \stackrel{\nabla}{\mathbf{S}}^{\mid \mathbf{V}}\right)\right)\right) \\
& ((\mathbf{R} \cap \mathbf{S}) \subseteq \mathbf{T}) \Longleftrightarrow\left((\operatorname{var}(\mathbf{T}) \subseteq \mathbf{V}=(\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S}))) \wedge\left(\left(\mathbf{R} \quad \cap \stackrel{\nabla}{\mathbf{S}}^{\nabla}\right) \subseteq \stackrel{\nabla}{\mathbf{T}} \mid \mathbf{V}_{\mathbf{T}}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { definition } 9 \quad \mathbf{R} \sqcap \mathbf{S} \sqsubseteq \mathbf{T} \Longleftrightarrow \stackrel{\nabla}{\nabla} S^{\mathbf{W}} \subseteq \stackrel{\nabla}{\mathbf{T}}^{\mid \mathbf{W}} \quad \text { where } \mathbf{W}=\operatorname{var}(R S) \cup \mathbf{Z} \\
& ((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{T}) \quad \Longleftrightarrow \quad \stackrel{\nabla}{ }^{\mid} S^{\mathbf{V}} \subseteq \stackrel{\nabla}{\mathbf{T}}^{\mid \mathbf{V}} \text { (we have } \operatorname{var}(\mathbf{R} \sqcap \mathbf{S}) \subseteq(\mathbf{X} \cup \mathbf{Y}) \text { and thus } \mathbf{W} \subseteq \mathbf{V} \\
& ((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{T}) \quad \Longleftrightarrow \quad\left(\mathbf{R}^{\nabla \mid \mathbf{X} \cup \mathbf{Y}} \cap \nabla_{\nabla} \mid \mathbf{X} \cup \mathbf{Y} \mathbf{S}^{\mid \mathbf{V}}\right) \quad \stackrel{\nabla \mid \mathbf{V}}{\mathbf{T}} \\
& ((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{T}) \quad \Longleftrightarrow \quad\left(\nabla_{\mathbf{R}} \mid \mathbf{V} \cap \stackrel{\nabla}{S}^{\mid \mathbf{V}}\right) \subseteq \nabla_{\mathbf{T}}{ }^{\mid \mathbf{V}} \quad \text { equation } 6 \text { and equation } 5 \\
& \text { finally } \\
& ((\mathbf{R} \cap \mathbf{S}) \subseteq \mathbf{T}) \quad \Longleftrightarrow \quad((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S}))) \wedge((\mathbf{R} \sqcap \mathbf{S}) \sqsubseteq \mathbf{T})) \\
& \begin{array}{l}
\begin{array}{c}
+ \text { equation } 33 \\
((\mathbf{R} \cup \mathbf{S}) \subseteq \mathbf{T})
\end{array} \Longleftrightarrow \quad(\forall p \in \mathbb{P})(p \in(\mathbf{R} \cup \mathbf{S}) \Longrightarrow(p \in \mathbf{T})), ~
\end{array} \\
& \text { with similar reasons, one get } \\
& ((\mathbf{R} \cup \mathbf{S}) \subseteq \mathbf{T}) \quad \Longleftrightarrow \quad\left((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cap \operatorname{var}(\mathbf{S}))) \wedge\left(\left(\mathbf{R}^{\nabla} \cup \mathbf{V}^{\nabla} \mid \mathbf{S}\right) \subseteq \stackrel{\nabla}{\mathbf{T}} \mid \mathbf{V}^{\mathbf{V}}\right)\right) \\
& ((\mathbf{R} \sqcup \mathbf{S}) \sqsubseteq \mathbf{T}) \quad \Longleftrightarrow \quad\left(\stackrel{\nabla}{\mathbf{R}}^{\mid \mathbf{V}} \cup \stackrel{\nabla}{\mathbf{S}}^{\mid \mathbf{V}}\right) \subseteq \stackrel{\nabla}{\mathbf{T}}^{\mid \mathbf{V}} \quad \text { equation } 6 \text { and equation } 5 \\
& \text { finally } \\
& ((\mathbf{R} \cup \mathbf{S}) \subseteq \mathbf{T}) \quad \Longleftrightarrow \quad((\operatorname{var}(\mathbf{T}) \subseteq(\operatorname{var}(\mathbf{R}) \cap \operatorname{var}(\mathbf{S}))) \wedge((\mathbf{R} \sqcup \mathbf{S}) \sqsubseteq \mathbf{T}))
\end{aligned}
$$

theorem 2: $(\Phi, \sqsubseteq)$ is a Boolean algebra with $\mathbb{P}^{\star}$ as $1,\{\mho\}$ as 0 and the complementary $\widetilde{\mathbf{R}}$. Proof.
because $(\Phi, \sqsubseteq)$ is a lattice, we know that:

- $\mathbf{R} \sqcup(\mathbf{S} \sqcup \mathbf{T})=(\mathbf{R} \sqcup \mathbf{S}) \sqcup \mathbf{T}$ (and its dual)
- $\mathbf{R} \sqcup \mathbf{S}=\mathbf{S} \sqcup \mathbf{R}$ (and its dual)
- $\mathbf{R} \sqcup(\mathbf{R} \sqcap \mathbf{S})=\mathbf{R}$ (and its dual)
thus we only have to prove:
- $\widetilde{\mathbf{R}} \sqcap \mathbf{R}=\{\mho\}$; this is a direct consequence of the definition:
either $\mathbf{R}=\{\mho\}$ and $\mathbf{R} \sqcap\{\mho\}=\{\mho\}$ (see $\sqcap$ equation 28)
or $\mathbf{R} \neq\{\mho\}$; in this case $\stackrel{\nabla}{\mathbf{R}} \cap \widetilde{\widetilde{\nabla}}$ is empty (see $\sqcap$ definition in lemma 1 ): $\left[[\check{\boxed{\sim}} \uparrow \stackrel{\nabla}{\delta}] \downarrow_{\subseteq}\right]=$ $\{\mho\}$
- $\widetilde{\mathbf{R}} \sqcup \mathbf{R}=\mathbb{P}^{\star}$; this is a direct consequence of the definition:
either $\mathbf{R}=\{\mho\}, \widetilde{\{\mho\}}=\mathbb{P}^{\star}($ see $\widetilde{\sim}$
or $\mathbf{R} \neq\{\mho\}$; in this case $\stackrel{\nabla}{\mathbf{R}} \cup \stackrel{\widetilde{\nabla}}{\mathbf{R}}$ is $\mathbb{B}_{\operatorname{var}(\mathbf{R})}$ which reduction is $\Omega$ : $\left[\left[{ }^{\prec} \uparrow \stackrel{\nabla}{\Omega}\right] \downarrow \subseteq\right]=\mathbb{P}^{\star}$
- $\mathbf{R} \sqcup(\mathbf{S} \sqcap \mathbf{T})=(\mathbf{R} \sqcup \mathbf{S}) \sqcap(\mathbf{R} \sqcup \mathbf{T})$ (or its dual)

If $\mathbf{R}=\{\mho\}$ we have $\mathbf{R} \sqcup(\mathbf{S} \sqcap \mathbf{T})=(\mathbf{S} \sqcap \mathbf{T}),(\mathbf{R} \sqcup \mathbf{S})=\mathbf{S},(\mathbf{R} \sqcup \mathbf{T})=\mathbf{T}$
If $\mathbf{S}=\{\mho\}$ (or commutatively $\mathbf{T}=\{\mho\}$ ) we have $(\mathbf{S} \sqcap \mathbf{T})=\{\mho\}$, then $\mathbf{R} \sqcup(\mathbf{S} \sqcap \mathbf{T})$
$=\mathbf{R}$; on the other hand we get $(\mathbf{R} \sqcup \mathbf{S}) \sqcap(\mathbf{R} \sqcup \mathbf{T})=\mathbf{R} \sqcap(\mathbf{R} \sqcup \mathbf{T}) ;(\Phi$, $\sqsubseteq)$ being a
lattice, $\mathbf{R} \sqcap(\mathbf{R} \sqcup \mathbf{T})=\mathbf{R}$
If none of $\mathbf{R}, \mathbf{S}, \mathbf{T}$ is equal to $\{\mho\}$, from definitions and theorem 1 it comes that $\mathbf{R} \sqcup(\mathbf{S} \sqcap \mathbf{T})=(\mathbf{R} \sqcup \mathbf{S}) \sqcap(\mathbf{R} \sqcup \mathbf{T})$ iff
$\left(\mathbf{R}^{\nabla \mid \mathbf{V}}\right) \cup\left(\left(\mathbf{S}^{\nabla / \mathbf{V}}\right) \cap\left(\stackrel{\nabla}{\mathbf{T}}^{\nabla}\right)\right)=\left(\left(\mathbf{R}^{\nabla \mid \mathbf{V}}\right) \cup\left(\mathbf{S}^{\nabla \mid \mathbf{V}}\right)\right) \cap\left(\left(\mathbf{R}^{\nabla \mid \mathbf{V}}\right) \cup\left({\left.\left(\mathbf{T}^{\mid \mathbf{V}}\right)\right)}^{\mathbf{R}}\right)\right.$
$($ where $\mathbf{V}=\operatorname{var}(\mathbf{R}) \cup \operatorname{var}(\mathbf{S}) \cup \operatorname{var}(\mathbf{T}))$; व

## C Proofs of Section 4

corollary 4. $p \vDash \mathbf{C} \Longleftrightarrow \widehat{[p]} \sqsubseteq(\widetilde{A} \sqcup \mathbf{G})$
Proof. Boolean algebra property:
$((\widehat{[p]} \sqcap \mathbf{A}) \sqsubseteq \mathbf{G}) \Longleftrightarrow(((\widehat{[p]} \sqcap \mathbf{A}) \sqcap \widetilde{\mathbf{G}})=\{\mho\}) \Longleftrightarrow(\widehat{[p]} \sqsubseteq(\tilde{A} \sqcup \mathbf{G})) \square$
lemma 3. This relation satisfies the following property:

$$
\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \leadsto\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right) \Longleftrightarrow\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqsubseteq\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)
$$

Proof.
We have (corollary 4) $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \sim\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$

$$
\left.\Longleftrightarrow(\forall p \in \mathbb{P})\left(\widehat{[p]} \sqsubseteq\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right)\right) \Longrightarrow\left(\widehat{[p]} \sqsubseteq\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)
$$

$\Longrightarrow$ take $p$ equal to the generator of $\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right)$

$$
\left.\Longleftarrow(\forall p \in \mathbb{P})\left(\widehat{[p]} \sqsubseteq\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right)\right) \Longrightarrow\left(\widehat{[p]} \sqsubseteq\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqsubseteq\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)
$$

- 

corollary 5. Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ are filtering equivalent if and only if $\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right)=\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)$.
Proof. from corollary 4 口
lemma 4. The following property holds: $\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right) \preccurlyeq\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ iff the three following properties are satisfied (a) $\mathbf{A}_{2} \sqsubseteq \mathbf{A}_{1}(\mathrm{~b})\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{G}_{2}$ and $(\mathrm{c}) \mathbf{G}_{1} \sqsubseteq \mathbf{A}_{1} \sqcup \mathbf{G}_{2}$
Proof.
Item (i) in definition 16 is equivalent to $\left(\mathbf{A}_{2} \sqsubseteq\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{2}\right)\right) \wedge\left(\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{G}_{2}\right)$ (lemma 3 and boolean algebra properties); then (i) and (a) is equivalent to (a) and (b).
property 10. ( $\mathbb{C}, \preccurlyeq$ ) is a poset.
Proof. $\preccurlyeq$ is clearly reflexive; let us prove transitivity and antisymetry;

- Transitivity:
(a) $\left(\mathbf{A}_{3} \sqsubseteq \mathbf{A}_{1}\right)$ : from (a) in lemma 4 we get $\mathbf{A}_{3} \sqsubseteq \mathbf{A}_{2} \sqsubseteq \mathbf{A}_{1}$
(b) $\left(\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{G}_{3}\right)$ :
$\left(\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{G}_{2}\right) \quad \Longrightarrow \quad\left(\left(\mathbf{A}_{3} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqsubseteq\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{2}\right)\right)$ (boolean lattice)
$\Longrightarrow \quad\left(\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right) \sqsubseteq\left(\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{2}\right) \sqsubseteq \mathbf{G}_{3}\right)\right)$
$\left(\mathbf{A}_{3} \sqsubseteq \mathbf{A}_{2}\right.$ and (b) in lemma 4)
(c) $\left(\mathbf{G}_{1} \sqsubseteq \mathbf{A}_{1} \sqcup \mathbf{G}_{3}\right)$ :
$\mathbf{G}_{1} \sqsubseteq\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{2}\right) \sqsubseteq\left(\mathbf{A}_{1} \sqcup\left(\mathbf{A}_{2} \sqcup \mathbf{G}_{3}\right)\right)=\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{3}\right)$
- Antisymetry: from (a) in lemma 4 we get $\mathbf{A}_{1}=\mathbf{A}_{2}$; applying this equality and rules of boolean algebra to (b) and (c) in lemma 4 we get

$$
\begin{aligned}
\left(\left(\mathbf{G}_{1} \sqsubseteq\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{2}\right)\right) \wedge\left(\mathbf{G}_{2} \sqsubseteq\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{1}\right)\right)\right) & \Longrightarrow\left(\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{1}\right)=\left(\mathbf{A}_{1} \sqcup \mathbf{G}_{2}\right)\right) \\
\left(\left(\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right) \sqsubseteq \mathbf{G}_{1}\right) \wedge\left(\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{G}_{2}\right)\right) & \Longrightarrow \\
& \Longrightarrow\left(\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)=\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right)\right) \\
& \Longrightarrow\left(\mathbf{G}_{1}=\mathbf{G}_{2}\right)
\end{aligned}
$$

and then $\mathbf{C}_{1}=\mathbf{C}_{2}$
$\square$

Lemma 7. A contract $\mathbf{D}=(\mathbf{B}, \mathbf{H})$ is a lower bound of two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ iff it satisfies the following property:

$$
\begin{array}{r}
\mathbf{B}=\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \sqcup \mathbf{B} \\
\mathbf{H}=\mathbf{H} \sqcap\left(( \mathbf { A } _ { 1 } \sqcap \widetilde { \mathbf { A } _ { 2 } } \sqcap \mathbf { G } _ { 1 } ) \sqcup \left(\widetilde{\left.\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)}\right.\right. \\
\left.\sqcup\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right) \tag{44}
\end{array}
$$

```
Proof. \(\left(\mathbf{D} \preccurlyeq \mathbf{C}_{1}\right) \wedge\left(\mathbf{D} \preccurlyeq \mathbf{C}_{2}\right) \Longleftrightarrow\) (lemma 4)
    \(\mathbf{A}_{1} \sqsubseteq \mathbf{B} \quad \wedge \quad \mathbf{A}_{2} \sqsubseteq \mathbf{B}\)
    \(\left(\left(\mathbf{H} \sqcap \mathbf{A}_{1}\right) \sqsubseteq \mathbf{G}_{1}\right) \quad \wedge \quad\left(\left(\mathbf{H} \sqcap \mathbf{A}_{2}\right) \sqsubseteq \mathbf{G}_{2}\right)\)
    \(\mathbf{H} \sqsubseteq\left(\mathbf{B} \sqcup \mathbf{G}_{1}\right) \quad \wedge \quad \mathbf{H} \sqsubseteq\left(\mathbf{B} \sqcup \mathbf{G}_{2}\right)\)
            \(\Longleftrightarrow \quad\) (lattice properties and boolean algebra rules)
\(\mathbf{B}=\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \sqcup \mathbf{B}\)
\(\mathbf{H}=\mathbf{H} \sqcap\left(\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right)\)
```

    \(\Longleftrightarrow\) (using first relation in last one)
    $\mathbf{B}=\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \sqcup \mathbf{B}$
$\mathbf{H}=\mathbf{H} \sqcap\left(\left(\left(\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \sqcup \mathbf{B}\right) \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right)$
finally boolean algebra rules gives:
$\mathbf{H}=\mathbf{H} \sqcap\left(\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right.$
. $\left.\quad \sqcup\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)$
$\square$

Lemma 8. A contract $\mathbf{D}=(\mathbf{B}, \mathbf{H})$ is an upper bound of two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ iff it satisfies the following property:

$$
\begin{array}{r}
\mathbf{B}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{B} \\
\mathbf{H}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right) \sqcap \mathbf{B}\right) \sqcup \mathbf{H} \tag{46}
\end{array}
$$

```
Proof. \(\quad\left(\mathbf{C}_{1} \preccurlyeq \mathbf{D}\right) \wedge\left(\mathbf{C}_{2} \preccurlyeq \mathbf{D}\right) \Longleftrightarrow\) (lemma 4)
    \(\mathbf{B} \sqsubseteq \mathbf{A}_{1} \quad \wedge \quad \mathbf{B} \sqsubseteq \mathbf{A}_{2}\)
    \(\left(\mathbf{B} \sqcap \mathbf{G}_{1}\right) \sqsubseteq \mathbf{H} \quad \wedge \quad\left(\mathbf{B} \sqcap \mathbf{G}_{2}\right) \sqsubseteq \mathbf{H}\)
    \(\mathbf{G}_{1} \sqsubseteq \mathbf{A}_{1} \sqcup \mathbf{H} \quad \wedge \quad \mathbf{G}_{2} \sqsubseteq \mathbf{A}_{2} \sqcup \mathbf{H}\)
        \(\Longleftrightarrow \quad\) (lattice properties and boolean algebra rules)
\(\mathbf{B}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{B}\)
\(\mathbf{H}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{B} \sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right)\right) \sqcup \mathbf{H}\)
    \(\Longleftrightarrow\) (using first relation in second one)
\(\mathbf{B}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{B}\)
\(\mathbf{H}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{B} \sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right)\right) \sqcup \mathbf{H}\)
\(\square\)
```

lemma 5.[Greatest lower bound of contracts]
Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ have a greatest lower bound $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ defined by:

$$
\begin{array}{r}
\mathbf{A}=\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \text { (equation 39) } \\
\mathbf{G}=\left(\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right) \text { (equation 40) }
\end{array}
$$

Proof.

- $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ is a lower bound:
$\mathbf{C}$ is a lower bound iff (lemma 7)
$\mathbf{A}=\mathbf{A} \sqcup \mathbf{A}_{1} \sqcup \mathbf{A}_{2}$ (clearly satisfied by equation 39)
$\mathbf{G}=\mathbf{G} \sqcap\left(\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right.$
$\left.\sqcup\left(\mathbf{A} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)$
As $\mathbf{G}=\left(\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right)$ (equation 40) we get by substitution: $\mathbf{C}$ is a lower bound iff
$\mathbf{G}=\mathbf{G} \sqcap\left(\mathbf{G} \sqcup\left(\mathbf{A} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)$
- 
- if $\mathbf{D}=(\mathbf{B}, \mathbf{H})$ is a lower bound of $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ then $\mathbf{D}$ refines $\mathbf{C}$ :
$\mathbf{D}$ is a lower bound of $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ iff (lemma 7)
$\mathbf{B}=\mathbf{A}_{1} \sqcup \mathbf{A}_{2} \sqcup \mathbf{B}$
$\mathbf{H}=\mathbf{H} \sqcap\left(\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right.$
$\left.\sqcup\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)$
$\mathbf{D}$ is a lower bound of $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ iff (substitute $\mathbf{A}$ to its value in right hand side of first relation and $\mathbf{G}$ to its value in right hand side of second one)
$\mathbf{B}=\mathbf{A} \sqcup \mathbf{B}$
$\mathbf{H}=\mathbf{H} \sqcap\left(\mathbf{G} \sqcup\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)$
$\mathbf{D}$ refines $\mathbf{C}$ iff (lemma 4)
(a) $\mathbf{A} \sqsubseteq \mathbf{B}$ (this property is satisfied)
(b) $(\mathbf{A} \sqcap \mathbf{H}) \sqsubseteq \mathbf{G}$. We have

$$
\begin{aligned}
(\mathbf{A} \sqcap \mathbf{H})= & \mathbf{A} \sqcap\left(\mathbf{G} \sqcup\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right) \\
& (\text { since } \mathbf{A} \sqsubseteq \mathbf{B}) \\
(\mathbf{A} \sqcap \mathbf{H})= & \mathbf{A} \sqcap\left(\mathbf{G} \sqcup\left(\mathbf{A} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right) \\
& \left(\text { since }\left(\mathbf{A} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right) \sqsubseteq \mathbf{G}\right) \\
(\mathbf{A} \sqcap \mathbf{H})= & \mathbf{A} \sqcap \mathbf{G} \sqsubseteq \mathbf{G}
\end{aligned}
$$

(c) $\mathbf{H} \sqsubseteq \mathbf{B} \sqcup \mathbf{G}$. We have
$\mathbf{H} \sqsubseteq\left(\mathbf{G} \sqcup\left(\mathbf{B} \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \mathbf{G}_{1}\right) \sqcap\left(\widetilde{\mathbf{A}_{2}} \sqcup \mathbf{G}_{2}\right)\right)\right)$
$\square$
lemma 6.[Least upper bound of contracts]
Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ have a least upper bound $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ defined by:

$$
\begin{array}{r}
\mathbf{A}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \text { (equation 41) } \\
\mathbf{G}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \text { (equation 42) }
\end{array}
$$

Proof.

- $\mathbf{C}=(\mathbf{A}, \mathbf{G})$ is an upper bound:
$\mathbf{C}$ is an upper bound iff (lemma 8)
$\mathbf{A}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{A}$, clearly satisfied
$\mathbf{G}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right) \sqcap \mathbf{A}\right) \sqcup \mathbf{G}$
We have $\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right) \sqcap \mathbf{A}\right) \sqsubseteq \mathbf{G} \square$
- if $\mathbf{D}=(\mathbf{B}, \mathbf{H})$ is an upper bound of $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ then $\mathbf{C}$ refines $\mathbf{D}$
$\mathbf{D}$ is an upper bound of $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ iff (lemma 8)

$$
\begin{aligned}
& \mathbf{B}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \mathbf{B} \\
& \mathbf{H}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right) \sqcap \mathbf{B}\right) \sqcup \mathbf{H}
\end{aligned}
$$

$\mathbf{C}$ refines $\mathbf{D}$ iff lemma 4
(a) $\mathbf{B} \sqsubseteq \mathbf{A}$ (this property is satisfied)
(b) $(\mathbf{B} \sqcap \mathbf{G}) \sqsubseteq \mathbf{H}$. We have
$\mathbf{H}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup(\mathbf{G} \sqcap \mathbf{B}) \sqcup \mathbf{H}$
(c) $\mathbf{G} \sqsubseteq \mathbf{A} \sqcup \mathbf{H}$. We have
$\mathbf{A} \sqcup \mathbf{H}=\mathbf{A} \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup \mathbf{H}$ and $\mathbf{G} \sqsubseteq \mathbf{A} \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right)$
$\square$
property 11. $(\mathbb{C}, \preccurlyeq)$ is a distributive lattice of suprenum $(\{\mho\},\{\mho\})$ and infinum $\left(\mathbb{P}^{\star},\{\mho\}\right)$. Proof.

- $(\{\mho\},\{\mho\})$ is the supremum: for all contract $(\mathbf{A}, \mathbf{G})((\mathbf{A}, \mathbf{G}) \sqsubseteq(\{\mho\},\{\mho\}))$; trivially checked from lemma 4
- $\left(\mathbb{P}^{\star},\{\mho\}\right)$ is the infimum: for all contract $(\mathbf{A}, \mathbf{G})\left(\left(\mathbb{P}^{\star},\{\mho\}\right) \sqsubseteq(\mathbf{A}, \mathbf{G})\right)$ trivially checked from lemma 4
- Distributivity: $\left(\mathbf{C}_{1} \Uparrow\left(\mathbf{C}_{2} \Downarrow \mathbf{C}_{3}\right)\right)=\left(\left(\mathbf{C}_{1} \Uparrow \mathbf{C}_{2}\right) \Downarrow\left(\mathbf{C}_{1} \Uparrow \mathbf{C}_{3}\right)\right)$; let $\mathbf{C}_{23}=\left(\mathbf{A}_{23}, \mathbf{G}_{23}\right)=\left(\mathbf{C}_{2} \Downarrow \mathbf{C}_{3}\right)$, where (lemma 5)
. $\quad \mathbf{A}_{23}=\mathbf{A}_{2} \sqcup \mathbf{A}_{3}$
. $\mathbf{G}_{23}=\left(\left(\mathbf{A}_{2} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{3}\right) \sqcup\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right)$
$\mathbf{C}_{12}=\left(\mathbf{A}_{12}, \mathbf{G}_{12}\right)=\left(\mathbf{C}_{1} \Uparrow \mathbf{C}_{2}\right)$, where (lemma 6)
. $\quad \mathbf{A}_{12}=\mathbf{A}_{1} \sqcap \mathbf{A}_{2}$
. $\quad \mathbf{G}_{12}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right)$
$\mathbf{C}_{13}=\left(\mathbf{A}_{13}, \mathbf{G}_{13}\right)=\left(\mathbf{C}_{1} \Uparrow \mathbf{C}_{3}\right)$, where (lemma 6)
. $\quad \mathbf{A}_{13}=\mathbf{A}_{1} \sqcap \mathbf{A}_{3}$
. $\mathbf{G}_{13}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{3}\right) \sqcup\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{3}\right)$
$\mathbf{C}_{1(23)}=\left(\mathbf{A}_{1(23)}, \mathbf{G}_{1(23)}\right)=\left(\mathbf{C}_{1} \Uparrow \mathbf{C}_{23}\right)$ and
$\mathbf{C}_{(12)(13)}=\left(\mathbf{A}_{(12)(13)}, \mathbf{G}_{(12)(13)}\right)=\left(\mathbf{C}_{12} \Downarrow \mathbf{C}_{13}\right)$
$-\mathbf{A}_{1(23)}=\mathbf{A}_{(12)(13)}$
from equation 39, equation 41 and theorem 2 one get
$\mathbf{A}_{1(23)}=\mathbf{A}_{1} \sqcap\left(\mathbf{A}_{2} \sqcup \mathbf{A}_{3}\right)=\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{3}\right)=\mathbf{A}_{(12)(13)}$
$-\mathbf{G}_{1(23)}=\mathbf{G}_{(12)(13)}$
$\mathbf{G}_{1(23)}$ is defined by lemma 6:
$\mathbf{G}_{1(23)}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{23}} \sqcap \mathbf{G}_{23}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{23}\right) \sqcup\left(\mathbf{A}_{23} \sqcap \mathbf{G}_{1}\right)$
Variable substitution:
$\mathbf{G}_{1(23)}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)$
. $\quad \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \widetilde{\mathbf{A}_{3}}\right.$
. $\left.\quad \sqcap\left(\left(\mathbf{A}_{2} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{3}\right) \sqcup\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right)\right)$
. $\quad \sqcup\left(\mathbf{A}_{1}\right.$
. $\left.\quad \sqcap\left(\left(\mathbf{A}_{2} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{3}\right) \sqcup\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right)\right)$

$$
\begin{gathered}
\sqcup\left(\left(\mathbf{A}_{2} \sqcup \mathbf{A}_{3}\right)\right. \\
\left.\sqcap \mathbf{G}_{1}\right)
\end{gathered}
$$

Distributivity
$\mathbf{G}_{1(23)}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)$

$$
. \quad \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)
$$

$$
. \quad \sqcup\left(\mathbf{A}_{1} \sqcap \underset{\sim}{\mathbf{A}_{2}} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2}\right)
$$

$$
. \quad \sqcup\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{3}\right)
$$

$$
\text { . } \quad \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)
$$

$$
\text { . } \quad \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right)
$$

Factorization by $\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right),\left(\widetilde{\mathbf{A}_{1}} \sqcap \widetilde{\mathbf{G}_{1}}\right),\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{G}_{1}}\right),\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)$,
$\mathbf{G}_{1(23)}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)$
$\sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \widetilde{\mathbf{G}_{1}} \sqcap \mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)$
$\sqcup\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{G}_{1}}\right.$
$\sqcap\left(\left(\mathbf{A}_{2} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2}\right)\right.$
$\sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{3}\right)$
$\left.\left.\sqcup\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right)\right)$
$\sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right.$
$\sqcap\left(\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right.$
$\sqcup \mathbf{A}_{2}$
$\sqcup \mathbf{A}_{3}$ ))
$\mathbf{G}_{(12)(13)}$ is defined by lemma 5:
$\mathbf{G}_{(12)(13)}=\left(\mathbf{A}_{12} \sqcap \widetilde{\mathbf{A}_{13}} \sqcap \mathbf{G}_{12}\right) \sqcup\left(\widetilde{\mathbf{A}_{12}} \sqcap \mathbf{A}_{13} \sqcap \mathbf{G}_{13}\right) \sqcup\left(\mathbf{G}_{12} \sqcap \mathbf{G}_{13}\right)$
Variable substitution:
$\mathbf{G}_{(12)(13)}=\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}}_{2}\right.$
.$\quad \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \widetilde{\mathbf{A}_{3}}\right)$
. $\quad \sqcap\left(\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)\right.$
. $\quad \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right)$
$\sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right)$
$\left.\left.\sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right)\right)\right)$
$\sqcup\left(\left(\widetilde{\mathbf{A}_{1}} \sqcup \widetilde{\mathbf{A}_{2}}\right)\right.$
$\sqcap \mathbf{A}_{1} \sqcap \mathbf{A}_{3}$
$\sqcap\left(\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)\right.$
$\sqcup\left(\widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{3}\right)$
$\sqcup\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right)$
$\left.\left.\sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{3}\right)\right)\right)$
. $\quad \sqcup\left(\left(\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)\right.\right.$
. $\quad \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right)$
. $\sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right)$
$\left.\sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right)\right)$

$$
\begin{aligned}
& \sqcap\left(\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)\right. \\
& \quad \sqcup\left(\widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{3}\right) \\
& \quad \sqcup\left(\mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right) \\
& \left.\left.\quad \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{3}\right)\right)\right)
\end{aligned}
$$

Distributivity
$\mathbf{G}_{(12)(13)}=\left(\mathbf{A}_{1} \sqcap \mathbf{A}_{2} \sqcap \widetilde{\mathbf{A}_{3}}\right.$ $\left.\sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{2}\right)\right)$
$\sqcup\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3}\right.$
$\left.\sqcap\left(\mathbf{G}_{1} \sqcup \mathbf{G}_{3}\right)\right)$
$\sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)$
$\sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{3}\right)$
$\sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right)$
$\sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2} \sqcap \mathbf{A}_{1} \sqcap \mathbf{G}_{3}\right)$
$\sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{3}\right)$
. $\quad \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right)$
. $\quad \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1} \sqcap \mathbf{A}_{1} \sqcap \mathbf{G}_{3}\right)$
. $\sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{3}\right)$
. $\quad \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{1}\right)$
. $\quad \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2} \sqcap\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{3}\right)\right)$
Factorization by $\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right),\left(\widetilde{\mathbf{A}_{1}} \sqcap \widetilde{\mathbf{G}_{1}}\right),\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{G}_{1}}\right),\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)$,
$\mathbf{G}_{(12)(13)}=\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right)$
$\sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \widetilde{\mathbf{G}_{1}} \sqcap \mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)$
$\sqcup\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{G}_{1}}\right.$
$\sqcap\left(\left(\underset{\mathbf{A}_{2}}{\left.\widetilde{\mathbf{A}_{2}} \sqcap \widetilde{\mathbf{A}_{3}} \sqcap \mathbf{G}_{2}\right)}\right.\right.$
$\sqcup \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{A}_{3} \sqcap \mathbf{G}_{3}$
$\left.\left.\sqcup\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right)\right)$

- $\quad \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right.$
. $\quad \sqcap\left(\left(\mathbf{G}_{2} \sqcap \mathbf{G}_{3}\right)\right.$
- $\quad \sqcup \mathbf{A}_{2}$
. $\left.\quad \sqcup \mathbf{A}_{3}\right)$ )
$\square$
property 12. A contract $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ has a complementary $\widetilde{\mathbf{C}_{1}}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ iff $\mathbf{A}_{1}=\widetilde{\mathbf{G}_{1}}$; this complementary is then $\widetilde{\mathbf{C}_{1}}=\left(\mathbf{G}_{1}, \widetilde{\mathbf{G}_{1}}\right)$
Proof.
Two contracts $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ are complementary iff their greatest lower bound is the contract $\left(\mathbb{P}^{\star},\{\mho\}\right)$, and their least upper bound is the contract $(\{\mho\},\{\mho\})$.

Thus $\mathbf{C}_{1}=\left(\mathbf{A}_{1}, \mathbf{G}_{1}\right)$ and $\mathbf{C}_{2}=\left(\mathbf{A}_{2}, \mathbf{G}_{2}\right)$ are complementary iff they satisfy the following properties:
$1 \mathbf{A}_{1} \sqcup \mathbf{A}_{2}=\mathbb{P}^{\star}$
$2\left(\left(\mathbf{A}_{1} \sqcap \widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{A}_{2} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)\right)=\{\mho\}$
$3 \mathbf{A}_{1} \sqcap \mathbf{A}_{2}=\{\mho\}$
$4\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\widetilde{\mathbf{A}_{2}} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right) \sqcup\left(\mathbf{A}_{2} \sqcap \mathbf{G}_{1}\right)=\mathbb{P}^{\star}$
these properties are satisfied iff
$13 \mathbf{A}_{2}=\widetilde{\mathbf{A}_{1}}$ (equations 1 and 3)
$2-1\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)=\{\mho\}$
2-2 $\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{2}\right)=\{\mho\}$
$2-3\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)=\{\mho\}$
$4\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{1}\right) \sqcup\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{2}\right)=\mathbb{P}^{\star}$
these properties are satisfied iff
$13 \mathbf{A}_{2}=\widetilde{\mathbf{A}_{1}}$ (equations 1 and 3 )
$2-1\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)=\{\mho\}$
2-2 $\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{2}\right)=\{\mho\}$
2-3 $\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)=\{\mho\}$
$4\left(\mathbf{A}_{1} \sqcup \widetilde{\mathbf{G}_{1}}\right) \sqcap\left(\widetilde{\mathbf{A}_{1}} \sqcup \widetilde{\mathbf{G}_{2}}\right)=\{\mho\}$
these properties are satisfied iff
$13 \mathbf{A}_{2}=\widetilde{\mathbf{A}_{1}}$ (equations 1 and 3)
2-1 $\left(\mathbf{A}_{1} \sqcap \mathbf{G}_{1}\right)=\{\mho\}$
$2-2\left(\widetilde{\mathbf{A}_{1}} \sqcap \mathbf{G}_{2}\right)=\{\mho\}$
2-3 $\left(\mathbf{G}_{1} \sqcap \mathbf{G}_{2}\right)=\{\mho\}$
$4-2 \quad \mathbf{A}_{1} \sqcap \widetilde{\mathbf{G}_{2}}=\{\mho\}$
$4-3 \widetilde{\mathbf{A}_{1}} \sqcap \widetilde{\mathbf{G}_{1}}=\{\mho\}$
$4-4 \widetilde{\mathbf{G}_{1}} \sqcap \widetilde{\mathbf{G}_{2}}=\{\mho\}$
these properties are satisfied iff

- $\mathbf{A}_{2}=\widetilde{\mathbf{A}_{1}}$ (equations 1 and 3 )
- $\mathbf{G}_{1}=\widetilde{\mathbf{A}_{1}}$ (equations 2-1 and 4-3)
- $\mathbf{G}_{2}=\mathbf{A}_{1}$ (equations 2-2 and 4-2)
$\square$
property 13. A contract $\mathbf{C}$ refines the elimination of a variable in $\mathbf{C}$ : $\mathbf{C} \preccurlyeq \mathbf{C}_{\backslash x}$ Proof.
let $\mathbf{C}=(\mathbf{A}, \mathbf{G})$; from lemma 4 and definition $17, \mathbf{C} \preccurlyeq \mathbf{C}_{\backslash x}$ iff the following properties are satisfied
(a) $\mathbf{A}_{\mid \forall x} \sqsubseteq \mathbf{A}$
(b) $\left(\mathbf{A}_{\mid \forall x} \sqcap \mathbf{G}\right) \sqsubseteq \mathbf{G}_{\exists x}$
(c) $\mathbf{G} \sqsubseteq \mathbf{A} \sqcup \mathbf{G}_{\mid \exists x}$

These properties satisfaction is a trivial consequence of property 9 and theorem 2 口
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