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Abstract—Large scale production grids are a major case to complex scientific applications with high job throughjast
for autonomic computing. Following the classical definition of the primary performance metric.
Kephart, an autonomic computing system should optimize itsown 5 much larger range of grid usage scenarios is possible.
behavior in accordance with high level guidance from humans. . . . .
This central tenet of this paper is that the combination of Seamless integration Of.the g”_d power into eYeryday use
utility functions and reinforcement learing (RL) can provide calls for unplanned and interactive access to grid ressurce
a general and efficient method for dynamically allocating grid A critical issue for widespread adoption of grids is thus to
resources in order to optimize the satisfaction of both end- provide differentiated quality of service (QoS), covering the
users and participating institutions. The flexibility of an RL- whole range from interactive usage with turnaround timéras t

based system allows to model the state of the grid, the jobs . . " .
to be scheduled, and the high-level objectives of the various primary performance metric, to the traditional batch-oreel

actors on the grid. RL-based scheduling can seamlessly adapt its Usage [2].
decisions to changes in the distributions of inter-arrival time, QoS Virtual Organizations (VO's) are the second key concept

requirements, and resource availability. Moreover, it requires in the grid exploitation model: they represent groups ofrsise
minimal prior knowledge about the target environment, including with similar access rights. A VO generally matches a sdienti

user requests and infrastructure. Our experimental results, loth it hich has instituti | i ts. Eachifins
on a synthetic workload and a real trace, show that RL is not community, which has Institutional counterparts. Eaclu

only a realistic alternative to empirical scheduler design, but is tion contributes to the grid, by making its computing resesr
able to outperform them. available, and by maintaining them. Thus, each VO is edtitle

to a pre-defined share of the resources, defined by agreements
|. INTRODUCTION between the participating institutions. However, thisssgnent
is also at the institutional level: it should be enforced hie t
Large scale production grids are a major caseaftonomic  mid- to long- time scale.
computing. Following the definition of Kephart, [4], an auto- Applying the autonomic programme to job scheduling leads
nomic computing system should optimize its own behavias the following constraints. First, high-level goals, suas
in accordance with high level guidance from humans. Th@oS on one hand, and fair-share on the other hand, should be
central tenet of this paper is that the combination of wtilitexposed by the scheduling system and should be easily ginabl
functions and reinforcement learning can provide a genet® respectively users and system administrators. Secaitt, g
and efficient method for dynamically allocating grid resms computing infrastructures are heterogeneous, dynamin, no
to optimize the satisfaction of both end-users and padtoig steady-state systems, with only partial perception ofrthei
institutions. environment. Third, a production grid continuously presd
The exponential increases in network performance aadarge sample of the input space (the jobs to be scheduled),
storage capacity [8], together with ambitious national and allowing for statistical methods.
ternational efforts, have already enabled the virtuabragnd For these reasons, grid scheduling has been formalized as
pooling of processors and storage in advanced and rekatival reinforcement learning (RL) problem. The flexibility of an
stable systems. However, it is more and more evident that tRe-based system allows to model the state of the grid, the job
exploitation model for these grids is somehow lagging behinto be scheduled, and the high-level objectives of the variou
At a time where industry acknowledges interactivity as & criactors on the grid. RL-based scheduling can seamlesslyt adap
ical requirement for enlarging the scope of high perfornganits decisions to changes in the distributions of intervairi
computing [6], grids cannot anymore be envisioned only &isne, QoS requirements, and resource availability. Moegov
very large computing centers providing batch-orientedeasc it requires minimal prior knowledge about the target enwiro



ment, including user requests and infrastructure. Finsg Job requirements are exposed to the various services of the

very fundamental idea of RL is looking for maximizing theVMS via the Job Description Language (JDL), derived from

expectation of the long-term benefits. the Condor ClassAd language. For instance, a job can expose
The rest of this paper is organized as follows. Section iis requirement for interactivity with the SDJ (Short Deadl

analyzes the requirements for QoS in production grids. Tdeb) tag,.

reference architecture for this analysis is the EGEE gr]d [1

While this is a very useful starting point for making reatisti B, Differentiated Quality of Service

assumptions, we must strongly stress that our results do not ] o )

depend on the specificities of the EGEE architecture. TheMOSt sites on the EGEE grid infrastructure have imple-

goal of this section is to informally state what are our grigh€nted scheduling policies that, to first-order, execubs jo

model on one hand, and the optimization problem on tiefirst-in, first-out (FIFO) order. On a large infrastructuttés

other hand. Section Il formalizes our scheduling problesn #rovides reasonable scheduling latencies and executizesti

a Markov Decision Problem. Section IV describes the utilit(g’r workloads consisting of numerous, long-running tasks.
functions that express the long-term objectives of endsusdf€ contrary, this does not provide a reasonable QoS for most

and administrators. In this section, we propose some examgiémanding applications coming from an increasingly divers
of utility functions, in particular with the use of automegily ~US€r community. For example, the QoS is inadequate for
derived time-utilities functions, but this is not limitasi, and Workloads that have a few, urgent tasks or that have many shor
could be extended directly to collections of independesitga tasks. To provide differentiated QoS for these application
Sections V and VI report on the experimental setup afeGEE has experimented with specialized site configurations
evaluations, before the usual conclusion and perspectivesOne class of applications requires a pseudo-interactive re

Related work is discussed trough the paper. sponse from the grid scheduling. The spontaneous, integact
nature of these applications precludes using standardadda
Il. SCHEDULING FOR PRODUCTION GRIDS reservations. Nonetheless, the Virtual Reservations nsehe
. proposed in [2] do play an important role in tBieort-Deadline
A. EGEE scheduling Job configuration. This configuration guarantees that the job

EGEE (Enabling Grid for E-sciencE) features 41,000 CPUwill either immediately start executing or be rejected ind
distributed on 240 sites in 45 countries, and maintainsQID, resource is available.
concurrent jobs for a large variety of e-Science applicetio  Another interesting case involves different, relativeopri
We first briefly describe the scheduling process enacteddy ities between several applications within the same Virtual
EGEE middleware (gLite), as an example of the general iss@gganization (VO). Examples include favoring analysissjob
encountered in the production framework: major architedtu debugging jobs and the like over more numerous, long-rgnnin
choices do not only depend an engineering or scientific cgimulation jobs. Two solutions have been shown to work on
teria, but also of sociological, administrative and ingtdnal the EGEE infrastructure: 1) overlay task-management syste
constraints. (e.g. DIRAC) and 2) implementing standardized fair-share

The important consequence is that decision-making (humpelicies on the sites. DIRAC can provide arbitrarily fine-
or automatic) is non only distributed, but largely indepemi grained policies to control the priorities, but all tasks snu
each participating site configures, runs, and maintainsehbabe submitted through a centralized meta-scheduler. Ther oth
system containing its computational resources. The sdimgdu solution allows a range of different submission scenarios,
policy for each site is defined by the local site administratdout provides only coarse-grained priorities, requires giem
and the overall scheduling policy evolves implicitly as theonfigurations at the site level, and fragments the resource
resultant of the local policies. usage. Finally, both of these techniques provide stadistic

gLite integrates the sites’ computing resources throughgsarantee of fast scheduling of high-priority tasks only fo
set of middleware-level services (the Workload Managemevi®s with access to a large number of resources.
System, the WMS), which accepts jobs from users and dis-
patches them to computational resources based on the ugerarchitecture
requirements on one hand, and the characteristigs lfard-
ware, software, localization) and state of the resourcethen
other hand. The WM is implemented as a distributed set 8f
resource brokers, with some tens of them currently installed; « matchmaking: the incoming job is immediately dis-
all the brokers get an approximately consistent view of the patched onto the queue associated to a set of resources;
resource availability through the grid information systé&rach the information about eligible resources and expected
broker reaches a decision of which resource should be used performance is available though a global information
by a matchmaking process between submission requests and system.
available resources. Once a job is dispatched, the brokegr on « local scheduling: the job is dispatched on computing
reschedules it if it failed; it does not reschedule jobs Hase resources (machines); the information required to perform
the changing state of the resources. the scheduling decision is only local.

We assume that the scheduling is the resultant of two
ccessive steps.



. . . -+ Initialize Q(s, a) arbitrarily for all s anda
Our goal in this paper is to develop a scheduler for the site s0 < current system state: Chooag from so from 7

level, which is experimentally (at least in the EGEE case) th . . .,
most difficult to adjust to the high-level requirements. repeat

At the site level, we assume sequential jobs. It has been  Take actiona; observer ands’; choosea’ from 7
shown that utility functions can be derived from the DAG Q(s,a) — Q(s,a) + alr +1Q(s',a’) — Q(s, a)]
structure of parallel jobs [3]; thus this assumption can be ar;” Zf;]lftd:Wan
relaxed in future work while keeping the same framework.

The long-term expected utilities defined by the local RL-
based schedulers can be efficiently exploited by a distibut
matchmaking processes that dispatch jobs to the site. These

processes do not have to be privy to details of how the, o, hyjicy learning algorithm (fig. 1): the approximate value
individual site optimize their resource allocation. Thee gian function guides the selection of the current actiorthus the

summarize its internal state by registering a site-levéiut o514, and the future state’. The 7 policy is defined from
function that specifies the performance (utility) of re@@d e cyrrent approximatio®. More precisely, ifax is the action

each possible categories of jobs, along QoS classe_s and Yidich maximizes the expected reward considering the curren
The matchmaking processes can then select a site for HbeproximationQ (ax = argmazQ(s',.) ), thenax is often
incoming job by simple ranking the utility indices. A MOSlgjacteq, hut not always. Indeed, the algorithm must miainta
ambitious scheme would implement a second level of RL, By 5 4e.off between exploitation (using the knowledge egin
!ntegratmg the site utilities wth othe_r mfgrmauon, frmstance. so far) and exploration (looking for potentially betterians).
its knowledge about the site reliability, and the possiblg s work, we have used the classieagreedy strategyas
compound structure of the job. (the best action) is chosen with probability- ¢; the choice

I1l. THE RL FRAMEWORK between all other accessible actions is uniform.

Fig. 1. ThesSARsSA algorithm

A. Markov decision process and reinforcement learning B. Grid scheduling and the reinforcement learning paradigm

.We f|rs't give the mathem'a'tlcal formahzgtlon of deci- As explained before, a reinforcement learning formalaati
sion making. A Markov decision process is a quadrupp;

. : eeds to define states, actions and rewards for the givelotask
(S’A’P’ 3)' § is the set O.f _possnble states the sys'gem Calﬂ)timal policy learning. A first contribution of our work ibe
be in. .A is the S?t. of demsprp that can be takén.is a proposition of a set of variables describing states andsti
collection of transition probabilities to allow the formulation of the grid scheduling problem as a
P, = P{s;11 =5|s; = s,a; = a} continuous action-state space reinforcement learningl@no
o ) STATE SPACE THE GRID MODEL. A complete model of the
that probabilistically map the current state and actionhi® 1 4iq would include a detailed description of each queue dnd o
next state. and a reward function all the resources. This would be both inadequate to the MDP
R, :Sx A(s) x ST >R framework and unrealistic: the dimension of the state space

would become very large. Instead, the state is represented b
with A(s) is the set of possible actions for a statand S™ 3 |imited set of real-valued variables.

is the set of accessible states fragm

The goal is to find a stationary policy* : S — A, which
chooses the action to take in each state, without knowledge.
of the past history. The objective function to maximize is
the value function, which is the long-term expectation of
the rewards, with a discount factor dampening the furthest.

« the expected time remaining until any of the currently
running jobs is completed;

the number of currently idle machines;

« the workload (the total execution time of jobs waiting in
the queues);

the average user-utility (see below) expected to be re-

rewards: ceived by the currently running jobs;
) « the current share of resources resulting from previous
Q7 (s,a) = EW{Z Yorestlse = s,ap = a} allocation, along each VO.
k=0 ACTION SPACE THE JOB MODEL Each waiting job is a
wherey € [0, 1]. potential action to be chosen by the scheduler. As a conse-

In the scheduling context, the environment dynamieeind quence, except if there is no job waiting, the scheduler will
R, are unknown. Thus, thé& function has to approximated always select a job when a resource become availapsedy
through repeated experiments. This is the definition of-reiallocation).
forcement learning [9]: the optimal policy will be learnt by A job is represented by a set of descriptors (extracted for
interactions with the environment. The general algorittam instance from the EGEE logging and bookkeeping system).
an iterative process known as temporal-difference legrnin The exact set of variables is under research, for the time

The policy learning framework used in this work is based doeing we are using 1) the type of the job (batch/interactive)
SARSA, a classical reinforcement learning algorittémrsAis 2) the VO of the user who submitted the job, and 3) the



expected execution time, which is the time to complete theThe final ingredient in the definition of the algorithm is
job without any queuing or management overhead. The fithe initialization. In a very complex optimization landpea

two descriptors are actually available; the third one can lbenning the modifiedsARSA algorithm with an untrained NN
estimated from other descriptors. would lead to extremely bad decisions in the beginning. This
REWARD: UTILITY FUNCTIONS. The overall utility of the would adversely impact the performance, both because of the
scheduler is a combination of thiene-utility, and thefairness.  actual scheduling of the first jobs, and second because of a
The time-utility function [3], [11], [12] is attached to dagob, poor initial approximation of the value function. To ovence

and it describes how “satisfied” the user will be if his/hdp jothis initialization issue, the RL system is trained offdiwith
finishes after a certain time delay. It is typically a deciegs anm early deadline first policy. After a few learning sweeps
function of time, and it can vary with the job type. The faisse using collected rewards, the network is quickly usable to
represents the difference between the actual resouraatdio take its own decisions and be optimized throughout the real
and the externally defined shares given to VO's. These wtilitewards.

functions are described in more details in section [1V-A.

C. Continuous state-action space
IV. THE UTILITY MODEL

The state-action space is continuous (real valued). As a con
sequence, implementing the assignméns, a) «— Q(s,a) + . .
alr +7Q(s',a') — Q(s,a)] in fig. 1 is not immediate. The A JOb utility functions
straightforward method would be to discretize the valués-(b ) ) .
ning), and use a lookup table to represés, ). However, Jensen at al. [3] mtr_oduced t.hle concept of time uuhum_rﬁg
the space dimensionality is high: with 4 VOs, the statdion (TUF). TUF provide a unified framework for describing

actions pace iR!!. The table representation has extremely2rious QoS requirements, including best effort, hard-tieas
poor scalability, resulting in too severe approximationke and soft real-time. In general, the TUF of a job is any functio

alternative is to use a non-linear continuous approximatioOf time ¢ which defines the user-perceived utility of completing

as proposed in [10]. The design choice then lies in tifeiOP at timet. In the most elementary setting, the TUF of
interpolation method , e.g. neural networks (NN), Gaussi&hPatch job is constant; the TUF of a hard real-time job is
processes [7]), or kernel methods, to cite a few of the abtgila StEPWiSe: up to the deadling, the utility is constant, and
classes of algorithms. Because at this step there is no pfigcomes null after the deadiine. The TUF associated to soft-
knowledge on the properties of the value functi@nwe opted real time is constant up to the deadline, and decreasedyapid

for NN, which are both flexible and easily available off-the@fter-

shelf. However, these simple utility functions 1) fail to captune t
Whatever method is used, the simple assignment in ligwident fact that a batch job must return in reasonable time,
4. of the sARSA algorithm must be replaced by a learning) require a definition of deadline and the decrease function
procedure. In the case of the NN, there are two possibiliti€®r the real time jobs. In order to make a step towards self-
active learning, where the newly acquired value is used &@nfiguration, the TUF should be derived in a semi-automatic
a new training example, and re-learning, where the set f@shion. We propose the following scheme for self-defined
examples is enriched with the new one, and the NN is traind®/F (fig. 2). Let 7; be the execution time of joby (here
from scratch with the new set. While active learning is a vegnd in the following, job-related quantities are indexed;by
active research area, the simple procedure outlined abmse ¥ order to contrast them with the constants).
shown to be degeptive, thus thg secqnd one has been .preferre.d The relative deadlingl; (i.e. the absolute time deadline
here. More pre_msely, _only a slldlng_V\_/lndow on the past istkep minus the submitting time;) is the execution time plus a
in order to limit the size of the training set.

As pointed in 1101 th q  thi fixed startup timer: d; = 7, + 0. Indeed, even extremely

_AS pointed in [ ], there are two consequences ot this com- g, ¢ jobs cannot expect to be completed instantaneously;
bination of algorithms. The first one is that the exact values o captures the overhead associated with traversing the
of ”“? value fun<_:t|0rQ are not avql_lable, because the Iea_rmng various middleware services, before the job is dispatched
step is .stoc_hasuc. Thus the mOC.iIfIBd.RSA computgs a noisy on a site and starts waiting for available resources.
approximation (termed regression in the Machme _Learmng « The user should provide an indication of the QoS require-
framework) of@. The effectiveness of the approximation must ment associated to the job. In this work, we consider only
thus be tested against the actually observed utility. Thersd a binary choice, between interactive ar,1d batch jobs
consequence is that there is no theoretical guaranteettbat t . For batch jobs, the utility decreases over time following
overall algorithm does converge, even if separately, therdte a power law with exponent

(or the.abstract continuous)ARSA algorithm anq the NN For interactive jobs, the utility decreases exponentially
regression are proved to converge. The reason is that at each over time. at ratex

step, the target function of the NN actually changes with ’ '

the observed rewards and state. Thus the convergence of Theas, if UJB is the batch utility anch is the interactive one,
algorithm has to be checked experimentally. we get:



1.2 —rrrm T optimal allocation, and the actual one, is a good measure of
'mer%‘gpéﬁ the unfairness. The deficit distance is defined as
1 I i
‘ D= -
> 08F \ ; m’?X(wk k)4
S 06f ‘ . wherez, =z if 2 > 0, and 0 otherwise.
£ o4 | ‘»‘ ) The unfairness is bounded above. A fairness utility can thus
' | be derived by a simple linear transform.Af is the maximal
0.2 \ - unfairness, the fairness utilit§’ is
\
1 10 100 1000 10000 F=-gt+L (4)
time
Fig. 2. Self-defined time-utility functions Some VO may ask for less than their share. Without greedy

allocation , the previous rule leads to resource undezatibn,

a highly undesirable property. This classical problem reenb
addressed in the framework of network allocation as well
as for processor allocation [5]), with the objective of fair

B I H
Up)=Uj(t) =1 if a;<t<a;+d;, (1) excess allocation: if excess resources do exist, they gl

Uj’(t) = e (ta=d) jf ¢ > +d;, (2) proportionally allocated to the active requests. Thesdaukt
5 t—a; _5 could be adapted to our framework, by dynamically adjusting
Uy (t) = (Tj) it t>a;+d;. ) the w;, as a function of the actual requests. However, with

- ] ) ] ] greedy allocation, there is no risk of resource underuatiitn
The utility can receive an interpretation as a target profab s far as there is enough overall work). On the other haed, th

(in the frequentist sense). We would like to have the folfivi gy cess resource can be advantageously exploited for fayori
behaviour: in the long run, the probability that the actughe yser utility in the short term. Thus we keep the fairness
tu_rr_laround tl_me of a job is larger than a positive vallg the utility as defined in eq. 4.
utility of the job at timet.

Another important point is that these utility functionsoa¥ V. EXPERIMENTAL SETUP
to definea and 3 in a way that is consistent with the high-level '
requirements of interactive and batch jobs. Consides, the A The simulation platform
value oft for which the utility is 0.5 (half the maximal utility). . ] ]
In the interactive case, we get,» — a; + d; + log(2)/a, We Qevelopeq a S|mulgt|on fra}mework.forllearnmg and
which shows that the user satisfaction depend on the Wag_yaluatlon of grid sche_dulmg poI|C|es._Th|s discrete ésen
clock waiting time. In the batch case, the correspondingaegiimulator supports multiple queues, fair-share measurgme
tion is uy o —a; = 27ij; the penalty is roughly proportional multlple. types. of jobs and independent definition of .the
to the execution time, because the relative deadiineis scheduling pohcy. The RL_ scheduler features t_he mo<_j|.f|ed
the execution time augmented by the overhead, which sho@iRSA algorithm and the implementation of various utility
be negligible for batch jobs. Thus the shape of the utilifnctions. As a comparison baseline, we also have imple-
curve for batch jobs scales with the job size, while the shafiented a FIFO scheduler. Both the simulator and the sched-
of the utility curve for interactive jobs is fixed by externallers are developed witATLAB .

requirements. Within this framework, it is obviously pdsei [N the reported experiments, we have used the following
to define multiple classes of service, by varying thend 3 Parameters values for the utility functions:= 0.5, 5 = 0.3.
parameters. With these values, an interactive jobs is down to @eshalf of

the maximum utility) 1.3 units of time after the deadlinedan
the utility of a batch job is down to 0.5 when the turnaround
The allocation process should be such that the servig@e is approximately 10 times the execution time, meaning
received by each VO is proportional to some share. If theze dhat the waiting time is 9 times the execution time.
n VOs, the shares are usually expressed asvactor of the o, the startup time, is 1 minute, consistent with experimenta
percentages of the total resourees= (ws, ... w,). As stated data on production grids.
before, these shares are a priori parameters of the schgduli Considering the modifiedARSA, the parameters are, on one
problem. Thus, contrary to the previous section, the madelihand, thee parameter regulating the exploration-exploitation
step should only address the following issue: define a fanctitrade-off, and on the other hand the neural network paramete
of the service actually received which is maximal when thidere, e = 0.3; the neural network is a standard multi-layer
proportionality is perfectly achieved. perceptron with one hidden layer containing 20 sigmoidal
Let Si(t) be the fraction of the total service received byidden units; the back-propagation learning rate is 0.8; th
VO k up to timet. Then, the deficit distance between thesARsA discount parametey is set to 0.2.

B. Fairness and productivity



B. The workloads 1200

We analyze two workloads. The first one is the tradition:
M/M/1 queue, and the second one is extracted from real EGI
traces.

The synthetic workload: The arrival process is thus Poissor
with parameter\ and the execution times are exponentiall
distributed with parametet. The so-calledutilization factor

= A/p must be less 1 in order to get a finite queuin
time. The utilization factor controls the system load. Th
definition of interactive jobs is set to jobs with an execatio
time less than 15 mn, and the proportion of interactive jol

1000

Number of jobs

—_— - -

in the overall workload is set to a fixed number, 20%. Th 0 eovenead % T
value ofmu follows immediately, giving an average execution
time of approximately 67 minutes. For a given X is then Fig. 3. Distribution of the relative overhead under RL -Albj

computed asupP, where P is the number of processors. In
this experiment,P is set to 50.

The fair share configuration is 4 VOs, with respective targ
weights 0.7, 0.2, 0.05 and 0.05. The schedule is feasib
meaning that the actual proportions of work in the overa
synthetic workload are the same as the target ones.

The EGEE workload: This experiment uses as input &
trace of real EGEE jobs. The trace covers the activity «
more than one week (17-25 May 2006) at the LAL site, ar
includes 5000 user jobs, not counting he monitoring job
which are executed concurrently with the users jobs, al 50
consume virtually no resource, which have been removed frc
the trace. 0

0 1 2 3 4 5 6 7 8

This particular segment has been selected in a one yi Relative Overhead

trace, for the following reasons.

« A constant number of processoiB & 100). The site has
been restructured many times in the whole extent of the
trace, increasing its resources from 25 to 400 processors. V]. PERFORMANCE RESULTS

« The requested load is nearly conformant to the target fair-
share weights, which are 0.2, 0. 12, 0.12, 0.6, 0.6, 08, The synthetic workload
0.35. The six first VOs are real ones, and the last weightin the following, p is set to 0.99. The system is thus heavily
is the aggregation of the remaining “small” VOs entitledoaded, which allows the RL algorithm to demonstrate its
to access the site. superior performance. With this parameter, the simulated t

« The load is significant: the overall utilization is 0.46. range is 111 hours, thus more than 4 days.

The distribution of the relative overhead is shown on fig. 3

250

200

[
@
o

100

Number of jobs

Fig. 4. Distribution of the relative overhead under RL - haigtive jobs

&

C. Performance metrics

The first question is the execution time of the RL algorithm
itself, that is the time to take a scheduling decision. Withi
our MATLAB platform, the average execution time of the RL
algorithm ranges from 1 to 10 ms, depending on the loady
Indeed, the RL scheduler has to scan the waiting jobs in ordé2
to select the one maximizing the reward, thus the executio®
time depends on the system load. Obviously, a real-worl
scheduler would not be matlab-based, but these figures sho@/ 0.01
that the RL scheduler is realistic.

The most important performance indicators are related to
the satisfaction of the grid actors. From the user point efwi 0.001
we consider thaelative overhead, which is the ratio of the 0e+00  1e+05 2e+05  3e+05  4e+05
waiting time to the execution time. For the faire-share poin time (sec)
of view, the normalized distance to the optimal . Fig. 5. Normalized distance to the target fair-share




Number of jobs

diff overhead ratio

-5
0e+00 le+05 2e+05 3e+05 4e+05

time (secs)

Fig. 6. Difference between the relative overheads unde®FiRd under RL
- Interactive jobs

0
0 1000 2000 3000 4000 5000 6000
Execution Times (sec)

Fig. 8. Distribution of execution time in the trace

scheduling is 3.19, while it is 0.52 under RL scheduling.dBat
jobs are also better scheduled, with respect to their deszalli
with the RL method. The average overhead ratio for batch
jobs under FIFO scheduling is 0.2, while it is 0.04 under RL
scheduling. This better performance has a cost: many batch
jobs incur a small penalty with respect to FIFO, as shown in
fig. 7.

diff overhead ratio

B. The EGEE workload

. | | |

0e+00 1e+05 2e+05  3e+05  4e+05 Figure 8 shows the distribution of the workload, which is

time (secs) obviously much more complicated than the synthetic one. In

Fig. 7. Difference between the relative overheads unde©ORiRd under RL TaCt’ the distribution is only a pgrtlal one: the 600 Iongest.
- Batch jobs jobs have been removed (of the histogram, but not the experi-

ment), in order to get a viewable histogram. We are currently
analyzing the full trace (one year), and it is very likely tha

for all jobs, and on fig. 4 for interactive jobs. The resulte athe workload distribution is heavy-tailed. The workload is
quite good: for the overall workload, all overheads are Wweloheavily dominated by short jobs. This characteristic is by
1; for the interactive workload, where the relative overthea no way specific of the selected trace, but a general feature
naturally larger (because the execution time is smallegrem of a significant part of the EGEE workload [2]. In order to
than 97% of the jobs incur an overhead less than 0.5. keep our previous fraction of 20% of interactive jobs, thisjo

Fig. 5 shows the fair-share performance. With a feasibWwith execution time less than 200 seconds are considered as
schedule, in the long run, the job sample is conformant to th@eractive ones.
target, thus any scheduler achieves the requested faie-siha The real site scheduler is MAUI/PBS, with the SDJ mech-
the end of the simulation. The question is thus to see if tlaism partially enabled. As explained in section II-B, the
RL method is able to integrate quickly enough the fair-shaeecepted SDJ jobs are executed immediately, within rederve
goal. After time 1E5, the normalized distance to the target $lots. The challenge for the RL algorithm is thus to be able to
very small, in the order of 0.01 or below. As can be expectedompete with this mechanism without prior reservation.
the RL algorithm takes some time to stabilize. However, this The distribution of the relative overhead for the RL method
time is fully compatible with the grid scale, slightly motean is shown on fig. 9 for all jobs, and on fig. 10 for interactive
one day. jobs. On average, the RL scheduler is only marginally better

The next step is to compare the performance of our methtiéin the real scheduler for the overall workload (11.3 fe th
with a baseline one. The baseline in this experiment is tf&d., and 13.5 for the real), and significantly worse for the
FIFO scheduling. Fig. 6 and 7 show the difference betweénteractive workload (36.4 vs 18.7).
the overhead ratio of the FIFO method and the RL one, The problem here is the learning period. Fig 11 shows the
respectively for interactive jobs and batch ones (because average difference between the relative overhead undeeshe
measure overhead, smaller is better, thus a positive éifter scheduler and under the RL one, computed from the current
indicates that RL is better). In both cases, RL almost alwagime to the end of the simulation. After time 4.5E5, the RL
outperforms FIFO, and by a large factor in the interactiv&eca scheduler behaves consistently better than the real ok, an
The average overhead ratio for interactive jobs under FIR® continuously improving. Thus, the RL method is in fact
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able to outperform the real scheduler, but the learning gohas
is much longer than in the synthetic workload. The conclusio
will sketch the paths to speedup the learning phase.

Figure 12 shows the difference in the fair-share under the
RL scheduler and the real one. The RL scheduler achieves
nearly the same performance, the difference being comgtant
below 0.01.

VIl. CONCLUSION

The main contribution of this paper is to present and
demonstrate a general framework for providing both QoS and
fair-share in an autonomic fashion. This framework is based
on 1) configurable utility functions and 2) RL as a model-free
policy enactor.

Combining RL methods and utility functions for resource
allocation has been pioneered by Tesauro [11], [10] and
Vengerov [12]. Tesauro’s work targets optimal allocatidn o
resources for Data Centers, thus optimizes the fraction of a
global pool allocated to each application, while we are segk
an optimal schedule. Nevertheless, the resource allocatio
issues are very similar. The main difference in our work & th
we consider a multi-criteria optimization problem, indiugl
a fair-share objective.

The comparison with a real and sophisticated scheduler
shows that the most immediate improvement of our RL scheme
should be researched in the learning phase. More sophéstica
interpolation (or regression) could speedup this phaseeMo
fundamentally, a hybrid scheme, as proposed in [10], where
the RL is calibrated off-line by using the results of a real
scheduler, should be explored. However, this raises a new
issue: our trace show that the workload profile is subject
to abrupt changes. While the RL is by construction able to
deal with a slowly changing situation, the adaptation of an
optimization scheme to major changes needs to define and
explore of a landscape of profiles.
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