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Abstract

Ubiquitous applications are characterised by variatidrtheir execution context. Their correct op-
eration requires some continual adaptations based on tenatiion of their execution context. The
design and the implementation of these observation pslisi¢hen the cornerstone of any ubiquitous
applications. In this article, we propose COSMOS which ieaanework for the principled specification
and composition of context observation policies. With CAa33/) these policies are decomposed into
fine-grained units calledontext nodesmplemented as software components. These units perfosio ba
context-related operations.{), gathering data from a system or network probe, computingstiold
or average values) and are assembled with a set of welldigeharchitectural design patterns. In this
article, COSMOS is motivated and illustrated with an exanfpbm the domain of mobile e-commerce
applications.

Key words: Context management, software architecture, softwargooents, design patterns.

1 Introduction

This article presents the insights of COSMOS, a componaséd framework for managing context in-
formation in ubiquitous context-aware applications. CA3$/aims at supporting the design and the de-
velopment of applications reacting to changes in their effe environment. Examples of such context
changes are the (dis-)appearing of hardware or softwaceiress, or the modifications in the user pref-
erences. Due to the high diversity of context informatiogquiesd by this kind of applications, COSMOS
relies on theComponent-Based Software Engineerf@BSE) principles [15] to ensure the integration of
context information. In particular, the framework comlsirtee concepts afoftware componenendar-
chitectural design pattern® define the foundations of its architecture. Software comapts provide an
efficient encapsulation of the context information divgrsvhile architectural design patterns define the
skeleton of the context management policies.

In [3], we presented how context management policies haga beroduced in COSMOS to identify
contextual situations for which a reaction of the applimaiis expected. The context management policies
are described as hierarchies of context nodes using a dedicamposition language. The contribution
of this article is to present the mapping of the compositenmgliage constructions to architectural design
patterns used in COSMOS. While the use &f@nain-Specific Languag®SL) leverages the definition of
context management policies, components and design patapports the dynamic reconfiguration and
evolution of the context management policies once spediinetideployed.

Although components are gaining more and more attentionldésigning and implementing middle-
ware platforms [4, 12, 16], the identification of architeefudesign patterns has not been investigated in a
similar way to object-oriented middleware [1, 14]. Thus, pvepose to illustrate that well-known design
patterns can be reused and applied at the architecturatéevtier a better control over the architecture of
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COSMOS. In particular, we can use these design patternpérate the various extra-functional concerns
(e.g, memory footprint, resource consumption, instance mamagé) involved in a context management
policy from the business concerns of context managemaeattigltomposition of context information.

This article introduces the foundations of a context nodgsation 2 and a motivating scenario inspired
from mobile computing is described in Section 3. Next, Sec# describes the reification of well-known
design patterns in the architecture of COSMOS. The framlievgogvaluated in Section 5, while Section 6
discusses some related work. Finally, Section 7 concludes$dentifies some perspectives.

2 Foundations of COSMOS

This section summarises the basis of the proposed appryagtesenting properties related to the basic
building units of composition of a context policy, that igttontext nodes (cf. Section 2.1), and an overview
of the core micro-architecture of context nodes (cf. Secii).

2.1 Concepts and properties of a context node

The basic structuring concept of COSMOS is tioatext nod¢3]. A context node is a context information
modelled by a software component. Context nodes are okghimso hierarchies to form context manage-
ment policies. The relationships between context nodegm@eapsulation and sharing. The sharing of a
context node (and by implication of a partial or completeadniehy) corresponds to the sharing (of a part
or the whole) of a context policy.

Context nodes at the leaves of the hierarchy encapsulatematext data obtained from collectoesg,
operating system probes, sensors in the vicinity of thea#gewiser preferences in profiles, remote devices).
The rationale for this choice (notably the fact that usefgrences are considered as context data to be
collected) is that context nodes should provide all the ismecessary for reasoning about the execution
context. The role of a context node is thus to isolate therémiee of high-level context information from
lower architectural layers responsible for the collectibcontext data.

Context nodes are also equipped with properties which defeiebehaviour with respect to the context
management policy.

Passive or active. Each context node can be passive or active. An active nodgliiped with an activity
to execute a given task. A typical example of an active nodgerisde in charge of the centralisation of
several types of context information, the periodic compaoteof a higher-level context information, and
the provision of the latter information to upper nodes.

Observation and/or notification. Communication into the hierarchy of context nodes may bsboup
or top-down. The former case corresponds to notificationslsgcontext nodes to their parents, whereas
the latter case corresponds to observations triggered byespnode.

Blocking or pass-through. A context node which receives data transmitted by a notifinadr an ob-
servation may be blocking or pass-through. Non-blockindesopropagate observations and notifications.
Pass-through nodes stop the traversal: For observatiennidist up-to-date context information is trans-
mitted without polling child nodes, and for notificationsntext data is used to update the state of the node
but parent nodes are not notified.

COSMOS provides the developer with pre-defined genericextiperators. They are organised fol-
lowing a typology: Elementary operatorfor collecting raw datamemory operatorssuch as averagers,
translation operatorslata mergersabstract or inference operatarsuch as additioners or thresholds op-
erators. The only programming is in the context operatdra.developer has at her disposal a sufficiently
large library of context operators well targeted to her bess, there should be no programming at all, but
only declarative composition of context nodes.



2.2 Architecture of a context node

Each context node extends the abstract comp@&itetextNode depicted in Figure 1. The interfaces
Pull andPush are the interfaces for the observation and the notificatiespectively. The abstract com-
posite ContextNode contains at least an operator (primitive abstract compo@GemtextOperator) as
well as the message and activity managers. The message enasag charge of handling the observa-
tion and notification reports which are sent and receivedhieycomponent on thBull andPush inter-
faces. The activity manager provides the support for dgaliith active components. Finally, nodes are
equipped with attributes which characterise their behaweaith respect to the properties defined in the
previous section. As illustrated, 9 different attributes defined: nodes which are observers can be active
(isActiveObserver = true) with a period periodObserver), passive iEActiveObserver = false), or
can be limited to just one observatioob&erveOnlyOnce = true); in addition, observer nodes can be
blocking (©bserverThrough = false) or pass-through= true). Note that the same set of properties can
be defined for notifier nodes. Finally, thedeName attribute holds the name of the context node.

Context node attributes with their default value:

isActiveObserver(false), periodObserve(0), observeThrough(true)
isActiveNotifier(false), periodNotify(0), notifyThrough(true)
observeOnlyOnce(true), notifyOnlyOnce(false)

nodeName

[pull-obs—out] Pull  F=— B4 [pull-obs=in] Pull
s

[push—notif-in] Push  H
Context H->| Message Manager
Operator H—  Activity Manager

Context Node

£y [push—notif-out] Push

Figure 1: Core architecture of@ontext Node component.

Context nodes are then classified into two categories: $eand other nodes. Leaves of the hierarchy
are ContextNodes extended to contain one or several components that receitext information from
an external entity. This external entity may be the opegasiystem or another framework, being built
with COSMOS or not, component-oriented or not. For instarc&ViFi resource manager can obtain
the corresponding context information directly from thesigiing system (through system calls) or can
encapsulate a (legacy) framework dedicated to the reificaif system resources. Nodes of the graph
which are not leaves are extended to contain one or sevdéral obntext nodes. For example, a context
node may compute the battery charge state of a terminal lapentating two other context nodes, the first
one computing the battery charge state and the second orputiomthe battery time left.

3 Motivating scenario

To illustrate the objectives of the COSMOS framework, wesider the scenario of a family shopping in a
mall with a mobile devick This application allows them to share information, to edhgroduct prices, to
download discount tickets, to be notified of advertisementaccess additional information and comments
about a product, or to find the location of a product or a shapémmall. The parents want their children
to remain in the mall, with their devices connected as faraassible, so that everybody knows the location
of the other family members. Nevertheless, children cacotisect for some periods of time in order to
save their battery. While walking in the mall, the eldeskgfes an advertisement indicating that a dressing
store proposes a RFID tag-based service for helping chdotdes.

All these features are based on different network techiedépguch as Bluetooth or WiFi, and require
the application to adapt itself depending on network cotivigcand context information availability. As
depicted in Figure 2, each adaptation situation (in the upp# of the picture) is isolated in a context tree
with the possibility of sharing sub-trees between policieach adaptation situation relates to a particular

1This scenario is a use case of the French project “Cappucginid p: / / www. cappuci no. fr).



functionality and focuses on a precise set of context in&diom. For example, th@/iFi download en-
abled situation is associated to the functionality supporting download of a discount ticket, it allows
the application to know when the functionality is availabléne detection is performed by monitoring the
quality of the WiFi link. TheWiFi browsing enabled situation is built upon the previous one and allows
the application to enable and to configure a browsing fadititaccess comments about a product or to find
its location in the mall. Th@luetooth observation enabled situation is associated to the possibility to
consult product prices and references in the vicinity ofdlient. This functionality is enabled when the
device battery life expectancy is high enough. Bheetooth availability situation is combined with user
preferences to infer thBluetooth notification enabled situation. This last situation leads to the config-
uration of the user application to be notified by the mallasfructure of product advertisements. Finally,
the Group membership service uses the disconnection and failure detectors to make tkiaation be-
tween disconnections and failures, and to be informed atbeubcation of the other members. This last
definition illustrates the definition of sharing betweerraiehies by reusing thBisconnection detector
context node provided by the hierarctWiFi browsing enabled.

To describe this policy, COSMOS provides a declarative laigg dedicated to the composition of con-
text nodes. The core of this language is described belovgukeExtended Backus-Naur For(BBNF):

Sensor ::= "sensor" Sensorld "=" Conponentld [ Properties ] ";"

Sensorld ::= Identifier

Conponentld ::= ldentifier

Properties ::= "[" Property { "," Property } "]"

Property ::= "AO" | "AN' | "BO'" | "BN' | "OO' | ldentifier "=>" Val ue

Processor ::= "processor" Processorld "=" Conponentld [ Properties ] Dependencies ";"
Processorld ::= Identifier

Dependencies ::= "(" Dependency { "," Dependency } ")"

Dependency ::= ( Sensorld | Processorld ) [ ".extract(" Chunks ")" ]

Chunks ::= Chunkld { "," Chunkld }

Chunkld ::= String

Task ::= "task" Taskld "=" Nodeld { "," Nodeld } ";"

Taskld ::= Identifier

Nodeld ::= Sensorld | Processorld

Thread ::= "thread" Threadld "=" ThreadDef { "," ThreadDef } ";"

Threadld ::= ldentifier

ThreadDef ::= ( Taskld | Nodeld ) "[" PositiveNurmber "]"

Reporting ::= "reporting" Reportingld "=" ReportingDef { "," ReportingDef } ";"
Reportingld ::= Identifier

ReportingDef ::= Nodeld [ "/" Xpath ]

The composition language we defined isolates the desargptid functional concerns from extra-
functional ones. Functional concerns are reified by two tansonssensor andprocessor. In
addition to the component descriptor, sensors can be coatiguith theAO, AN, BO, BN, andOO prop-
erties to activatective observationactive notification blocking observationblocking notification and
only oncemechanisms (cf. Section 2) as well as additional attribspegific to the resource manager,

r esour ceNane=>et hl). Similarly, processors use the same configuration meshemibut have to
describe context dependencies.

The specification of extra-functional concerns, such asureg consumption, is supported by the sec-
ond part of the language. Constructianask andt hr ead are used to specifi) the organisation of
activities into hierarchies of tasks to execute @hthe mapping of tasks to threads. Finally, the construc-
tionr epor ti ng supports the grouping of context report managers to recieememory footprint of the
policies. Groups are defined using XPath requesist apply to the nodes of the context hierarchy.

Using this composition language, the context policie4 Fi Downl oad Enabl ed,

W Fi Browsi ng Enabl ed, and Group Menbershi p Service depicted on the right-side
of Figure 2 can be described as follows:

//Bottom Data gathering
sensor W Fi Myr =W r el essl nt er f aceRM BO, AQ, r esour ceNane=>et h1] ;
sensor Heartbeat Myr=Peri odi cHear t beat RM BO, AQ] ;

/IMddle: Data interpretation
processor AverageW Fi Qual i ty=Aver ageCO(W Fi Myr. extract ("l ink-quality-chunk"));
processor AverageW Fi Bi t Rat e=Aver agel f COOW Fi Myr. extract ("bit-rate-chunk","is-variabl e-chunk"));

2htt p: / / www. w3. or g/ TR/ xpat h20
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processor W Fi Connecti vity=ConnectivityDetector CJ BO, AO, AN] (Aver ageW Fi Qual i ty, Aver ageW Fi Bi t Rate) ;

processor W Fi Adj ust edBi t Rat e=Adj ust edBi t Rat eCO( W Fi Connecti vity, AverageW Fi Bi t Rate) ;

processor W Fi St abi | i sati on=Deci si onStabilisati onCJ BO, BN, AO, AN] (W Fi Adj ust edBi t Rate);

processor Di sconnecti onDet ect or =Connecti vityDet ector COW Fi Connectivity);

processor Fail ureDet ect or =Fai | ur eDet ect or CQ( Hear t beat Myr . ext r act (" hb- count ers- chunk", "l ocati on- chunk"));

// Top: Adaptation situation detection

processor W Fi Downl oadEnabl ed=I sEnabl edCO( W Fi St abi | i sation);

processor W Fi Browsi ngEnabl ed=I sEnabl edCO( W Fi Downl oadEnabl ed) ;

processor G oupMenber shi pServi ce=Gr oupMenber shi pCJ BO, BN, AO, AN] ( Di sconnecti onDet ect or, Fai |l ureDetector);

/] Concern: Thread managenent

task W Fi Tasks=W Fi Connectivity, WFi Adj ust edBi t Rate, W Fi Stabi | i sati on;
thread Communi cati on=W Fi Stabi |l isation[30000], W Fi Tasks[ 5000] , W Fi Mgr[ 1000] ;
thread G oup=GroupMenber shi pServi ce[ 10000], Fai | ur eDet ect or[ 3000] ;

// Concern: Menory managenent
reporting Communi cati on=W Fi Br owsi ngEnabl ed/ descendant - or-sel f:: *;
reporting G oup=G oupMenbershi pServi ce, Di sconnecti onDet ector, Fai | ureDet ect or/ descendant - or-sel f:: *;

While leveraging the definition of context management pedicthis language also provides various
verifications dedicated to the definition of context managetnpolicies. For example, the language can
prevent deadlocks in the policiese-g, observations (top-down flows of down-calls) and notifizasi
(bottom-up flows of up-calls) that potentially traverse Hane path of context nodes. Furthermore, the
extra-functional part of this language can be extended tivemd other cross-cutting concerns, such as
distribution (mapping of context nodes to physical macsjne

In the remaining of this paper, the language is used as the fasbuilding the component-based
architecture implementing the context policy. In partaoulwe illustrate how the constructions of this
language can be mapped to design patterns in the archieettiich are latter reflected at runtime to
support the dynamic reconfiguration of the context policies

4 Pattern-oriented architecture of COSMOS

In this section, we present how COSMOS maps context policiesntext node hierarchies. In particular,
we describe the use of four design patterns, originally tifled by theGang of Four[8], for building

an extensible architecture. By supporting these desigenpatat design-time and at run-time, COSMOS
exhibits an architecture closely related to its conceptuadel, thus facilitating the dynamic reconfigura-
tion of context policies. The remaining of this section auuces the mapping of COSMOS composition
language construction to the design pattdfastory methodcf. Section 4.1)Compositgcf. Section 4.2),
Flyweight(cf. Section 4.3), an&ingleton(cf. Section 4.4).

4.1 *“Factory method”: Building the context information rep orts

Each node of the hierarchy operates a specific treatmenteonathtext information provided either by
child nodes or by encapsulated primitive components in #se of leaves. At each level of the hierarchy,
context information reports need to be dynamically creassed on reports retrieved from child nodes. To
handle the management of report instances, the contexsraggdy a component-oriented version of the
design pattern “Factory method” [8]. The factory method ésemtional pattern that deals with the creation
of objects without specifying the exact class of the objétas will be created.

In COSMOS, the skeleton of a context node is defined as theniabg®f a context operator (exten-
sion of aContextOperator) with, on the one hand, the components for the technicaleEs{components
ActivityManager andMessageManager), and with, on the other hand, the child nodes or the componen
that reifies a system resourdegsourceManager in the example of Figure 3). Thanks to this skeleton,
the definition of a context node is leveraged, and it can bigyeagerridden to support a particular type
of context information. The context operateorwarderCO (derived from the abstract factofyontext-
Operator) is a generic implementation of the factory method and ig éblstore a message of whatever
type. However, other implementations of this componeiatnaithe framework to implement various kind
of operations, such as mathematical operations, boolearatgns, or fuzzy rules.
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Figure 3: lllustration of the design pattern “Factory metho

Figure 2 depicts a leaf of a context hierarchy.es- a sensor— that uses the operdtorwarderCO as
implementation of the factory method. For example, the @erefying the WiFi manager is described as
follows:

sensor WFi Myr = Wrel esslnterfaceRM BO, AQ, r esour ceNane=>et h1] ;

The sensoW Fi Mgr is translated into the following Fractal ADL [11] code exggrthat reflects the
design pattern “Factory method”. In particular, the cohtgerator is automatically configured with the
componentorwarderCO.

<definition name="WFi Mgr" extends="Peri odi cResour ceManager (nodeNane=>W Fi Myr) ">
<conponent nane="co" definition="Forwarder CO{observeThrough=>fal se, i sActiveCbserver=>true)"/>
<conponent nanme="rn{ definition="WrelesslnterfaceRMresourceName=>ethl)"/>
</ definition>
When loaded by COSMOS, the sensor description is reifiedesdftware architecture depicted in
Figure 3.

4.2 *“Composite”: Supporting the hierarchies of context nocks

The organisation of context information into hierarchieads to the confinement of the different sub-trees
in order to ease their composition. This confinement is zedliwith the design pattern “Composite” [8],
which makes possible the homogenisation of the architeétuwhich an element is composed of several
sub-elements themselves composites, except the leavag oédursion. Furthermore, hierarchies built
with COSMOS exploit the composition of nodes for inferrinighrer-level context information. There-
fore, this type of hierarchical structure motivates the afseomposites in order to isolate at each level of
the hierarchy the sub-trees. Thanks to the composite, timpleaity and the dependencies of nodes are
automatically solved: This simplifies the composition amevel of the hierarchies.

processor W Fi Adj ust edBi t Rate = Adj ust edBi t Rat e[ BN] (W Fi Connectivity, AverageW FiBitRate);

An example is the definition of the process®¥ Fi Adj ust edBit Rat e, which is trans-
formed to the RACTAL-ADL code excerpt that follows. It depicts a definition that bsilthe
context nodeAdj ust edBi t Rat e composed of a nod€onnecti vityDetector and a node
Aver ageBi t Rat e. Note that the design pattern “Composite” does not precthdesharing of compo-
nents at several levels of a hierarchy (when a processoqusresl by several processors):

<definition nanme="W Fi Adj ust edBi t Rat e" ext ends="Cont ext Node( noti f yThr ough=>f al se)">
<conponent name="cn-1" definition="WFi Connectivity"/>
<conponent nane="cn-2" definition="AverageWFiBitRate"/>

</ definition>
In this hierarchy, as illustrated in Figure 4, the most nééstamponents in the hierarchies are the reified

sensors, while the other components are the processorgteatcontext information from the former
nodes.
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Figure 4: Illustration of the design pattern “Composite”.

4.3 *“Flyweight”: Reducing the memory footprint of context nodes

The system resources reified in the leaf nodes of the higraxah be shared by numerous context nodes
since the former nodes may contain many elementary comtfatniation. In the example of Figure 4, the
context nodeVNiFiMgr is shared by three context nodes. In fAbiFiMgr context node reifies more than
30 context elements, thus being potentially shared by mone 3hacontext nodes. This is precisely the
purpose of the design pattern “Flyweight” [8]: To efficignihare numerous fine-grained elements. By
applying a component-oriented version of this design patteontext nodes in COSMOS can efficiently
share any child node of the hierarchy.

Another example of such a situation is the inference of tileradetector from information retrieved
by the periodic heartbeat. In the description below, the@ssoiFai | ur eDet ect or extracts the context
informationhb- count er s- chunk andl ocat i on- chunk provided by theHear t beat Myr context
node.

sensor Heartbeat Myr =Peri odi cHear t beat RM BO, AQ] ;
|

processor Fail ureDet ect or =Fai | ur eDet ect or CQ( Hear t beat Myr . ext r act (" hb- count ers- chunk", "l ocati on- chunk"));

This definition is translated into the ADL code excerpt thatdfivs. The ADL definition shows the
sharing of the componetiear t beat Myr by the context nodeBer i odi cHeart beat Count er s
and Peri odi cHeart beat Locati on. These nodes are already defined in other ADL
files not shown here. In this ADL code excerpt, the sharing esfqggmed by recursively re-
opening the componenPeri odi cHeart beat Locati on and by naming the *“target” com-
ponent of Peri odi cHeart beat Counters with a path (/cn-1/cn/rm. This defini-
tion states that the instance of the componéigart beat Myr contained in the component
Peri odi cHeart beat Location (./cn-2/cn/rm is the same as the one contained in the
componenPer i odi cHeart beat Counters (./cn-1/cn/ rm:

<definition name="Fail ureDetector" extends="Context Node">

<conponent nane="co" definition="Fail ureDetector CO(resourceNanme=>Fai | ureDetector)"/>
<conponent nane="cn-1" definition="Periodi cHeartbeat Counters"/>
<conponent nane="cn-2" definition="Periodi cHeartbeatLocation">

<conponent nanme="cn" definition="HeartbeatMr">

<component name="rni'" definition="./cn-1/cn/rnm'/>

</ conponent >

</ conponent >

-]

</ definition>

The resulting component-oriented version of the desigtepatFlyweight” is illustrated in Figure 5.
By enforcing sharing of COSMOS hierarchies, the memorydont of the COSMOS policy is consider-
ably reduced.

4.4 “Singleton”: Controlling the resources consumed by cotext nodes

The design pattern “Singleton” is used to restrict instgtiah of a class to one object [8]. This is useful
when exactly one object is needed to coordinate actionsadthe system. But, sometimes it is generalised
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Figure 5: Illustration of the design pattern “Flyweight”.

to systems that operate more efficiently when only one or adiejects exist. In COSMOS, it consists
in centralising the fine-grained control of system rescsic@nsumed by context operators. For instance,
the end-user or the developer may want to execute all thenadigen and notification tasks in only one
thread, or, on the contrary, to separate the observationstie notifications, or to partition context nodes
of the graph into as many threads as needed (cf. Section 3grefidie, one must be able to express
the sharing of a component, here the comporfetivityManager, by every nodes of the graph. For
example, we expect that the context nodes associated tadbegsorsa oupMenber shi pServi ce

and the processdiai | ur eDet ect or share the componeAct i vi t yManager , which is responsible
for scheduling activity tasks.

processor FailureDetector = Fail ureDetectorCOPeriodi cHeartbeat);
processor G oupMenbershi pService = G oupMenber shi pCJ BO, BN, AO, AN] ( Di sconnecti onDet ect or, Fai | ureDet ector);

[...]
thread G oupThread = G oupMenber shi pServi ce[ 10000], Fai | ur eDet ect or [ 3000] ;

The following ADL code excerpt shows the resulting architee for the component
G oupMenber shi pSer vi ce. In particular, the componewtct i vi t yManager is shared by speci-
fying that the child nod€&ai | ur eDet ect or uses the instances of the componkait i vi t yManager
contained in the current definitio®(oupMernber shi pSer vi ce), thus using the path 7 anf.

<definition name="G oupMenber shi pServi ce" extends="Cont ext Node(i sActiveCbserver=>true,

i sActiveNotifier=>true, observer Thr ough=>f al se, noti f yThrough=>f al se) ">
<conponent nane="co" definition="Menbershi pCQ peri odCbserve=>10000, peri odNot i f y=>10000) "/ >
<conponent name="mm{ defi nition="MessageManager"/>
<conponent nane="an{ definition="ActivityManager"/>
<conponent nane="cn-1" definition="Di sconnectionDetector">
<conponent nane="cn-2" definition="FailureDetector(peri odOserve=>3000, peri odNot i fy=>3000) ">

<conponent nane="an' definition="./an/>
</ conponent >
</ definition>

Similarly, this design pattern is also used to share the coaptVessageManager when the context
policy uses the constructiarepor t i ng to group context report managers.

5 Evaluation

In this section, we report the benefits of using COSMOS as radweork for composing context man-

agement policies. This evaluation is based on preliminapesences we operated with COSMOS. In
particular, we observed that COSMOS provides a comprebeapproach for describing the realization of
context policies. By providing a uniform abstraction of text information, the context node, COSMOS
supports the composition of context information from l@vel sensors to high-level policies. Atthe lowest
level, context nodes can reify hardware capabiliteeg(CPU, battery, network), software resoureey(



user preferences, e-mail history, personal agenda), oeéddn sensore(g, position, temperature, blood
pressure). At an higher level, context nodes can reuse eta@eomposition operators.g, mathematics,
comparison, fuzzy) to infer advanced context informatids.context policies are reflected themselves as
context nodes, they can be reused in different contextseXample, the scenario we present in this article
reuses context policies we described in [3].

The reflection of design patterns in the architecture sup@ocanonical architecture for describing ex-
tensible context nodes. This base architecture acts askbdra, which is refined and configured using the
COSMOS composition language. In other words, design pettee identified reflect the variation points
of the architecture, which are fixed by the COSMOS descrigticContext policies we developed and illus-
trated in this article demonstrate this extensible archire. Furthermore, preliminary experiments show
that the runtime performances are not affected by our approampared to existing context management
frameworks [3].

Up to now, COSMOS and its reference implementation, baseth®®RACTAL component model,
is used for the design and the development of context pslicieubiquitous computing scenarfos-ur-
thermore, COSMOS has been selected by the IST MUSIC pfajectrder to develop context operators
for synthesising social relationships among collocatetitaasers. Finally, the COSMOS abstract model
is also investigated in combination to wireless sensor otsvfor reifying context information in next
generation health-care applicatiéns

6 Related Work

In this section, we compare COSMOS with middleware framé&woff the literature.

Context Toolkit is one of the first research works on context management tisbased on event pro-
gramming and widget concepts introduced by GGidphical User Interfaceq7]. Following the philoso-
phy of the framework, interpretation and aggregation fiomztlities have to be programmed in monolithic
blocks: One interpreter and one aggregator per applicatiolependently of the number of widgets and
the level of abstraction requested by the application.

Gaia Context Service consists of context providers offering-lewel or high-level context informa-
tion [13]. Context information is modelled using first ordegic and boolean algebra. Gaia services and
applications are programmed in a high-level scripting leage (LuaOrb), which implements language
bindings to object broker technologies such as CORBA and CTOM context providers are then either
large-grained objects or developers must program the ceitiquo of context providers.

MoCA Context Service architecture transposes the ontology-based approach twmbjet-oriented
one [6]. For instance, the source of a context informatiodeiscribed by an attribute rather than being
described in the architecture; the type manager and thesiteppare the only accesses to context infor-
mation, whatever the abstraction level and the use caseteotata are typed objects and described
using an XML-based model. The authors propose to partitiercontext information space into views for
improving the performance.

The Contextor builds the context manager as a network of contextors [5¢ Tbontextor defines aad
hoc component model, but the component model is implicit andnitgvork of contextors is not config-
urable. The Flyweight design pattern may be applied to baiilderarchy of Java classes for contextors,
but there is no design pattern at the architectural levelliniib the number of activities, the authors plan
to use the Composite design pattern. The sharing of conteddsnis not addressed.

3French project CAPPUCINGIt t p: / / www. cappuci no. fr
4European project MUSICht t p: / / www. i St - rusi c. eu
5Norwegian project SWISNETht t p: / / www. i fi . ui 0. no/ f or skni ng/ gr upper/ nd/ pr oj ect s/ swi snet
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CARISMA provides application developers with an application peadibstract syntax [2]. Profiles are
passed down to the middleware and applications can chaegeptiofiles during execution. In a profile,
the behaviour of the middleware with respect to an appboaspecifies the context dependent adaptation
situations. The specification gives no hints on the architemf the context manager being responsible for
detecting these situations.

PACE presents an architecture in which meta-data (temporgliiglity, etc.) are added either to context
data or to relations between them [9]. The same authors gienebject or the ontology orientations
as the two acceptable alternatives among the myriad of rieglehethods. With COSMOS, we add the
component orientation, which raises a limitation of theegbprientation: A more formal specification of
the dependencies between context entities thanks to tige asan ADL.

EgoSpaces is a tuple-space based middleware framework that puts theepds of transient tuple space

sharing, flexible tuple representation and declarativev\dpecification forward [10]. Views are sets of

tuples that satisfy some data constraints, are owned bytsgfeat satisfy the agent constraints, are lo-
cated on hosts that satisfy the host constraints, and fochwhiese hosts must lie within the boundaries
defined by the network constraints. Such a specificatiorulageg for expressing the distribution of context
information does not exist in COSMOS up to now.

7 Conclusion

This article proposes COSMOS: A component- and softwarkitecture-based framework for gathering
and processing context information. As a matter of futurekywave plan to adopt two directions. First, we
believe it could be interesting to complement the domairti§ipdanguage and the architectural patterns
with constructs dedicated to the distribution of contextadan different types of networks. A second
direction concerns the composition of context policiesusit-time, the issue being to be able to address
situations in which the intersection between these pdligiay be non empty, that is dynamically detecting
and solving conflicts.

References

[1] BUSCHMANN, F., MEUNIER, R., ROHNERT, H., SOMMERLAD, P., AND STAL, M. Pattern-
Oriented Software Architecture - Volume 1: A System of RadtéNiley, 1995.

[2] CAPRA, L., EMMERICH, W., AND MAsScOLO, C. CARISMA: Contex-Aware Reflective middleware
System for Mobile ApplicationsIEEE Transactions on Software Engineering 29 (Oct. 2003),
929-945,

[3] CoNAaN, D., Rouvoy, R.,AND SEINTURIER, L. Scalable Processing of Context Information with
COSMOS. In7th IFIP WG 6.1 International Conference on Distributed Apgtions and Interop-
erable System@aphos, Cyprus, June 5-8 2007), vol. 4531 efture Notes in Computer Science
Springer-Verlag, pp. 210-224.

[4] CouLsoNn, G., BLAIR, G., GRACE, P., TaiaNI, F., ooLIA, A., LEE, K., UEYAMA, J., AND
SIVAHARAN, T. A Generic Component Model for Building Systems SoftwaA&M Transactions
on Computer Systems 26 (Feb. 2008).

[5] CouTaz, J.,AND REY, G. Foundations for a Theory of Contextors.4iif International Conference
on Computer-Aided Design of User Interfag®alenciennes, France, May 2002), Kluwer, pp. 13—-34.

[6] DA RoCHA, R., AND ENDLER, M. Context Management in Heterogeneous, Evolving Ubagst
EnvrionmentsIEEE Distributed Systems OnlineZ (Apr. 2006), 1-13.

11



[7]

(8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

DEY, A., SALBER, D.,AND ABOWD, G. A Conceptual Framework and a Toolkit for Supporting the
Rapid Prototyping of Context-Aware ApplicationSpecial issue on context-aware computing in the
Human-Computer Interaction Journal 18-4 (2001), 97-166.

GAMMA, E., HELM, R., OHNSON, R.,AND VLISSIDES, J. Design Patterns: Elements of Reusable
Object-Oriented SoftwareAddison-Wesley, 1994.

HENRICKSEN, K., INDULSKA, J., MCFADDEN, T., AND BALASUBRAMANIAM , S. Middleware
for Distributed Context-Aware Systems. Tth International Symposium on Distributed Objects and
Applications(Agia Napa, Cyprus, Nov. 2005), vol. 3760 bécture Notes in Computer Science
Springer-Verlag, pp. 846—-863.

JULIEN, C., AND GRUIO-CATALIN, R. EgoSpaces: Facilitating Rapid Development of Context-
Aware Mobile Applications.IEEE Transactions on Software Engineering 32(May 2006), 281—
298.

LECLERCQ M., OzcaAN, A. E., QUEMA, V., AND STEFANI, J.-B. Supporting Heterogeneous
Architecture Descriptions in an Extensible Toolset. 2Bth International Conference on Software
Engineering(Minneapolis, MN, USA, May 2007), IEEE Computer Society, pp9—219.

LECLERCQ M., QUEMA, V., AND STEFANI, J.-B. DREAM: a Component Framework for the
Construction of Resource-Aware, Configurable MOMSEE Distributed Systems Online & (Sept.
2005).

RoMAN, M., HESS C., CERQUEIRA, R., RANGANATHAN, A., CAMPBELL, R., AND NAHRST-
EDT, K. Gaia: A Middleware Infrastructure to Enable Active SeadEEE Pervasive Computing 1
4 (Oct. 2002), 74-83.

ScHMIDT, D., AND BUSCHMANN, F. Patterns, Frameworks, and Middleware: Their Synecgist
Relationships. I25th International Conference on Software Enginee(ikigy 2003), ACM Press,
pp. 694-704.

SzyPERSKI, C. Component Software - Beyond Object-Oriented Programmifddison-Wesley,
1998.

ZACHARIADIS, S., MASCOLO, C.,AND EMMERICH, W. The SATIN Component System—A Meta-
model for Engineering Adaptable Mobile SysteniSEE Transactions on Software Engineering 32
11 (Oct. 2006), 910-927.

12



