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Abstract

This paper deals with the problem of secure communication based on Multi-Input
Multi-Output (MIMO) chaotic systems. Single input secure communication based
on chaos can be easily extended to multiple ones by some combinations technolo-
gies, however all the combined inputs possess the same risk to be broken. In order
to reduce this risk, a new secure communication scheme based on chaos with MIMO
is discussed in this paper. Moreover, since the amplitude of messages in traditional
schemes is limited because it would affect the quality of synchronization, the pro-
posed scheme is also improved into an amplitude-independent one.

Key words: MIMO, Chaos, Observer, Synchronization, Left Invertibility Problem

1 Introduction

Over the past decade, synchronization of chaotic systems and its potential
application to secure communication have received a lot of attentions since
Pecora and Carrol proposed a method to synchronize two identical chaotic
systems [19]. Up to now, many chaos-based secure communication systems
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have been proposed, which can be roughly classified into the following cate-
gories: chaotic masking (addition method) [14] , chaotic switching [18], chaotic
modulation (inclusion method) [24], digital communication [7] and inverse sys-
tem approach [9]. One can refer to [27] for a recent survey.

Although chaotic synchronization with a single input has been widely investi-
gated, such as adaptive synchronization [8,12], feedback-control synchroniza-
tion [16], impulsive synchronization [4,25] etc, the case of multi-input systems
has not received a lot of attention. For multi-input systems, it is well-known
that the problem becomes similar to the case of systems with a single input if
multiplexing techniques before encoding the messages are used. Nevertheless,
although multiplexing techniques appear to be a very convenient and econom-
ical means, the main drawback of this kind of scheme is that all the messages
have the same risk to be broken [28,29]. Actually, it is known that some of
the proposed secure communication systems based on chaos with single input
have been broken [1,15,20,23,26]. In [28,29], MIMO systems were used in order
to increase the robustness of chaos based secure communication schemes.

Another drawback of secure communication using synchronization of chaotic
system is the limitation of the amplitude of the confidential messages. Usually,
they have to be small enough in order to be masked by the chaotic signal (addi-
tion method) or in order to preserve the chaotic behavior (inclusion method).
This constraint obviously limits the ratio of the transferred information with
respect to the channel signal. This paper presents a scheme based on MIMO
systems that allows to involve messages whose amplitudes are higher than the
chaotic signals. This approach relies on observer design for MIMO systems
[17] and is concerned with the left invertibility theory [22].

This paper is organized as follows: in Section 2, the problem statement is
described. In Section 3, a new scheme, in which the amplitude of messages can
be greatly increased with respect to the chaotic signals, is discussed. Section 4
is devoted to highlight the feasibility of the proposed scheme by an illustrative
example.

2 Problem statement

As mentioned in the introduction, traditional methods suffer from two draw-
backs: all the messages can be broken at the same time and their amplitudes
are limited. Solutions can be brought by using MIMO systems.
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2.1 How to decrease the risk to be broken?

In order to decrease the risk for the encoded messages to be broken at the
same time, the following scheme can be derived. For the transmitter, the
composition is used to combine the outputs, instead of combining directly
the inputs. At the end of the receiver, an observer-based approach is applied
in order to solve the left invertibility problem. This scheme can then be seen
as a MIMO version of the traditional inverse system approach proposed in [9].
Fig. 1 is the basic diagram for this consideration.
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Fig. 1. Scheme for multiple secure communication system

According to this scheme, the multi-input possesses different risks to be bro-
ken, i.e., even if, for instance, the message MN1

in Fig. 1 has been broken, the
other ones still remain unbroken. Note that if it is impossible to establish a
transmitter that contains all the inputs (sometimes the number of inputs is
very large), the users can be divided into several groups according to differ-
ent requirements or emergent levels. Under this case, different groups (MN1,
MN2,..., MNm in Fig. 1) have different degrees of security, and all users in the
same group share the same probability to be broken since they are combined
as a single input. This secure communication scheme based on chaos with
MIMO was exhaustively described in [28], and was extended to systems with
delays in [29].

2.2 How to increase the amplitude of messages?

This problem is the subject of this paper. In traditional schemes, the amplitude
of the messages has to be smaller than that of the chaotic system’s signal.
For example, in the masking method, a fundamental requirement is that the
spectrum of the chaotic scalar signal should be infinitely broad, flat, and of
higher power density than that of the messages to be encoded. In other words,
the message’s power spectrum should be buried into that of the chaotic signal.
Therefore, in order to maintain synchronization between the transmitter and
the receiver, and to ensure that the chaotic signal masks the messages, the
dynamic range of the messages has to be significantly smaller than that of the
chaotic scalar. Moreover, the addition of a message signal to the chaotic scalar
at the transmitter can degrade the quality of the synchronization between the
transmitter and the receiver, and even result in the loss of synchronization
if the amplitude of the messages is too large. In modulation schemes, the
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amplitude of messages should also be smaller than that of the chaotic signal
in order not to destroy the system chaotic behavior.

Actually, in traditional schemes, the limitation of the message amplitude
comes from the fact that only one scalar signal is used to synchronize the
transmitter and the receiver and that, simultaneously, this scalar signal is
used to transmit the encoded message. That is why a trade-off has to be
found. So if those two tasks can be split by using more signals (that means
the number of outputs is strictly larger than that of inputs), the amplitude
of the messages can be increased. In the next section, a new scheme based on
MIMO systems is proposed to enable the transmission of multiple messages
with large amplitude and the way to construct this type of system is detailed.

3 Scheme with large message amplitude

In traditional schemes, the functions of synchronization and encryption are
realized using a single scalar signal. Here, the basic idea is to separate those
functions using multiple signals so that the amplitude of the messages can be
increased.

The following transmitter is designed (see Fig 2). It is composed of a chaotic
system: ΣC ∈ RNC , for the purpose of generating the chaotic signal, and a
dynamical system (that could also be a chaotic one): ΣD ∈ RND , in order to
encode the message. Both outputs of ΣC and ΣD can be used to design an
observer.
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Fig. 2. Scheme based on combined subsystems concerning with message’s amplitude

The main idea is that the inputs are firstly scrambled by a chosen dynamic
system, and not by the chaotic system directly. Moreover, in order to take
advantage of the characteristic of the chaotic system, ΣD is driven by θ, some
function of the state of ΣC . According to Fig. 2, the task of synchronization
is achieved by HNc1 ∈ RNC1 ⊂ RNC , the output of ΣC . The output of ΣD,
(HN1, .., HNp)

T ∈ RNDO ⊂ RND , is used to transmit the encoded messages. In
such a way, the amplitude of the messages can be greatly increased. Obviously,
the single input single output version of such a scheme is exactly the same as
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the one stated in [25], in which the authors used the impulsive samples of ΣC ,
instead of HNc1, to achieve the synchronization.

In order to increase the security, the scheme is modified as follows (see Fig. 3).
HNc1 is recovered from the output of ΣD instead of being transmited directly
to the receiver. For this, at least NC1 signals are added to the output of ΣD in
order to recover the synchronization signal for ΣC . Consequently, the number
of outputs NDO of the dynamical system ΣD in the scheme given in the Figure
3 has to be greater than or equal to (Nm + NC1). Moreover, since the chaotic
system is not a function of the unknown inputs (the messages to be encoded),
the systems ΣC and ΣD can be coupled via a function φ which depends on a
part of the state of ΣD and which is small enough in order not to break the
chaotic behavior of system ΣC . In this scheme, only the outputs of ΣD are
used to design an observer.
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Fig. 3. Improved scheme based on combined subsystems concerning with message’s
amplitude

According to this scheme, the transmitter system can be described as follows:

ΣC : {ẋ = fC(x, φ (z1))

ΣD :































































ż =







ż1

ż2






= fD(z, θ(x)) +

Nm
∑

i=1

gi(z, θ(x))mi

=







fD1
(z, θ(x))

fD2
(z, θ(x))





 +











Nm
∑

i=1

gi1(z, θ(x))mi

Nm
∑

i=1

gi2(z, θ(x))mi











yD = hD(z)

(1)

where x ∈ RNC and z =
[

zT
1 , zT

2

]T
∈ RND (z1 ∈ RND1 and z2 ∈ RND2) are the

state vectors of the system ΣC and ΣD, respectively. m =
[

m1 · · · mNm

]T

∈

RNm are the messages to be encoded, and φ (z1) ∈ RNφ ⊂ RND1 , θ(x) ∈
RNθ ⊂ RNC . It is assumed that the functions fC : RNC × RNφ → RNC ,
fD1

: RND×RNθ → RND1 , fD2
: RND×RNθ → RND2 , gi1 ∈ RND×RNθ → RND1 ,

gi2 ∈ RND × RNθ → RND2 , and hD : RND → RNDO are analytic.
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In order to be able to reconstruct the messages, the following hypothesis is
needed:

Hypothesis 1 A transmitter in the form (1) can be designed such that the
left invertibility problem can be solved, i.e. an observer corresponding to the
designed transmitter can be implemented.

This hypothesis can be guaranteed by an appropriate choice of the functions
fD, fC and g. In [2], an algorithm for finite time state estimation and left
invertibility of nonlinear systems has been proposed and sufficient conditions
have been discussed. This constructive algorithm can be used to choose the
functions fD, fC and g. Then, both the states and the unknown inputs can
be recovered via finite time observers, such as, for instance, algebraic based
observers [3] or step-by-step sliding mode observers [10,11]. In this scheme, z1

can be recovered directly from the measurements yD without the knowledge of
m. Therefore, it is possible to estimate all the states of ΣC with the knowledge
of the inputs z1. After that, for the system ΣD, using yD and the known inputs
θ(x), it is also possible to reconstruct all the remaining states and the unknown
input m. The details of the observer design is not discussed here but a step-
by-step sliding mode observer is fully described in the example given in the
following section.

4 Illustrative example

In this section, two messages with great amplitudes are encoded using the
well-known Chua’s circuit (as a chaotic oscillator) coupled with an arbitrary
dynamical system. Based on the Chua’s oscillator [5], the subsystem ΣC can
be designed as follows:

ΣC : ẋ =















−α
(

x1 − x2 − f̄(x1)
)

x1 − x2 + x3

−βx2 − γx3















+















0

0

ρz3















(2)

where x =
[

x1, x2, x3

]T

, α, β, and γ are three non zero constants and f̄(x1)

is the piecewise-linear characteristic of the Chua’s diode given by:

f̄(x1) = bx1 +
1

2
(a − b) (|x1 + 1| − |x1 − 1|)

where a < b < 0 are two constants. ρ is defined as a small constant such that
the chaotic behavior of the system (2) is not destroyed. z3 is one of the state
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variables of the following dynamical system:

ΣD : ż =





















−ez1

−ωz3

−gz3 + ωz2

−lz4 + z3





















+





















kx1 + x2m1

0

qx1 + x2m1

nx2 + x3m2





















(3)

where z =
[

z1, z2, z3, z4

]T

and e, k, ω, g, q, l and n are constant scalar, chosen

such that k 6= q and ω 6= 0. m1, m2 are the two messages to be encoded. Note
that, in equation (2), the term ρz3 plays the role of φ(z1) and that, in equation
(3), x1, x2 and x3 stand for θ(x) (see Fig. 3).

The output is chosen to be y =
[

z1, z2, z4

]T

. Then, a sliding mode observer

is designed as follows in order to reconstruct the unknown messages:

Σ̂C :











.

x̂1 = E2κ1sign (x̃1 − x̂1)
.

x̂2 = E3κ2sign (x̃2 − x̂2)

Σ̂D :







































.

ẑ1 = λ2sign (z1 − ẑ1)
.

ẑ2 = λ1sign (z2 − ẑ2)
.

ẑ3 = E1λ3sign (z̃3 − ẑ3)
.

ẑ4 = E4λ4sign (z4 − ẑ4)

(4)

The auxiliary variables involved in (4) are defined by:

z̃3 =−
E1λ1signeq (z2 − ẑ2)

ω
,

x̃1 =
λ2signeq (z1 − ẑ1) + ez1 − gz̃3 + ωz2 − E1λ3signeq (z̃3 − ẑ3)

k − q

x̃2 =
E2κ1signeq (x̃1 − x̂1)

α
+ x̃1 − f̄(x̃1)

with κi > 0, i ∈ [1, 2], λj > 0, j ∈ [1, 4] and:
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E1 =











1 if z2 = ẑ2

0 otherwise
,

E2 =











1 if E1 = 1, z1 = ẑ1 and z̃3 = ẑ3

0 otherwise
,

E3 =











1 if E2 = 1 and x̃1 = x̂1

0 otherwise
,

E4 =











1 if E3 = 1 and x̃2 = x̂2

0 otherwise
.

The term signeq is the so-called equivalent information injection available once
a sliding motion is obtained (by analogy with the well known equivalent con-
trol, that is to say the control value required to maintain an ideal sliding
motion). It actually represents the mean value of the signum function in slid-
ing mode and can be obtained in finite time via a low pass filter or by some
continuous approximation of the signum function [6]. One also sets:

x̃3 = E3κ2signeq (x̃2 − x̂2) − x̃1 + x̃2

m̃1 =
λ2signeq (z1 − ẑ1) − kx̃1 + ez1

x̃2

m̃2 =
E4λ4signeq (z4 − ẑ4) + lz4 − z̃3 − nx̃2

x̃3

.

Proof of the observer convergence

The convergence of the state variables and the reconstruction of the messages
are obtained with a step-by-step procedure. The following observation errors
are defined:

ezi
= zi − ẑi, i ∈ [1, 4]

exj
= xj − x̂j, j ∈ [1, 2]

First step: from (3) and (4), the dynamics of ez2
is given by:

ėz2
= −ωz3 − λ1sign (ez2

)

It is known that if λ1 > sup∀t>0 |ωz3|, a sliding motion appears on ez2
= 0

after a finite time t1. Then, the analysis of the resulting equivalent dynamics
on the sliding surfaces (obtained by writing that ėz2

= 0) provides the following
algebraic equation

λ1signeq (z2 − ẑ2) = −ωz3.
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Consequently

z̃3 = −
λ1signeq (ez2

)

ω
= z3.

Second step: For t > t1, z̃3 = z3 and E1 = 1 because ez2
= 0. So, the dynamics

of the observation errors ez1
and ez3

are given by:

ėz1
=−ez1 + kx1 + x2m1 − λ2sign (ez1

)

ėz3
=−gz3 + wz2 + qx1 + x2m1 − λ3sign (z̃3 − ẑ3)

=−gz3 + wz2 + qx1 + x2m1 − λ3sign (ez3
) .

Choosing

λ2 > sup
∀t>0

|−ez1 + kx1 + x2m1|

λ3 > sup
∀t>0

|−gz3 + wz2 + qx1 + x2m1| ,

a sliding motion appears after a finite time t2 > t1 on ez1
= ez3

= 0 and
E2 = 1. Writing also that ėz1

= ėz3
= 0 yields the two following algebraic

relations:

λ2signeq (z1 − ẑ1) =−ez1 + kx1 + x2m1 (5)

λ3signeq (z̃3 − ẑ3) =−gz3 + wz2 + qx1 + x2m1 (6)

Substracting (6) from (5), one obtains:

λ2signeq (z1 − ẑ1) + ez1 − λ3signeq (z̃3 − ẑ3) − gz̃3 + wz2

k − q
= x1

and thus x̃1 = x1.
Third step: because, for t > t2, x̃1 = x1 and E2 = 1, one has:

ėx1
=−α

(

x1 − x2 − f̄(x1)
)

− κ1sign (x̃1 − x̂1)

−α
(

x1 − x2 − f̄(x1)
)

− κ1sign (ex1
)

If κ1 > sup∀t>0

∣

∣

∣−α
(

x1 − x2 − f̄(x1)
)
∣

∣

∣, after a finite time t3 > t2, a sliding
motion appears on ex1

= 0, E3 = 1 and the equivalent dynamics is given by:

κ1signeq (x̃1 − x̂1) = −α
(

x1 − x2 − f̄(x1)
)

.

This implies that

x̃2 =
κ1signeq (x̃1 − x̂1)

α
+ x̃1 − f̄(x̃1) = x2
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Fourth step: after t3, one obtains:

ėx2
= x1 − x2 + x3 − κ2sign (x̃2 − x̂2)

= x1 − x2 + x3 − κ2sign (ex2
)

Set κ2 > sup∀t>0 |x1 − x2 + x3|, then ex2
= 0 and E4 = 1 after a finite time

t4 > t3. Writing that ėx2
= 0, one gets the following equivalent dynamics:

κ2signeq (x̃2 − x̂2) = x1 − x2 + x3

which yields
x̃3 = κ2signeq (x̃2 − x̂2) − x̃1 + x̃2 = x3

Thus, after t4, one gets the estimate of all the state variables z =
[

z1, z2, z3, z4

]T

and x =
[

x1, x2, x3

]T

.

The messages are reconstructed as follows. From (5), one has after t2:

x2m1 = λ2signeq (z1 − ẑ1) + ez1 − kx1

and x̃1 = x1 and x̃2 = x2 after t3. Thus, after t3, an estimate of m1 is given
by:

m̃1 =
λ2signeq (z1 − ẑ1) − kx̃1 + ez1

x̃2

= m1.

Moreover, one has

ėz4
= −lz4 + z3 + nx2 + x3m2 − λ4sign (ez4

)

If λ4 > sup∀t>0 |−lz4 + z3 + nx2 + x3m2|, there exists a finite time t5 > t4 such
that ez4

= 0. Finally, analyzing the equivalent sliding motion, one obtains:

m̃2 =
λ4signeq (z4 − ẑ4) + lz4 − z̃3 − nx̃2

x̃3

= m2,

and this ends the proof.

Figure 4 gives the chaotic behaviour of the system. In Figure 5 are depicted
the behaviour of the states of the system (2) (i.e. ΣC) in A and (3) (i.e. ΣD) in
B, as well as their estimates. The solid lines represent the trajectories of the
transmitter with initial conditions x1(0) = z1(0) = z2(0) = z3(0) = z4(0) = 1,
and x2(0) = x3(0) = 0. Their corresponding estimates are depicted by the
dash lines and the initial conditions of the observer are x̂1(0) = ẑ1(0) = −1,
x̂2(0) = ẑ2(0) = 1, x̂3(0) = 0.01, ẑ3(0) = ẑ4(0) = 0. It can be seen that the
states of systems (2) and (3) converge towards those of the observer in finite
time. After convergence of the states, the two confidential messages with great
amplitudes m1 and m2 are successfully reconstructed (see Fig. 6).
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Fig. 5. The states of ΣC in A, ΣD in B (solid lines) and their estimates (dash lines).

5 Conclusion

In this article, an amplitude-independent scheme based on MIMO nonlinear
chaotic systems was designed for secure communication. It allows for the trans-
mission of messages with great amplitudes, which could degrade the quality of
the synchronization in the majority of methods. An example has been given
in order to highlight the efficiency of the proposed approach.

11



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−10

−5

0

5

10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−20

−10

0

10

20

m
1
 

m
1obs

m
1
2

m
2obs

Fig. 6. The messages (solid lines) and their estimates (dash lines).

References
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