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Modèles réduits pour les systèmes atomistiquesmono-dimensionnels à température �nie: analysemathématique et approhes numériquesRésumé : Nous présentons une approhe possible pour le alul de moyennes d'ensembleet d'énergies libres de modèles réduits en siene des matériaux, dans un adre mono-dimensionnel. L'approhe s'appuie sur une limite thermodynamique, et utilise des théo-rèmes ergodiques et la théorie des grandes déviations. Nous obtenons ainsi non seulementune stratégie numérique e�ae pour le alul de moyennes thermodynamiques, mais aussiun moyen de véri�er numériquement la validité des hypothèses qui sont ouramment faitesdans la littérature pour développer de telles approhes.Mots-lés : moyennes d'ensemble, énergies libres, modèles réduits, siene des matériaux,limite thermodynamique, stratégie numérique



Finite-temperature oarse-graining of one-dimensional models 31 IntrodutionComputing anonial averages is a standard task of omputational materials siene. Con-sider an atomisti, supposedly large, system onsisting of N partiles, at positions u =(
u1, . . . , uN

)
∈ R

3N . Provide this system with an energy
Eµ(u) = Eµ

(
u1, . . . , uN

)
. (1)A prototypial example of suh an energy is the pair interation energy

Eµ(u) =
1

2

∑

i6=j

W
(
uj − ui

)
. (2)The �nite temperature thermodynamial properties of the material are obtained from anon-ial ensemble averages,

〈A〉 =

∫

ΩN

A(u) exp(−βEµ(u)) du
∫

ΩN

exp(−βEµ(u)) du
, (3)where Ω ⊂ R

3 is the marosopi domain where the positions ui vary, A is the observableof interest, and β = 1/(kBT ) is the inverse temperature [15℄. The denominator of (3) isdenoted by Z and alled the partition funtion. The major omputational di�ulty in (3)is of ourse the N -fold integrals, where N , the number of partiles, is extremely large. Forintegrals of the type (3) to be quantitatively meaningful in pratie, N does not need toapproah the Avogadro number, but still needs to be extremely large (105, say).The three dominant omputational approahes for the evaluation of (3) are Monte Carlomethods, Markov hains methods, and Moleular dynamis methods respetively (see e.g.[13℄ for a review and a mathematial and omputational omparison). In the present artile,we use the latter type of methods, and more preisely the overdamped Langevin dynamis(also alled biased randow walk). The ensemble average (3) is alulated as the long-timeaverage
〈A〉 = lim

T→+∞

1

T

∫ T

0

A(u(t)) dt (4)along the trajetory generated by the stohasti di�erential equation
du = −∇uEµ(u) dt+

√
2/β dBt. (5)It is often the ase that the observable A atually does not depend on the positions uiof all the atoms, but only on some of them. Think for instane of nanoindentation: we areespeially interested in the positions of the atoms below the indenter, in the fores appliedon these atoms, . . . Our �rst aim is to design a numerial method that e�iently omputesanonial averages of suh observables. Our seond aim will be to assess the validity of otherapproahes, as ompared to ours.RR n° 0123456789



4 X. Blan, C. Le Bris, F. Legoll, C. PatzThe QuasiContinuum Method (QCM) is a ommonly used example of approahes thatallow for the alulation of ensemble averages. In its original version, the method wasfoused on the zero temperature setting. It was originally introdued in [44, 45℄, and thenfurther developed in [27, 34, 35, 41, 42, 43℄. It has been studied mathematially in e.g.[1, 2, 3, 7, 8, 9, 18, 20, 21, 22, 30, 31, 37℄. See [10℄ for a reent review. An extension of theoriginal idea has reently been developed in [19℄ and arries through to the �nite-temperaturease, onsidered in the present artile. See also [14, 29℄ for prior studies developing ideas inthe same vein.Let us brie�y detail the bottom line of oarse-graining strategies for the omputationof anonial averages. For simpliity of exposition, we let the atoms vary in Ω = R
3. Theidea is to subdivide the partiles of the system into two subsets. The �rst subset onsists ofthe so-alled representative atoms (abbreviated in the QCM terminology as repatoms, withpositions heneforth denoted by ur). The seond subset is that of atoms that are eliminatedin the oarse-grained proedure. Their positions are denoted here by uc. We assume thatthe observable onsidered only depends on the positions ur of the repatoms, not on those ofthe other atoms, uc. More preisely, one writes

u = (u1, . . . , uN ) = (ur, uc), ur ∈ R
3Nr , uc ∈ R

3Nc , N = Nr +Nc.Our aim is to ompute (3) for suh observable, that is,
〈A〉 = Z−1

∫

R3N

A(ur) exp(−βEµ(u)) du. (6)We observe that, owing to our assumption on A,
∫

R3N

A(ur) exp(−βEµ(u)) du =

∫

R3Nr

dur A(ur)

∫

R3Nc

exp(−βEµ(ur, uc)) duc,and likewise
Z =

∫

R3N

exp(−βEµ(u)) du =

∫

R3Nr

dur

∫

R3Nc

exp(−βEµ(ur, uc)) duc.Introduing the oarse-grained potential (also alled free energy)
ECG(ur) := − 1

β
ln

[∫

R3Nc

exp(−βEµ(ur, uc)) duc

]
, (7)the expression (6) rewrites

〈A〉 = Z−1
r

∫

R3Nr

A(ur) exp(−βECG(ur)) dur, (8)where of ourse
Zr =

∫

R3Nr

exp(−βECG(ur)) dur. (9)INRIA



Finite-temperature oarse-graining of one-dimensional models 5Under appropriate onditions ensuring ergodiity of the system, the integral (8) is in turnomputed from
〈A〉 = lim

T→+∞

1

T

∫ T

0

A(ur(t)) dtwith dur = −∇ur
ECG(ur) dt+

√
2/β dBt. (10)Simulating the dynamis in (10) is a less omputationally demanding task than simulating(5), owing to the redued dimension Nr. This simpli�ation omes at a prie: alulatingthe oarse-grained free energy (7).Remark 1 The present work onentrates on the omputation of ensemble averages us-ing oarse-grained models, and free energies. Pratie shows that the same oarse-grainingparadigm is used to simulate atual oarse-grained dynamis at �nite temperature. We willnot go in this diretion as the physial relevane of the latter approah is unlear to us.In order to approximate the free energy (7), state-of-the-art �nite temperature methodsperform a Taylor expansion of the position of the eliminated atoms uc. In this Taylorexpansion, a linear interpolation and a harmoni approximation of the positions of theatoms are suessively performed. More preisely, given the positions ur of the repatoms, theaverage positions uc(ur) of the eliminated atoms are �rst determined by linear interpolationbetween two (or more) adjaent repatoms. Then it is postulated that

uc = uc(ur) + ξcwhere the perturbation ξc is small. The energy is then alulated from a Taylor expansiontrunated at seond order:
Eµ(ur, uc) = Eµ(ur, uc(ur) + ξc)

≈ Eµ(ur, uc(ur)) +
∂Eµ

∂uc

(ur, uc(ur)) · ξc +
1

2
ξc ·

∂2Eµ

∂u2
c

· ξc =: Ẽ(ur, uc).It follows (we skip the details of the argument and refer to the bibliography pointed outabove for further details) that ECG(ur) is approximated by
EQCM(ur) = − 1

β
ln

∫

R3Nc

exp(−βẼ(ur, uc)) duc, (11)whih is analytially omputable. Without suh simplifying assumptions, the atual ompu-tation of ECG for pratial values of Nr and Nc seems undoable. The approah has provene�ient. Reportedly, it satisfatorily treats three-dimensional problems of large size. How-ever, from the mathematial standpoint, it is an open question to evaluate the impat ofthe above ouple of approximations (linear interpolation of the average positions, followedby harmoni expansion). The purpose of the present artile is to present an approah that,in simple ases and under spei� assumptions, also allows for a quantitative assessment ofthe validity and limits of the above ouple of approximations.RR n° 0123456789



6 X. Blan, C. Le Bris, F. Legoll, C. PatzOur approah is based on a thermodynami limit. It was �rst outlined in [38℄ for thespeial ase of harmoni interations. The approah is exat in the limit of an in�nite num-ber of eliminated atoms, and therefore valid when this number Nc is large as ompared tothe number Nr of representative atoms that are kept expliit in the oarse-grained model.This regime, after all, is the regime that all e�etive oarse-graining strategies should tar-get, although, in pratie, Nc is seemingly muh smaller than ideally, and even sometimesof the same order of magnitude as Nr. In short, the onsideration of the asymptoti limit
Nc → +∞ makes tratable a omputation whih is not tratable for �nite Nc (unless sim-pli�ations, as those mentioned above, are performed). We do not laim for originality inour theoretial onsiderations on the thermodynami limit of the free energy of atomistisystems. We provide them here for onsisteny. However, our spei� use of suh theoret-ial onsiderations as a omputational strategy for approximating oarse-grained ensembleaverages in omputational materials siene seems, to the best of our knowledge, new. Wewere not able to �nd any omparable endeavour in the existing literature we have aess to.Let us onlude this introdution by brie�y desribing our approah. Assume for sim-pliity that there is only one repatom: Nr = 1. Our idea to ompute 〈A〉 in (6) is to hangevariables, that is introdue y = (y1, . . . , yN) = Φ(u), and reast (6) as

〈A〉 =

∫

R3N

A

(
1

N

N∑

i=1

yi

)
ν(y) dyfor some probability density ν(y) (see equation (17) below for an expliit example). Wenext reognize 〈A〉 as the expetation value E

[
A

(
1

N

N∑

i=1

Yi

)]
, where Y = (Y1, . . . , YN )are random variables distributed aording to the probability ν. A Law of Large Numbersprovides the limit of 〈A〉 when N → +∞ (whih orresponds to Nc → +∞, sine Nr = 1).The rate of onvergene may also be evaluated using the Central Limit Theorem.The above approah bypasses the alulation of the free energy ECG to ompute theensemble average (8). But it is also interesting to try and evaluate ECG in the same regime,in order to, again, both provide an e�ient numerial approah and assess the validity ofommonly used simplifying approahes. First, it is to be remarked that ECG sales linearlywith the number Nc of eliminated atoms. The relevant quantity is hene the free energy perpartile

F∞(ur) := lim
Nc→+∞

1

Nc

ECG(ur). (12)This energy is related to the oarse-grained onstitutive law of the material at �nite temper-ature (see [17, 36℄ for related approahes). Even if F∞ is a good approximation of ECG/Ncfor large Nc, it an be seen that NcF∞ is not neessarily a good approximation of ECG. Itis not lear to us how to use the probability measure Z−1
Nc

exp(−βNcF∞) to ompute in ane�ient manner an approximation of the average 〈A〉 (see Remark 6 below).We develop our approah in the one-dimensional setting, for simple ases of pair inter-ations. We �rst onsider nearest neighbour (NN) interations. In this ase, we develop aINRIA



Finite-temperature oarse-graining of one-dimensional models 7omputational strategy to approximate ensemble averages (see Setion 2.1), and we nextaddress the omputations of free energies (see Setion 2.2). Numerial onsiderations areolleted in Setion 2.3.We next turn to next-to-nearest neighbour interations, traditionally abbreviated asNNN. For this model, we fous on the omputation of ensemble averages (see Setion 3.1).As explained in Setion 3.2, more ompliated types of interation potentials and "essentiallyone-dimensional systems" (inluding polymer hains) may be treated likewise, although wedo not pursue in this diretion.A similar interpretation of ensemble averages as the one presented here, using a Markovhain formalism, should lead to an analogous strategy for two-dimensional systems. Somepreliminary developments, not inluded in the present artile, already on�rm this. However,de�nite onlusions are yet to be obtained, both on the formal validity of the approah andon the best possible numerial e�ieny aomplished. The fat that the two-dimensionalase is muh more di�ult than the one-dimensional ase is orroborated by the literatureon this subjet: only very simple ases, suh as spin systems, or harmoni interations (withzero equilibrium length) are known to have expliit solutions in this ontext (see the reviews[5, 39℄). We therefore prefer to postpone onsiderations on the two-dimensional situationuntil a future publiation [11℄.2 The nearest neighbour (NN) aseAs mentioned in the introdution, our approah is based on the asymptoti limit N −→ +∞.We therefore �rst resale the problem with the interatomi distane h, suh thatNh = L = 1.The atomisti energy (2) in the resaled NN ase writes
Eµ

(
u1, . . . , uN

)
=

N∑

i=1

W

(
ui − ui−1

h

)
. (13)We now impose u0 = 0 to avoid translation invariane, and onsider that only atoms 0 and

N are repatoms, while all the other atoms i = 1, . . . , N − 1 are eliminated in the oarse-graining proedure (see Figure 1). Our argument an be straightforwardly adapted to treatthe ase of Nr ≫ 2 repatoms (see Figure 2). See the end of Setion 2.1 for this.
L

0 NFigure 1: We isolate a segment between two onseutive repatoms (in red). All atomsin-between (in blue) are eliminated in the oarse-graining proedure.
RR n° 0123456789



8 X. Blan, C. Le Bris, F. Legoll, C. Patz
0 NFigure 2: The repatoms (in red) are expliitly treated, all other atoms (in blue) beingeliminated in the CG proedure.In this simple situation, the average (6) reads

〈A〉N = Z−1

∫

RN

A
(
uN
)
exp

(
−β

N∑

i=1

W

(
ui − ui−1

h

))
du1 . . . duN , (14)where we have expliitly mentioned the dependene of 〈A〉 upon N using a subsript. Weintrodue

yi :=
ui − ui−1

h
, i = 1, . . . , N, (15)and next remark that

uN = h

N∑

i=1

yi =
1

N

N∑

i=1

yi. (16)The average rewrites as
〈A〉N = Z−1

∫

RN

A

(
1

N

N∑

i=1

yi

)
exp

(
−β

N∑

i=1

W (yi)

)
dy1 . . . dyN , (17)where now Z =

∫

RN

exp

(
−β

N∑

i=1

W (yi)

)
dy1 . . . dyN .Remark 2 In (14), we let the variables ui vary on the whole real line. We do not onstrainthem to obey ui−1 ≤ ui, whih enodes the fat that nearest neighbours remain nearestneighbours. The argument provided here and below arries through when this onstraint isaounted for, basially replaing the interation potential W by

Wc(y) =

{
W (y) when y ≥ 0
+∞ otherwise. (18)Likewise, we ould also impose that all the ui stay in a given marosopi segment. If theyare ordered inreasingly, it su�es to impose this onstraint on u0 and uN . This is again asimple modi�ation of our argument.

INRIA



Finite-temperature oarse-graining of one-dimensional models 92.1 Limit of the averageIt is evident on the expression (17) that
〈A〉N = E

[
A

(
1

N

N∑

i=1

Yi

)]for independent identially distributed (i.i.d.) random variables Yi, sharing the ommon law
z−1 exp(−βW (y))dy, with z =

∫

R

exp(−βW (y))dy. A simple omputation thus givesTheorem 1 Assume that A : R −→ R is ontinuous, that for some p ≥ 1, there exists aonstant C > 0 suh that
∀y ∈ R, |A(y)| ≤ C(1 + |y|p), (19)and that ∫

R

(1 + |y|p) exp (−βW (y)) dy < +∞. (20)Then,
lim

N→+∞
〈A〉N = A(y∗), where y∗ := z−1

∫

R

y exp(−βW (y)) dy, (21)with z =

∫

R

exp(−βW (y)) dy. In addition, if A is C2 and if (19)-(20) hold with p = 2, then
〈A〉N = 〈A〉approx,1

N + o

(
1

N

)
, (22)with

〈A〉approx,1
N := A(y∗) +

σ2

2N
A′′(y∗), where σ2 = z−1

∫

R

(y − y∗)2 exp(−βW (y)) dy. (23)The proof of (21) is a diret appliation of the Law of Large Numbers, and that of (22) isan appliation of the Central Limit Theorem. We skip them. The following onsiderations,for more regular observables A, indeed ontain the ingredients for proving (21)-(22), simplyby trunating the expansion at �rst order.Note that if A is more regular than stated in Theorem 1, then it is of ourse possibleto proeed further in the expansion of 〈A〉N in powers of 1/N . Indeed, assume for instane
RR n° 0123456789



10 X. Blan, C. Le Bris, F. Legoll, C. Patzthat A is C6, that A(6) is globally bounded and that (19)-(20) hold with p = 6. Then
A

(
1

N

N∑

i=1

Yi

)
= A

(
y∗ +

1

N

N∑

i=1

Di

)
,

= A(y∗) +A′(y∗)
1

N

N∑

i=1

Di +
1

2
A′′(y∗)

(
1

N

N∑

i=1

Di

)2

+
1

6
A(3)(y∗)

(
1

N

N∑

i=1

Di

)3

+
1

24
A(4)(y∗)

(
1

N

N∑

i=1

Di

)4

+
1

5!
A(5)(y∗)

(
1

N

N∑

i=1

Di

)5

+
1

6!
A(6)(ξ)

(
1

N

N∑

i=1

Di

)6

,where Di = Yi − y∗ and ξ lies between y∗ and (1/N)
∑
Yi. We now take the expetationvalue of this equality. Let us introdue

〈A〉approx,2
N := A(y∗) +

1

2
A′′(y∗)

1

N
E
(
D2

1

)
+

1

6
A(3)(y∗)

1

N2
E
(
D3

1

)

+
1

24
A(4)(y∗)

(
1

N3
E
(
D4

1

)
+
N − 1

N3

(
E(D2

1)
)2
)

+
1

5!
A(5)(y∗)

(
1

N4
E
(
D5

1

)
+
N − 1

N4
E(D2

1)E(D3
1)

)
. (24)Then

∣∣∣〈A〉N − 〈A〉approx,2
N

∣∣∣ ≤ 1

6!
‖A(6)‖L∞ E




(

1

N

N∑

i=1

Di

)6


 . (25)We now use the fat that any i.i.d. variables Di with mean value 0 satisfy the followingbounds:
∀p ∈ N, ∃Cp > 0,

∣∣∣∣∣E
[(

1

N

N∑

i=1

Di

)p]∣∣∣∣∣ ≤






Cp

N
p
2

if p is even;
Cp

N
p+1

2

if p is odd. (26)This is proved by developping the power p of the sum, and then using the fat that thevariables are i.i.d and have mean value zero. We hene infer from (24), (25) and (26) that
〈A〉N = A(y∗) +

σ2

2N
A′′(y∗) +

1

N2

(
a3

6
A(3)(y∗) +

σ4

24
A(4)(y∗)

)
+O

(
1

N3

)
, (27)where σ is de�ned by (23) and

a3 = z−1

∫

R

(y − y∗)3 exp (−βW (y)) dy. INRIA



Finite-temperature oarse-graining of one-dimensional models 11More generally, it is possible to expand 〈A〉N at any order in 1/N , provided that A issu�iently smooth and exp(−βW ) su�iently small at in�nity. In view of the bounds (26),we an see that using a Taylor expansion of order 2p around y∗ for A gives an expansion of
〈A〉N of order p.The pratial onsequene of Theorem 1 is that, for omputational purposes, we maytake the approximation

〈A〉N ≈ A

(
z−1

∫

R

uN exp(−βW (uN )) duN

)
. (28)As pointed out above, it is possible to improve this approximation if neessary by expandingfurther in powers of 1/N .We onlude this setion by showing that our onsideration of a single "segment" arriesthrough to the ase when there are 3 repatoms, of respetive index 0, M1 and M1 + M2,with M1h = L1, M2h = L2, Nh = L = 1 (see Figure 3). The average to ompute writes

〈A〉N = Z−1

∫

RN

A
(
uM1 , uM1+M2

)
exp

(
−β

N∑

i=1

W

(
ui − ui−1

h

))
du1 . . . duN .In the regime h→ 0, N,M1,M2 → +∞ withM1/N andM2/N �xed, we have, using similararguments,

lim
N→+∞

〈A〉N = A(L1y
∗, L2y

∗).The generalization to Nr > 3 repatoms, in the appropriate asymptoti regime, easily follows.
L1 L2

0 NM1+M2M1Figure 3: When onsidering two onseutive segments -or more-, the argument may bereadily adapted. See the text.Remark 3 (The small temperature limit) It is interesting here to onsider the smalltemperature limit of the above expansion, that is, the limit β → +∞. In suh a ase, usingthe Laplae method (see [6℄), it is possible to ompute the limit of the various terms thatappear in the expansion of 〈A〉N (see (27)). We give as an example the �rst and the seondterms:
A(y∗) = A(a) +O

(
1

β

)
,

σ2

2
A′′(y∗) =

1

β

A′′(a)

W ′′(a)
+O

(
1

β2

)
,

RR n° 0123456789



12 X. Blan, C. Le Bris, F. Legoll, C. Patzwhere a is the point where W attains its minimum (in this remark, we assume for simpliitythat W attains its minimum at a unique point). It is possible to reover these terms by ex-panding the energy Eµ around the equilibrium on�guration orresponding to yi = a. Indeed,if we assume that W (y) = W ′′(a) (y − a)2/2 in (14), then a simple expliit omputationgives
〈A〉N = A(a) +

1

2NβW ′′(a)
A′′(a) +O

(
1

β2N2

)
.Hene, expanding the �rst terms of (23) in powers of 1/β for large β gives an expansionthat agrees with that obtained using a harmoni approximation of the energy. This providesa quantitative evaluation of the latter approah in this asymptoti regime.2.2 Limit of the free energyWe now look for a more demanding result. For larity, let us return to the general oarse-grained average (8), whih of ourse equals (14) and (17) in our simple NN ase. Instead ofsearhing for the limit of the average 〈A〉 for large Nc, we now look for the limit of the freeenergy per partile (see (7) and (12)).In the present setion, ur is in fat equal to uN (the right end atom) sine u0 = 0,although a repatom, is �xed to avoid translation invariane. Thus we wish to identify thebehaviour for N large of

ECG

(
uN
)

= − 1

β
ln

[∫

RN−1

exp
(
−βEµ

(
u1, . . . , uN

))
du1 . . . uN−1

]
. (29)Note that ECG is the free energy orresponding to integrating out N − 1 variables. FromThermodynamis, it is expeted that ECG sales linearly with N . This is on�rmed by theonsideration of an harmoni potential W (x) =

k

2
(x− a)2, for whih

ECG

(
uN
)

=
kN

2

(
uN − a

)2
+ C(N, β, k),where C(N, β, k) =

1

β

(
N − 1

2

)
lnN − N − 1

2β
ln

(
2π

βk

) does not depend on uN (see thedetails in [38℄). Therefore, we introdue the free energy per partile
FN (x) :=

1

N
ECG(x),so that

〈A〉N = Z−1
r

∫

R

A
(
uN
)
exp

(
−βNFN

(
uN
))
duN . (30)The limit behaviour of FN is provided by the Large Deviations Priniple. This laim ismade preise in the following theorem.

INRIA



Finite-temperature oarse-graining of one-dimensional models 13Theorem 2 Assume the potential W satis�es
∀ξ ∈ R,

∫

R

exp (ξy − βW (y)) dy < +∞, (31)and exp(−βW ) ∈ H1(R \ {0}). Then the limit behaviour of FN is given by the followingLegendre transform:
lim

N→+∞

(
FN (x) +

1

β
ln

z

N

)
= F∞(x) (32)with

F∞(x) :=
1

β
sup

ξ

(
ξx− ln

[
z−1

∫

R

exp(ξy − βW (y)) dy

]) (33)and z =

∫

R

exp(−βW (y)) dy.Remark 4 The assumption exp(−βW ) ∈ H1(R \ {0}) allows for W to be pieewise on-tinuous, with disontinuity at the origin. This in partiular allows to deal with the type ofpotentials mentioned in Remark 2.Proof: Let us �rst rewrite the free energy FN (x) as follows:
FN (x) = − 1

βN
ln

[∫

RN−1

exp

(
−β

N−1∑

i=1

W

(
ui − ui−1

h

)

−βW
(
x− uN−1

h

))
du1 . . . duN−1

]

= −N − 1

βN
lnh− 1

βN
ln

[∫

RN−1

exp

(
−βW

(
Nx−

N−1∑

i=1

yi

)

−β
N−1∑

i=1

W (yi)

)
dy1 . . . dyN−1

]

= − 1

β
lnh− 1

β
ln z − 1

βN
lnµN (x),where µN is the law of the random variable (1/N)

∑N
i=1 Yi, and Yi is a sequene of i.i.d.random variables with law µ = z−1 exp(−βW (y)). Atually, we have

µN (x) = N µ∗N (Nx) ,where µ∗N denotes the (N − 1)-fold onvolution produt of µ (µ∗2 = µ ∗ µ).The sequene of measures µN satis�es a large deviations property (see for instane [23,24, 25, 46℄). We are going to use it in order to ompute the limit of 1
N

lnµN .We �rst prove aRR n° 0123456789



14 X. Blan, C. Le Bris, F. Legoll, C. Patzlower bound, whih is a simple onsequene of the results of [46℄. The upper bound is moreinvolved: we need to reprodue the orresponding proof of [46℄, and use a re�ned version ofthe Central Limit Theorem [32℄.We introdue the funtion
GN (x) = − 1

βN
lnµN (x), (34)whih satis�es, in view of the above omputation,

FN (x) = − 1

β
ln

z

N
+GN (x). (35)First step: lower bound. We write

µN+1(x) = (N + 1)

∫

R

µ(N(x− t) + x)µN (t) dt. (36)Let us de�ne
JN (t) = − 1

N
lnµ (N(x− t) + x) .This funtion learly satis�es the following onvergene:

lim inf
u→t,N→+∞

JN (u) = J∞(t) :=

{
+∞ if t 6= x,

0 if t = x.Hene, we may apply Theorem 2.3 of [46℄, whih implies that
lim inf
N→+∞

(
− 1

N
ln

∫

R

exp (−NJN (t))µN (t)dt

)
≥ inf

t∈R

(J∞(t) + βF∞(t)) = βF∞(x). (37)Sine the left-hand side of (37) is equal to β(N + 1)

N
GN+1(x) +

ln(N + 1)

N
, we infer

lim inf
N→+∞

GN (x) ≥ F∞(x). (38)Seond step: upper bound. We now aim at bounding GN from above. We reall that thefuntion we maximize in (33) is onave, so there exists a unique ξx ∈ R suh that
F∞(x) =

1

β

(
ξxx− ln

[
z−1

∫

R

exp (ξxy − βW (y)) dy

])
.The Euler-Lagrange equation of the maximization problem also implies

x =

∫

R

y exp (ξxy − βW (y)) dy
∫

R

exp (ξxy − βW (y)) dy

. (39)INRIA



Finite-temperature oarse-graining of one-dimensional models 15We introdue the notations
µ̃(t) =

exp(ξxt− βW (t))∫

R

exp(ξxt− βW (t)) dt

and M(ξ) = z−1

∫

R

exp(ξt− βW (t)) dt,and ompute
µN (x) = N

∫

RN−1

µ

(
Nx−

N−1∑

i=1

yi

)
µ(y1) . . . µ(yN−1) dy1 . . . dyN−1

= N M(ξx)N−1

∫

RN−1

µ

(
Nx−

N−1∑

i=1

yi

)
exp

(
−ξx

N−1∑

i=1

yi

)

×µ̃(y1) . . . µ̃(yN−1) dy1 . . . dyN−1

≥ N M(ξx)N−1

∫

|Nx−
P

yi|≤δ

µ

(
Nx−

N−1∑

i=1

yi

)

× exp

(
−ξx

N−1∑

i=1

yi

)
µ̃(y1) . . . µ̃(yN−1) dy1 . . . dyN−1

≥ N M(ξx)N−1

(
inf

[−δ,δ]
µ

)
exp(−ξxNx− |ξx|δ)

×
∫

|Nx−
P

yi|≤δ

µ̃(y1) . . . µ̃(yN−1) dy1 . . . dyN−1.Hene,
GN (x) ≤ − 1

βN
lnN − N − 1

βN
ln(M(ξx)) +

ξxx

β
+ |ξx|

δ

βN
− 1

βN
ln

(
inf

[−δ,δ]
µ

)

− 1

βN
ln P

(∣∣∣∣∣
1

N

N−1∑

i=1

Yi − x

∣∣∣∣∣ ≤
δ

N

)
, (40)where the random variables Yi are i.i.d. of law µ̃. The equation (39) implies that E(Yi) =

x. Aording to the hypotheses on W , we have µ̃ ∈ H1 (R \ {0}) , hene we may applyTheorem 5.1 of [32℄. It implies that the law θN of the variable( N∑

i=1

Yi −Nx

)
/
√
N onvergesin H1(R) to some normal law. In partiular, we have onvergene in L∞, hene

P

(∣∣∣∣∣
1

N

N−1∑

i=1

Yi − x

∣∣∣∣∣ ≤
δ

N

)
=

∫ x+δ
√

N−1

x−δ
√

N−1

θN−1(t)dt ≥
2γδ√
N − 1

,
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16 X. Blan, C. Le Bris, F. Legoll, C. Patzfor N large enough, where γ > 0 does not depend on N . Inserting this inequality into (40),we �nd
GN (x) ≤ − 1

βN
lnN − N − 1

βN
ln(M(ξx)) +

ξxx

β
+ |ξx|

δ

βN
− 1

βN
ln

(
inf

[−δ,δ]
µ

)

− 1

βN
ln

(
2γδ√
N − 1

)
. (41)Hene,

lim sup
N→+∞

GN (x) ≤ − 1

β
ln(M(ξx)) +

ξxx

β
,whih implies, aording to the de�nition of M and ξx, that

lim sup
N→+∞

GN (x) ≤ F∞(x). (42)Estimates (38) and (42) imply lim
N→+∞

GN (x) = F∞(x). In view of (35), this implies (32). ♦Remark 5 (The small temperature limit) As in Remark 3, it is possible to omputethe expansion of F∞(x) as β → +∞. Using the Laplae method, and assuming that W isonvex, one �nds that
F∞(x) = W (x) +

1

2β
lnW ′′(x) +O

(
1

β2

)
.Let us now onsider another strategy to �nd an approximation of FN . In the spirit of theQuasiContinuum Method, we expand Eµ(u1, . . . , uN) around the equilibrium on�guration

ui = iuN/N , for a given uN . More preisely, we set ui = ui + ξi, assume that ξi is small,and expand the energy at seond order with respet to ξi, as explained in the Introdution(see (11)). We next insert this approximated energy Ẽ in (29). Due to the harmoniapproximation, the resulting oarse-grained energy, that we denote EQCM, is analytiallyomputable and writes
EQCM(x) = NW (x) +

N − 1

2β
lnW ′′(x) +

N − 1

2β
ln

β

2π
+

1

2β
lnN. (43)Hene,

FQCM(x) := lim
N→+∞

1

N
EQCM(x) = W (x) +

1

2β
lnW ′′(x) +

1

2β
ln

β

2π
. (44)Thus, up to a onstant, FQCM(x) orresponds to the �rst-order approximation (in powers of

1/β) of F∞(x).Slightly improving the proof of Theorem 2 above, it is also possible to prove the on-vergene of the derivative of the free energy, a quantity whih is indeed pratially relevant(e.g. for the simulation of (10)): INRIA



Finite-temperature oarse-graining of one-dimensional models 17Corollary 1 Assume that the hypotheses of Theorem 2 are satis�ed. Then, we have
FN (x) +

1

β
ln
( z
N

)
−→ F∞(x) in Lp

loc, ∀p ∈ [1,+∞). (45)In partiular, this implies that F ′
N onverges to F ′

∞ in W−1,p
loc .Proof: Aording to Theorem 2, we already know the pointwise onvergene of GN (x) =

FN (x)+ β−1 ln(z/N). We therefore only need to prove that GN is bounded in L∞
loc to proveour laim.Lower bound: We go bak to (36), and point out that µ ≤ 1/z. Hene,

µN+1(x) ≤
N + 1

z

∫

R

µN =
N + 1

z
,whih implies, using (34), that

GN+1(x) ≥ − 1

β(N + 1)
ln
N + 1

z
,whih is bounded from below independently of N .Upper bound: We return to (41), and notie that aording to the de�nition of ξx, thefuntion x 7→ ξx is ontinuous. In addition, the onstant γ in (41) is a ontinuous funtionof ξx. Therefore, (41) provides an upper bound on GN .As a onlusion, GN is bounded in L∞

loc, whih allows to onlude. ♦Remark 6 Considering the above theoretial results, it ould be tempting to approah theaverage (30), that is,
〈A〉N = Z−1

r

∫

R

A
(
uN
)
exp

(
−βNFN

(
uN
))
duN ,by

Z−1
∞

∫

R

A
(
uN
)
exp

(
−βNF∞

(
uN
))
duN . (46)Note that FN has been replaed by F∞ in the exponential fator. This strategy is not e�ientsine this approximation does not provide the expansion (22)-(23) of 〈A〉N in powers of

1/N . Indeed, it is possible to use the Laplae method to ompute the expansion of (46) as
N → +∞. It reads

A(y∗) +
1

2N

(
σ2A′′(y∗) +

d3

σ2
A′(y∗)

)
+ o

(
1

N

)
,where σ is de�ned by (23) and d3 = z−1

∫

R

(y − y∗)3 exp(−βW (y)) dy. This expansion o-inides with (22)-(23) only for the �rst term, that is A(y∗). The seond one di�ers, unless
d3 A

′(y∗) = 0.RR n° 0123456789



18 X. Blan, C. Le Bris, F. Legoll, C. PatzTo improve the approximation (46), one may use the preised large deviations priniple(see [16, Th. 3.7.4℄ or [4℄). In suh a ase, one replaes (46) by
Z−1
∞

∫

R

A
(
uN
)√

F ′′
∞ (uN) exp

(
−βNF∞

(
uN
))
duN . (47)This quantity is well-de�ned sine F∞ is a onvex funtion. Then it is seen that the expansionof (47) in powers of 1/N agrees with (22)-(23) up to the seond term. Note however thatusing (47) leads to a muh more expensive omputation than using (23).The above onvergene of the free energy FN is useful e.g. for the omputation of thefree energy of a hain of atoms with a presribed length. Indeed, in suh a ase, we impose

uN = ℓ,where ℓ is �xed, and aim at omputing the free energy FN as a funtion of ℓ, in the limit
N → +∞. We have

FN (ℓ) = − 1

βN
ln

[∫

RN−1

exp

(
−β

N∑

i=1

W

(
ui − ui−1

h

))
du1 . . . duN−1

]
,where uN = ℓ. The limit of FN is provided by Theorem 2.Another interest of the approah is to provide an approximation of F ′

N (ℓ), a quantityrelated to the onstitutive law of the material under onsideration, at the �nite temperature
1/β. Indeed, note that

F ′
N (ℓ) =

〈AN 〉N−1

〈BN 〉N−1
, (48)where 〈·〉N−1 is the average with respet to the Gibbs measure assoiated to the energy

N−1∑

i=1

W

(
ui − ui−1

h

), and the observables AN and BN are de�ned by
BN

(
u1, . . . , uN−1

)
= exp

(
−βW

(
N
(
ℓ− uN−1

)))
,

AN

(
u1, . . . , uN−1

)
= W ′

(
N
(
ℓ− uN−1

))
exp

(
−βW

(
N
(
ℓ− uN−1

)))
.Hene F ′

N (ℓ) an be interpreted as the average fore between atoms N − 1 and N , when thepositon of atom N is presribed at uN = ℓ. Corollary 1 provides the onvergene of F ′
N (ℓ)to F ′

∞(ℓ) in a weak norm.Remark 7 Note that, in (48), both observables AN and BN depend on N . Hene, theresults of Setion 2.1 (obtained using the Law of Large Numbers and not involving the LargeDeviations Priniple) do not apply to ompute the large N limit of 〈AN 〉N−1 and 〈BN 〉N−1.
INRIA



Finite-temperature oarse-graining of one-dimensional models 192.3 Numerial testsFor our numerial tests, we hoose the pair interation potential
W (x) =

1

2
(x − 1)4 +

1

2
x2 (49)shown on Figure 4. Note that W (x) grows fast enough to +∞ when |x| → +∞, suh thatassumptions (20) and (31) are satis�ed. Note also that we have made no assumption onthe onvexity of W in Theorems 1 and 2. We onsider here a onvex potential. At the endof this setion, we will onsider a non-onvex example (see (50)), and show that we obtainsimilar onlusions.

W (x)

x

2.521.510.50-0.5
6543210Figure 4: The potential W hosen for the tests.We �rst onsider the omputation of ensemble averages, and we again restrit ourselvesto the ase of two repatoms u0 = 0 and uN . This is just for simpliity and for the sake ofdemonstrating the feasibility and the interest of our approah. The ase of Nr repatoms maybe treated likewise. It is of ourse more omputationally demanding, although a�ordable.We hoose an observable A(x), and we ompare the following four quantities:(i) the exat average 〈A〉N de�ned by (14). Following (4)-(5), this quantity is omputedas the long-time average of A(uN (t)) along the full system dynamis

du = −∇uEµ(u) dt+
√

2/β dBt in R
N .This equation is numerially integrated with the forward Euler sheme, with a smalltime step. In pratie, we have simulated many independent realizations of this SDE,in order to ompute error bars for 〈A〉N .(ii) a QuasiContinuum type approximation of 〈A〉N , based on the 'interpolation + har-moni expansion' proedure outlined above. That is, we introdue EQCM de�ned by
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20 X. Blan, C. Le Bris, F. Legoll, C. Patz(43), and we approximate 〈A〉N by
〈A〉QCM

N :=

∫

R

A(x) exp [−βEQCM(x)] dx
∫

R

exp [−βEQCM(x)] dx

.(iii) a Law of Large Numbers (LLN) type approximation of 〈A〉N , whih onsists in ap-proximating 〈A〉N by A(y∗), following Theorem 1.(iv) a re�ned approximation, whih onsists in approximating 〈A〉N by 〈A〉approx,1
N de�nedby (23), following Theorem 1.Note that only one-dimensional integrals are needed for approximations (ii), (iii) and (iv).They an be omputed with a high auray.We plot on Figure 5 these four quantities, for inreasing values of N (the temperatureis �xed at 1/β = 1), for the observable A(x) = exp(x). On Figure 6, we ompare the samequantities, now as funtions of the temperature, for N = 100 and for N = 10. We here workwith A(x) = x2, for whih 〈A〉N = 〈A〉approx,1

N .
QCMre�ned LLNLLNexat

N

10080604020
2.32.22.121.9

re�ned LLNLLNexat
N

10080604020
1.951.941.931.921.911.9Figure 5: Convergene, as N inreases, of 〈A(uN )〉N (exat), of 〈A(uN )〉approx,1

N (re�nedLLN) and of 〈A(uN )〉QCM
N (QCM) and omparison to A(y∗) (LLN) (temperature 1/β = 1,observable A(x) = exp(x); we have performed omputations for N = 10, 25, 50 and 100; onthe right graph, we show error bars for 〈A(uN )〉N ).As expeted, the thermodynami limit strategies (iii) and (iv) better agree with the fullatom alulation, whatever the temperature, provided the number of eliminated atoms islarge (note that the strategy (iv) is very aurate even for the small value N = 10, atthe temperature 1/β = 1). Approximation (ii) is learly ine�etive for high temperatures.On the other hand, for a su�iently small temperature and a su�iently small number ofINRIA



Finite-temperature oarse-graining of one-dimensional models 21
QCMLLNexat

1/β

10.80.60.40.2
0.70.60.50.40.30.2

QCMLLNexat
1/β

10.80.60.40.2
0.70.60.50.40.30.2Figure 6: We plot 〈A(uN )〉N = 〈A(uN )〉approx,1

N (exat), 〈A(uN )〉QCM
N (QCM) and A(y∗)(LLN) as funtions of the temperature 1/β: on the left, N = 100; on the right, N = 10(observable A(x) = x2).eliminated atoms, this approximation is lose to the full atom result. However, even for thesmall values N = 10 and 1/β = 0.2, our asymptoti result 〈A(uN )〉approx,1

N = 1.6299 (for
A(x) = exp(x)) is loser to the exat result 〈A(uN )〉N = 1.6303 ± 0.0008 than the QCMresult 〈A(uN )〉QCM

N = 1.6469.Remark 8 As in Remark 2, we emphasize that the omputations reported on here do notaount for the onstraints on the positions of atoms. Analogous omputations, that aountfor onstraints, may be performed. They provide similar onlusions, as an be seen onFigure 7, whih is very similar to Figure 6.We now onsider the omputation of free energies, more preisely, of the derivatives offree energies. The full atom value F ′
N (x) is omputed as a ratio of ensemble averages (see(48)). We ompare this quantity with(i) its large N limit F ′

∞(x), where F∞ is de�ned by (33), on the one hand,(ii) and, on the other hand, its QuasiContinuum type approximation F ′
QCM(x), where

FQCM is de�ned by (44). It reads
F ′

QCM(x) = W ′(x) +
1

2β

W ′′′(x)

W ′′(x)
.We brie�y detail how we ompute F ′

∞(x). Let ξx be the unique real number at whih thesupremum in (33) is attained. We have
F ′
∞(x) =

ξx
β
.

RR n° 0123456789



22 X. Blan, C. Le Bris, F. Legoll, C. Patz
QCMLLNexat

1/β

10.80.60.40.2
0.70.60.50.40.30.2Figure 7: We plot 〈A(uN )〉N = 〈A(uN )〉approx,1

N (exat), 〈A(uN )〉QCM
N (QCM) and A(y∗)(LLN) as funtions of the temperature 1/β (N = 100, observable A(x) = x2). The potentialenergy is of type (18): it is equal to W (x) de�ned by (49) if x > 0, and +∞ otherwise.The Euler-Lagrange equation solved by ξx is (39), that we reast as

z−1

∫

R

(x − y) exp(ξxy) exp(−βW (y)) dy = 0.Let us introdue G(y, ξ) = (x−y) exp(ξy). We hene look for ξx suh that Eµ [G(y, ξx)] = 0,where the random variable y is distributed aording to the probability measure µ(y) =
z−1 exp(−βW (y)). The Robbins-Monroe algorithm [28℄ an be used to ompute ξx, hene
F ′
∞(x).We �rst study the onvergene of F ′

N (x) to F ′
∞(x) asN inreases, for a �xed hain length

x = 1.4 and a �xed temperature 1/β = 1. Results are shown on Figure 8. We indeed observethat F ′
N (x) → F ′

∞(x) when N → +∞.We now ompare the two approximations (i) and (ii) of F ′
N (x), for N = 100 and 1/β = 1.Results are shown on Figure 9. We observe that F ′

∞(x) is a very good approximation of
F ′

N (x). As expeted, the temperature is too high for the harmoni approximation to providean aurate approximation of F ′
N (x).On Figure 10, we plot F ′

∞(x) for several temperatures, as well as its zero temperaturelimit, whih is W ′(x) (see Remark 5).Up to here, we have used the onvex potential (49). For the sake of ompleteness, wenow brie�y onsider the ase of a non-onvex potential W . We hoose the toy-model
W (x) = (x2 − 1)2, (50)whih orresponds to a double-well potential. On Figure 11, we plot F ′

∞(x) for severaltemperatures, for this double-well potential. Although we have not yet ompared theseINRIA



Finite-temperature oarse-graining of one-dimensional models 23

F ′
N (x = 1.4)

F ′
∞(x = 1.4)

N

5040302010
2.152.142.132.122.112.1Figure 8: Convergene of F ′
N (x) (shown with error bars) to F ′

∞(x) as N inreases (temper-ature 1/β = 1, �xed hain length x = 1.4).

F ′
∞(x)
F ′

N (x)
F ′

QCM(x)

x

1.61.41.210.80.60.4
32.521.510.50-0.5-1-1.5Figure 9: We plot F ′

N (x), F ′
∞(x) and F ′

QCM(x), for the temperature 1/β = 1 and N = 100.
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24 X. Blan, C. Le Bris, F. Legoll, C. Patz
F ′
∞(x), 1/β = 1

F ′
∞(x), 1/β = 0.5

W ′(x)

x

1.41.210.80.60.4
2.521.510.50-0.5-1Figure 10: F ′

∞(x) for di�erent temperatures.oarse-grained omputations with the full atom omputations, the numerial results reportedhere are onsistent with the small temperature limit lim
T→0

F ′
∞(x) = (W ∗)′(x), where W ∗ isthe onvex envelop of W .

F ′
∞(x), 1/β = 0.5
F ′
∞(x), 1/β = 1

(W ∗)′(x)
W ′(x)

x

1.510.50-0.5-1-1.5
6420-2-4-6-8Figure 11: F ′

∞(x) for di�erent temperatures, in the ase of the double-well potential (50).3 The NNN ase and some extensionsIn this Setion, we �rst onsider the ase of a NNN interating system. The analysis isdetailed in Setion 3.1. In Setion 3.2, we point out some possible extensions, �rst the
INRIA



Finite-temperature oarse-graining of one-dimensional models 25NNNN ase (still for one-dimensional systems) and seond the ase of linear polymer hains,where atoms sample the physial spae R
3.3.1 The next-to-nearest neighbour (NNN) aseWe now onsider the next-to-nearest neighbour ase. It turns out that, for the omputationof ensemble averages as well as for other questions, this ase is signi�antly more intriatethan the NN ase. Our strategy, based on the Law of Large Numbers, will be similar to thatused for the NN ase, but the objet manipulated are not independent random variables anylonger. Markov hains are the right notion formalizing the situation mathematially.We begin by introduing the resaled atomisti energy, similarly to (13):

Eµ

(
u1, . . . , uN

)
=

N∑

i=1

W1

(
ui − ui−1

h

)
+

N−1∑

i=1

W2

(
ui+1 − ui−1

h

)
. (51)As above, we introdue the hange of variables (15), replaing (ui − ui−1)/h by the inter-atomi distanes yi. Reall from (16) that uN =

1

N

N∑

i=1

yi. The ensemble average 〈A〉N ofan observable that depends only on the right-end atom therefore writes
〈A〉N = Z−1

∫

RN

A
(
uN
)
exp

(
−βEµ

(
u1, . . . , uN

))
du1 . . . duN

= Z−1

∫

RN

A

(
1

N

N∑

i=1

yi

)
e−β

P

i
W1(yi) e−β

P

i
W2(yi+yi+1) dy1 . . . dyN . (52)The key ingredient is now to see the above expression, asN goes to in�nity, as an asymptotisfor a disrete-time Markov hain. The asymptotis of Markov hains being a mathematialproblem muh more involved than that of i.i.d. sequenes, we restrit ourselves to theomputation of the average of an observable. The asymptoti behaviour of the free energymay be studied, applying a Large Deviations Priniple for Markov hains (see for instane[26, Th. IV.3℄). We will not pursue in this diretion.Setion 3.1.1 deals with the ase of two repatoms (namely u0 = 0 and uN ), while Se-tion 3.1.2 indiate the hanges in order to deal with more than two repatoms. Numerialresults will be reported in Setion 3.1.3.3.1.1 Limit of the average, the ase of two repatomsIn order to ompute lim

N→+∞
〈A〉N , we introdue the notation

f(x, y) := exp(−βW2(x+ y)) exp(−βW1(y)).

RR n° 0123456789



26 X. Blan, C. Le Bris, F. Legoll, C. PatzEquation (52) rewrites
〈A〉N = Z−1

∫

RN

A

(
1

N

N∑

i=1

yi

)
e−βW1(y1) f(y1, y2) . . . f(yN−1, yN) dy1 . . . dyN . (53)Our method onsists in onsidering the sequene of variables (y1, . . . , yN ) in (53) as a real-ization of a Markov hain with kernel f(·, ·). However, the slight tehnial di�ulty at thisstage is that the kernel f is not normalized, sine in general

∫

R

f(y1, y2) dy2 =

∫

R

exp(−βW2(y1 + y2)) exp(−βW1(y2)) dy2 6= 1.A standard trik of Probability theory allows to irumvent this di�ulty. Introdue
f̄(x, y) := exp

[
−βW2(x+ y) − β

2
W1(x) −

β

2
W1(y)

]
.Note that f̄ is a symmetri funtion (whereas f is not), hene the operator

Pφ(y) =

∫

R

f̄(y, z)φ(z) dz (54)is self-adjoint on L2(R). Consider then
ψ1 := argmax{∫

R2

ψ(y) ψ(z) f̄(y, z) dy dz;

∫

R

ψ2(y) dy = 1

}
, (55)and set

λ =

∫

R2

ψ1(y) ψ1(z)f̄(y, z) dy dz. (56)Using standard tools of spetral theory of self-adjoint ompat operators, it is possible toprove that the eigenvalue λ and the eigenvetor ψ1 exist, and that, up to hanging ψ1 into
−ψ1, they are unique. In addition, one an hoose ψ1 suh that ψ1 > 0. They satisfy

λψ1(y) =

∫

R

f̄(y, z)ψ1(z) dz.We now de�ne
g(y, z) :=

ψ1(z)

λψ1(y)
f̄(y, z). (57)By onstrution, ∫

R

g(y, z) dz = 1,

∫

R

ψ2
1(y) g(y, z) dy = ψ2

1(z).

INRIA



Finite-temperature oarse-graining of one-dimensional models 27The average (53) now reads
〈A〉N = Z−1

∫

RN

A

(
1

N

N∑

i=1

yi

)
ψ1(y1)e

− β
2

W1(y1) g(y1, y2) . . . g(yN−1, yN )

e−
β
2

W1(yN )

ψ1(yN )
dy,where (y1, . . . , yN ) may now be seen as a realization of a normalized Markov hain of kernel

g, with invariant probability measure ψ2
1 . We assume that f deays fast enough at in�nity(whih ensures for instane that (55) is well-posed) and that it is positive. This latterassumption ensures that the Markov hain satis�es the following aessibility ondition: forall x ∈ R, and for all measurable set B ⊂ R of positive Lebesgue measure, we have

∫

B

g(x, y) dy > 0.Under this property, ombined with the existene of an invariant probability measure, it isknown (see [33, Th. 17.1.7℄) that the Markov hain satis�es a Law of Large Numbers withrespet to the measure ψ2
1 . We now state a diret orollary of this general result that appliesto our ontext.Theorem 3 Assume that A is ontinuous, and satis�es the following onditions:

∃p ≥ 0, ∃C > 0, ∀x ∈ R, |A(x)| ≤ C(1 + |x|p).Under the assumptions that W1,W2 ∈ L1
loc(R) are bounded from below, that e−βW1 , e−βW2 ∈

W 1,1
loc (R) and that

∀q ≥ 0,

∫

R

|x|qe−βW1(x)dx < +∞ and ∫

R

|x|qe−βW2(x)dx < +∞, (58)the ergodi theorem for Markov hains [33℄ yields
lim

N→+∞
〈A〉N = A(y∗)where

y∗ :=

∫

R

y ψ2
1(y) dy.Remark 9 Note that, for the result to hold true, (58) is not needed. The existene of themoment of order p is su�ient. However, assumption (58) will be useful for Theorem 4below.
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28 X. Blan, C. Le Bris, F. Legoll, C. PatzRemark 10 It might sound a little strange that ψ1 is the eigenvetor of the transitionoperator P de�ned by (54), whereas the invariant measure of the hain is ψ2
1. This isexplained by the following fat: the expetation value of yi is equal to

E(yi) =

∫

R

x (P iϕ0)(x)
(
PN−iϕ1

)
(x) dx,for some initial laws ϕ0 and ϕ1. Hene, if 1 ≪ i≪ N , then P iϕ0 and PN−iϕ1 onverge tothe eigenvetor of P assoiated with the largest eigenvalue, that is, ψ1. This is explained inmore details in Setion 3.2.1 below in the ase of a non self-adjoint transition operator P .Here again, it is possible to ompute the next terms in the expansion of 〈A〉N in powersof 1/N . However, the omputations are muh more intriate than in the i.i.d. ase. Theterms of the expansion here ontain ovariane terms, together with terms ontaining theinitial state of the Markov hain. We give as an example the �rst term of the expansion inthe following theorem.Theorem 4 Assume that A is of lass C3. Then, under the assumptions of Theorem 3, wehave

〈A〉N = A(y∗) +
1

N
A′(y∗)

∑

i≥1

E (Yi − y∗)

+
1

N
A′′(y∗)

[
1

2

∫

R

(x− y∗)2ψ2
1(x)dx

+
∑

i≥2

E

(
(Ỹi − y∗)(Ỹ1 − y∗)

)]
+O

(
1

N2

)
, (59)where (Yi)i≥1 and (Ỹi

)

i≥1
are Markov hains of initial law Z−1

1 ψ1e
− β

2
W1 and ψ2

1 respe-tively, and of transition kernel g. Moreover, the series appearing in (59) onverge exponen-tially fast.Remark 11 Let us mention that the term multiplying A′′(y∗) is exatly the variane ap-pearing in the Central Limit Theorem for Markov hains [33, Th. 17.0.1℄, namely:
σ2 =

∫

R

(x − y∗)2ψ2
1(x)dx + 2

∑

i≥2

E

(
(Ỹi − y∗)(Ỹ1 − y∗)

)
.In addition, we see that in the speial ase of i.i.d. random variables, the seond term ofthe right-hand side of (59) vanishes, together with the last one. We then reover estimate(22)-(23).Remark 12 The assumptions of Theorem 3 and Theorem 4 are not sharp. However, theyallow for simple proofs, and for a wide variety of interation potentials W1 and W2. INRIA



Finite-temperature oarse-graining of one-dimensional models 29Remark 13 Again, as in Remark 2, onstraints on the positions of the atoms may be a-ounted for.Note that Theorem 4 suggests a strategy for numerially omputing the terms of (59).Indeed, it is possible to ompute numerially ψ1 using its de�nition (55). Numerial integra-tion then allows to ompute y∗ and the variane ∫
R

(x− y∗)2ψ2
1(x)dx. The omputation ofthe in�nite sums in (59) is then performed using a simulation of the orresponding Markovhains and taking the expetation value. Note that the law of Yi onverges exponentiallyfast to the invariant measure ψ2

1 due to the existene of a spetral gap for the transition op-erator. Hene, the terms E (Yi − y∗) and E

(
(Ỹi − y∗)(Ỹ1 − y∗)

) that appear in the sums in(59) deay exponentially fast, and only a few terms are needed in pratie. We will observein Setion 3.1.3 that, on our test example, A(y∗) is already a good approximation of 〈A〉N .Hene, we have not implemented the strategy just desribed.3.1.2 More than two repatomsWe explain in this Setion how the results of Setion 3.1.1 an be adapted to the ase whenmore than two repatoms are onsidered.We thus onsider the following setting: we have N + M + 1 atoms of positions ui,
0 ≤ i ≤M +N , and u0, uN and uN+M are the repatoms. To remove translation invariane,we set u0 = 0. Sine the atoms on the right of uN will not play the same role as those onthe left, we denote their distane di�erently:

yi :=
ui − ui−1

h
∀1 ≤ i ≤ N, zi :=

ui+1+N − ui+N

h
∀1 ≤ i ≤M,where h = 1/(N + M). We assume that the observable A is a funtion of uN − u0 and

uN+M − uN . Hene, the expetation value of A reads:
〈A〉N,M = Z−1

∫

RN+M

A

(
1

N +M

N∑

i=1

yi,
1

N +M

M∑

i=1

zi

)
e−

β
2

W1(y1)

N−1∏

i=1

f̄(yi, yi+1)e
− β

2
W1(yN )e−βW2(yN+z1)e−

β
2

W1(z1)

M−1∏

i=1

f̄(zi, zi+1)e
− β

2
W1(zN ) dy dz, (60)where, as before, we have set f̄(x, y) = exp

[
−βW2(x+ y) − β

2W1(x) − β
2W1(y)

]. Hereagain, we may use ψ1 de�ned in (55) in order to rewrite (60) as the expetation value of afuntion of two independent Markov hains. Indeed, ψ1 and g being de�ned as before (see
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30 X. Blan, C. Le Bris, F. Legoll, C. Patz(55) and (57)), we have
〈A〉N,M = Z−1

∫

RN+M

A

(
1

N +M

N∑

i=1

yi,
1

N +M

M∑

i=1

zi

)
ψ1(y1)e

− β
2

W1(y1)

N−1∏

i=1

g(yi, yi+1)
e−

β
2

W1(yN )

ψ1(yN )
e−βW2(yN+z1)ψ1(z1)e

− β
2

W1(z1)

M−1∏

i=1

g(zi, zi+1)
e−

β
2

W1(zM )

ψ1(zM )
dy dz,

= E

[
A

(
1

N +M

N∑

i=1

Yi,
1

N +M

M∑

i=1

Zi

)
e−

β
2

W1(YN )− β
2

W1(ZM )−βW2(YN +Z1)

ψ1(YN )ψ1(ZM )

]

×
(

E

[
e−

β
2

W1(YN )− β
2

W1(ZM )−βW2(YN +Z1)

ψ1(YN )ψ1(ZM )

])−1

, (61)where the sequenes (Yi)i≥1 and (Zi)i≥1 are two independent realizations of a Markov hainof initial law ψ1e
−β

2
W1 , and of transition kernel g. These Markov hains have exatly thesame properties as the hain of Setion 3.1.1. Hene, we may use again the ergodi theoremas before to prove that:

1

N +M

N∑

i=1

Yi −→ L1y
∗,

1

N +M

M∑

i=1

Zi −→ L2y
∗,almost surely, with L1 = N/(N +M) and L2 = M/(N +M). Thus, the expetation valuesin (61) simplify, allowing to prove:Theorem 5 Assume that A, W1 and W2 satisfy the assumptions of Theorem 3. Assume inaddition that L1 = N

N+M
is �xed, and set L2 = M

N+M
= 1 − L1. Then, we have

lim
N,M→+∞

〈A〉N,M = A (L1y
∗, L2y

∗) ,where
y∗ =

∫

R

y ψ2
1(y) dy.Here again, it is possible to use an expansion in powers of 1/N and 1/M of the expetationvalue 〈A〉N,M . For simpliity, we restrit ourselves to the expansion at �rst order, andonsider the ase N = M . We assume that the hypotheses of Theorem 4 and Theorem 5

INRIA



Finite-temperature oarse-graining of one-dimensional models 31are satis�ed. We then have
〈A〉N,N = A (L1y

∗, L2y
∗) +

1

N
(∂1A(L1y

∗, L2y
∗) + ∂2A(L1y

∗, L2y
∗))
∑

i≥1

E (Yi − y∗)

+
1

N
∆A(L1y

∗, L2y
∗)

[
1

2

∫

R

(x − y∗)2ψ2
1(x)dx

+
∑

i≥2

E

(
(Ỹi − y∗)(Ỹ1 − y∗)

)]
+O

(
1

N2

)
,with L1 = L2 = 1/2. We have not implemented this formula, sine, on our test example,

A (L1y
∗, L2y

∗) is already a good approximation of 〈A〉N,N .3.1.3 Numerial resultsFor the NNN model, we hoose the potentials
W1(x) =

1

2
(x− 1)4 +

1

2
x2 and W2(x) =

1

4
(x− 2.1)4.Note that other hoies are possible, suh as W1 ≡ W2, or W2(x) = W1(x/2) (suh thatthe equilibrium distanes of W1 and W2 are ompatible). We have hosen W2 suh thatwe observe a signi�ant dependene of ensemble averages (for instane of the mean length

〈uN 〉N of the hain) with respet to temperature.It is important that W1 and W2 grow fast enough at in�nity, suh that assumptions ofTheorem 3 are satis�ed (in partiular assumption (58)). As in the NN ase, we do not needany onvexity assumption on W1 and W2.We onsider two ases:� the hain onsists of N + 1 atoms, there are two repatoms u0 = 0 and uN , and theobservable only depends on the right end atom uN . We aim at omputing 〈A(uN )〉N .This is the situation of Setion 3.1.1.� the hain onsists of 2N +1 atoms, there are three repatoms u0 = 0, uN and u2N , andthe observable depends on uN and u2N − uN . We aim at omputing 〈A(uN , u2N −
uN )〉2N . This is a situation overed by Setion 3.1.2.Theorems 3 and 5 respetively provide the asymptotis

lim
N→+∞

〈A(uN )〉N = A(y∗), lim
N→+∞

〈A(uN , u2N − uN)〉2N = A

(
1

2
y∗,

1

2
y∗
)
.We �rst study the onvergene of ensemble averages at the temperature 1/β = 1, as

N inreases. Results are shown on Figure 12, for a partiular hoie of observable (wehave performed the same tests with other observables, with similar onlusions). We indeedobserve that the ensemble averages of the full atom system onverge to their Law of LargeRR n° 0123456789



32 X. Blan, C. Le Bris, F. Legoll, C. PatzNumbers (LLN) limit, in both ases of two and three repatoms. Note that the exat resultfor N = 10 is already very well approximated by the asymptoti limit, A(y∗) in the tworepatoms ase, A (y∗/2, y∗/2) in the three repatoms ase.
exatLLN

N

8070605040302010
2.40252.42.39752.3952.39252.392.38752.385

exatLLN
N

45403530252015105
2.182.1752.172.1652.162.1552.15Figure 12: Left graph: onvergene, as N inreases, of 〈A(uN )〉N (exat) to A(y∗) (LLN),at the temperature 1/β = 1, for A(x) = exp(x). Right graph: onvergene, as N inreases,of 〈A(uN , u2N − uN)〉2N (exat) to A (y∗/2, y∗/2) (LLN), at the temperature 1/β = 1, for

A(x, y) = exp(2x(x + y)).We next study the averages as funtions of the temperature, for N = 100. Results areshown on Figure 13. We observe an exellent agreement between the full atom value andthe asymptoti limit, in both ases of two and three repatoms, whatever the temperature.3.2 ExtensionsIn this Setion, we brie�y explain that our strategy arries out to more general ases.3.2.1 The NNNN aseThe ase of any �nite range interation may be treated in the same way as we treated theNNN ase in Setion 3.1.1. Indeed, onsider for instane the ase of next to next to nearestneighbour interation (NNNN). In suh a ase, we are lead to onsider (we go bak here to
INRIA



Finite-temperature oarse-graining of one-dimensional models 33
exatQCMLLN

1/β

10.80.60.40.2
2.72.62.52.42.32.22.1 exatQCMLLN

1/β

10.80.60.40.2
2.72.62.52.42.32.22.1Figure 13: Left graph: we plot 〈A(uN )〉N , 〈A(uN )〉QCM

N and A(y∗) as funtions of thetemperature 1/β (N = 100, A(x) = exp(x)). Right graph: we plot 〈A(uN , u2N − uN)〉2N ,
〈A(uN , u2N − uN)〉QCM

2N and A (y∗/2, y∗/2) as funtions of the temperature 1/β (N = 100,
A(x, y) = exp(2x)).the ase of 2 repatoms for the sake of larity):

〈A〉N = Z−1

∫

RN

A

(
1

N

N∑

i=1

yi

)
exp

[
−β

N∑

i=1

W1(yi)

−β
N−1∑

i=1

W2(yi + yi+1) − β

N−2∑

i=1

W3(yi + yi+1 + yi+2)

]
dy1 . . . dyN

= Z−1

∫

RN

A

(
1

N

N∑

i=1

yi

)
b(yN−1, yN )

N−2∏

i=1

f(yi, yi+1, yi+2) dy1 . . . dyN ,where we have set f(x, y, z) = exp [−βW1(x) − βW2(x+ y) − βW3(x+ y + z)] , and used thenotation b(yN−1, yN) = exp

[
−βW1(yN−1)−βW1(yN )−βW2(yN−1 +yN)

] for the boundaryterm. We assume, for the sake of simpliity, that N is even, i.e.
N = 2M,and de�ne the new variables

ξi = (y2i−1, y2i), 1 ≤ i ≤M.
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34 X. Blan, C. Le Bris, F. Legoll, C. PatzHene, we have
〈A〉N = Z−1

∫

R2M

A

(
1

2M

M∑

i=1

ξi · (1, 1)

)
√
f(y1, y2, y3)f(y2M−2, y2M−1, y2M )

× b(y2M−1, y2M )
M−1∏

i=1

f̃ [ξi, ξi+1] dξ1 . . . dξM , (62)where
f̃ [(x, y), (z, t)] =

√
f(x, y, z)f(y, z, t).Hene, this hange of variables allows to manipulate again a Markov hain, but in dimension

2. However, the renormalization trik we have used in the NNN ase (see Setion 3.1.1)annot be used here, beause it relies on the fat that the transition operator is self-adjoint.It is nevertheless possible to use the above struture in the following way: de�ne the operator(on L2(R2))
[Pϕ](z, t) =

∫

R2

f̃ [(x, y), (z, t)]ϕ(x, y)dxdy,together with its adjoint
[P ∗ϕ](z, t) =

∫

R2

f̃ [(z, t), (x, y)]ϕ(x, y)dxdy.Before studying the average (62), let us onsider the average
〈B〉 = Z−1

∫

R2M

B(ξi)
√
f(y1, y2, y3)f(y2M−2, y2M−1, y2M )

× b(y2M−1, y2M )

M−1∏

i=1

f̃ [ξi, ξi+1]dξ1 . . . dξMfor a ontinuous and bounded funtion B. Then
〈B〉 = Z−1

∫

R2

B(ξ) [P i−1ϕ](ξ) [(P ∗)M−iψ](ξ) dξ,where
ϕ(z, t) =

∫

R2

√
f(x, y, z) f̃ [(x, y), (z, t)] dx dy,

ψ(t, z) =

∫

R2

√
f(z, y, x) b(y, x) f̃ [(t, z), (y, x)] dx dy.We assume that the operators P and P ∗ have a simple and isolated largest eigenvalue (whihan be proved for many interations, using for instane Krein-Rutman theorem [40℄). Letus denote by φ and φ∗ the orresponding eigenvetors in L2(R2), namely

Pφ = λφ, P ∗φ∗ = λφ∗, INRIA



Finite-temperature oarse-graining of one-dimensional models 35where λ = supσ(P ) = supσ(P ∗). If 1 ≪ i≪M , we have the onvergene
〈B〉−→Z−1

∞

∫

R2

B(ξ)φ(ξ)φ∗(ξ) dξ,where Z∞ =

∫

R2

φφ∗. The argument may be adapted to prove that the expetation value
〈A〉N de�ned by (62) onverges:

〈A〉N −→
N→+∞

A (y∗) ,where
y∗ =

∫

R2

(ξ1 + ξ2)φ(ξ1, ξ2)φ
∗(ξ1, ξ2) dξ1 dξ2

∫

R2

φ(ξ1, ξ2)φ
∗(ξ1, ξ2) dξ1 dξ2

.3.2.2 Polymer hainsThe onsiderations of Setion 2 and Setion 3.1 may be easily generalized to the ase whenthe positions ui of the atoms are not restrited to be in the real line, but are vetors of R
2 or

R
3. The only important thing here is that they are indexed by a one dimensional parameter(here, 1 ≤ i ≤ N).

u

uu N

u0

1

2

Figure 14: An example of polymer hain. The orresponding model is the same as thepresent one, exept that the positions ui are in R
3.This is the ase for instane if one onsiders a polymer hain (see Figure 14). In suha ase, NN or NNN approximations are ommonly used, in order to ompute the averagelength of the hain (see [12℄ for instane). Our approximation strategy arries out to thisase.Aknowledgments: CLB and FL would like to aknowledge stimulating disussions withMithell Luskin and Ellad Tadmor, University of Minnesota, Minneapolis. The hospitality
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