
HAL Id: inria-00281586
https://inria.hal.science/inria-00281586

Submitted on 5 Dec 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On extended formulations for the precedence
constrained asymmetric traveling salesman problem

Luís Gouveia, Pierre Pesneau

To cite this version:
Luís Gouveia, Pierre Pesneau. On extended formulations for the precedence constrained asymmetric
traveling salesman problem. Networks, 2006, 48 (2), pp.77-89. �10.1002/net.20122�. �inria-00281586�

https://inria.hal.science/inria-00281586
https://hal.archives-ouvertes.fr


On extended formulations for the Pre
eden
eConstrained Asymmetri
 Traveling Salesman Problem∗L. Gouveia1, P. Pesneau2
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o C6, Piso 4, Campo Grande, 1749-016 Lisboa, PortugalEmails: legouveia,ppesneau�f
.ul.ptApril 13, 2006Abstra
tIn this paper we study the use of formulations with pre
eden
e relation variables for the Pre
eden
e Con-strained Asymmetri
 Travelling Salesman (PCATS) problem. Contrary to previous papers, the emphasis ofthis paper is on formulations involving exponential sized sets of inequalities and on the development of a
utting plane method together with polynomial routines for separating the new inequalities. Our 
ompu-tational results, taken from a set of ben
hmark instan
es, show that our methods improve signi�
antly onmost of the best previously known lower bound values.Keywords Asymmetri
 Traveling Salesman Problem, Pre
eden
e Constraints, Proje
tion, Cutting Plane.1 Introdu
tionConsider a loopless dire
ted graph G = (V, A) with V = {1, . . . , n} and a 
ost cij asso
iated to ea
h ar

(i, j) ∈ A. The Asymmetri
 Travelling Salesman (ATS) problem is to �nd a minimum-
ost Hamiltonian
ir
uit (an elementary 
ir
uit traversing all nodes) (see [17℄). In some 
ases, more 
onditions are required.This is the 
ase of the ATS problem with Pre
eden
e Constraints (PCATS problem) where some nodes arerequired to be visited before other nodes. To de�ne the pre
eden
e 
onstraints, an arbitrary node, say 1, isdesignated to be the start and the end of the tour. We will denote by i ≺ j the pre
eden
e 
onstraint statingthat node i must be visited before node j and we let B = {(i, j) ∈ V 2 : i ≺ j} be the so-
alled pre
eden
egraph. We assume that B is transitively 
losed. Then the PCATS problem is to �nd a minimum-
ostHamiltonian 
ir
uit su
h that all pre
eden
e 
onstraints of B are satis�ed.The PCATS problem has many real-world appli
ations, the more intuitive one 
on
erns delivery orrouting problems where a pi
k-up has to pre
ede a delivery (see [25℄ for an example). However, otherappli
ations 
an be found in s
heduling [2℄ or in the routing of a sta
ker 
rane in an automati
 storagesystem (see [1℄). Note that, if we split the starting/ending node in two nodes, say 1 and n + 1, the PCATSproblem is equivalent to �nding a minimum-
ost Hamiltonian path between nodes 1 and n+1 satisfying thepre
eden
e 
onstraints of B. In this disguise, the problem is usually known as the Sequential Ordering (SO)Problem. In fa
t, the previously mentioned work by As
heuer et al [2℄ addresses this version of the problem.The designation Sequential Ordering (SO) Problem and viewing the problem as determining an Hamiltonianpath arises from a job s
heduling appli
ation where some jobs have to be pro
essed before other ones. Aspointed out, the two versions are equivalent and an approa
h proposed for one is easily adapted for theother.A polyhedral study of this problem on the set of natural design variables 
an be found in [4℄ while [3℄dis
usses a Bran
h-and-Cut algorithm based on the previous work. A dynami
 programming approa
h has
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also been proposed in [5℄ for the PCATS problem. This approa
h works quite well for tightly 
onstrained
ases but as not as well for the other 
ases. A similar type of approa
h has been proposed in [20℄ for ageneralization of the PCATS problem whi
h also in
ludes time window 
onstraints.In [11℄ and [12℄, Gouveia and Pires propose extended and 
ompa
t formulations for the ATS problem by
reating disaggregated versions of the well-known Miller-Tu
ker-Zemlin formulation [19℄. The informationasso
iated to the extra variables used in these formulations (the variables indi
ate pre
eden
e relations onpairs of nodes) is adequate for handling the pre
eden
e 
onstraints. Later on, Sarin et al. [24℄ make use ofthis fa
t and propose related 
ompa
t formulations for the PCATS problem.In the previous works by Gouveia and Pires [11℄, [12℄ and Sarin et al. [24℄, the emphasis was on 
ompa
tformulations and on using them together with a MIP pa
kage to solve the problem or to obtain lower boundson the value of the optimal solution. The 
urrent work fo
us on extended formulations that use several 
lassesof exponentially sized sets of 
onstraints on the same two sets of variables and on using polynomial routinesto separate them. Our 
omputational results will show that the in
lusion of the new 
lasses of 
onstraintsleads to models with substantially stronger linear programming relaxations.Se
tion 2 starts the model presentation of the 
urrent work with a formulation taken from [12℄ that
ontains an exponential sized set of 
onstraints. Inequalities that 
an improve on the linear programmingrelaxation of this formulation will be dis
ussed in Se
tion 3. Se
tion 3.1 dis
usses inequalities (or strongerversions of them) taken from the related Linear Ordering problem while Se
tion 3.2 and 3.3 introdu
e severalexponential sized sets of new 
ut-like and multi
ut-like inequalities. Se
tion 4 systematizes the di�erent
lasses of inequalities presented in the paper and suggests ways of deriving new 
lasses of inequalities.Se
tion 5 presents some 
omputational results using ben
hmark tests and where we evaluate the strength ofthe linear programming relaxations of the proposed models.We 
on
lude this se
tion by introdu
ing some terminology. Let W1 and W2 be two disjoint nonemptynode subsets of V . We will denote by δ(W1, W2) the set of ar
s having their tail in W1 and their head in
W2. If W1 and W2 form a partition of V , then δ(W1, W2) is 
alled the 
ut asso
iated to W1. If S is a setof nodes, we will denote by E(S) the set of ar
s having their tail and head in S. Given a node i, we willdenote by G \ i the graph indu
ed by V \ {i}, that is G \ i = (V \ {i}, E(V \ {i})). For a set of ar
s A and ave
tor x indexed on the ar
s of G, we let x(A) =

P

(i,j)∈A
xij . We will denote by PL the linear programmingrelaxation of the formulation P and by F(P) its set of solutions.2 FormulationIn this se
tion we review one of the formulations presented by Gouveia and Pires [12℄ and we show that it
an be easily adapted for the PCATS problem. We also present a 
omplete 
hara
terization of the feasibleset of the 
orresponding linear programming relaxation into the spa
e of the original variables.Consider the set of variables xij stating whether the ar
 (i, j) belongs to a solution of the ATS problem.Many valid formulations for the ATS problem are based on the following general s
hemeMin X

(i,j)∈A

cijxij , (1)
X

i∈V

xij = 1 for all j ∈ V, (2)
X

j∈V

xij = 1 for all i ∈ V, (3)
{(i, j) : i, j = 2, . . . , n; xij = 1} do not 
ontain subtours, (4)
0 ≤ xij ≤ 1 for all (i, j) ∈ A, (5)
xij ∈ {0, 1} for all (i, j) ∈ A. (6)Inequalities (2), (3) and (6) de�ne the usual assignment relaxation of the ATS problem. Inequalities (4),that prevent subtours not 
ontaining node 1, 
an be written in several ways, either by using the xij variablesalone or by using extra sets of variables.The most usual way of writing su
h inequalities, using the variables xij alone, is given by the 
liqueinequalities that 
an be written as follows

x(E(S)) ≤ |S| − 1, for all ∅ 6= S ⊂ V \ {1}. (7)2



By adding assignment inequalities (3) for all nodes in S and subtra
ting the result from (7), we obtainthe following equivalent form of inequalities (7), the so-
alled 
ut inequalities
x(δ(S,V \ S)) ≥ 1, for all ∅ 6= S ⊂ {2, . . . , n}. (8)As noted before, 
onstraints (4) 
an also be modelled by using inequalities involving additional variables.The reader is referred to the papers [26℄, [16℄, [22℄ and [11℄ for a review of some su
h formulations and the rela-tionship of the feasible set of the 
orresponding linear programming relaxations with the linear programmingrelaxations of formulations using the variables xij alone. In general, the main idea of using extra variablesis that the information asso
iated to the new variables permits us to write 
ompa
t formulations (that is,formulations with a polynomial number of variables and 
onstraints) for the ATS problem. In this work wewill also fo
us on formulations with an extra set of variables (as they model quite adequately the additionalpre
eden
e 
onstraints) but we will "relax the 
ondition" of fo
using only on 
ompa
t formulations.In [11℄ and [12℄, Gouveia and Pires introdu
ed several extended formulations for the ATS problem usingthe �pre
eden
e relation� variables vj

i , i, j = 2, . . . , n and i 6= j, stating whether node i is in the path from
1 to j. In other words, if vj

i = 1, then node i is before node j in the tour. Although, the fo
us of theseworks has been on 
ompa
t formulations, they have also introdu
ed an exponential sized formulation thatis obtained by repla
ing (4) with the following inequalities
vj

i + xji ≤ 1, for i, j = 2, . . . , n, i 6= j, (9)
xij ≤ vj

i , for i, j = 2, . . . , n, i 6= j, (10)
vi

k + x(E(S)) ≤ vj
k + |S| − 1 for all i, j, k ∈ {2, . . . , n}, (11)and for all S ∈ V \ {1, k}, i, j ∈ S.Inequalities (9) state that we 
annot have, at the same time, an ar
 (i, j) and j before i in a solution.Inequalities (10) indi
ate that if an ar
 (i, j) is in the solution, then i must be before j in the solution. Tosee that inequalities (11) are valid, �rst, noti
e that the only situation of interest is when x(E(S)) = |S| − 1(otherwise the inequality is trivially valid). However, if x(E(S)) = |S| − 1, then the nodes in the set S mustbe linked together by an elementary path. Thus, if node p (that does not belong to S) is in the path tothe node i, inside S, then node p is also in the path to any other node of S and in parti
ular, to node j.Inequalities (11) are denoted by �Generalized Disaggregated Desro
hers and Laporte� (GDDL) inequalities.The reason for this designation is that, as pointed out in [11℄, the 
orresponding inequalities for |S| = 2together with (9), (10) 
an be seen as a disaggregation of the Desro
hers and Laporte inequalities (see [8℄).By adding to the formulation the set of equalities

vj
i = 1, for all (i, j) ∈ B, (12)

vi
j = 0, for all (i, j) ∈ B, (13)we obtain a valid formulation, denoted by PCGDDL, for the PCATS problem. To see that (12) and (13)together with the remaining 
onstraints of the model satisfy the pre
eden
e relations given in B, let ussuppose that (x̄, v̄) is an integral solution of the formulation su
h that there exists a pair of nodes i and jwith vj

i = 1 (i ≺ j) and i is not before j in the tour. If x̄ji = 1 then inequality (9) for the nodes i and j isviolated, a 
ontradi
tion. Suppose now there is a sequen
e of nodes k1, . . . , kq, q ≥ 1, in the tour between jand i and let S be the set of nodes {j, k1, . . . , kq}. Note that x(E(S)) = |S|− 1. It follows that the inquality(11) for the nodes j, kq and i and for the set S leads to vj
i ≤ v

kq

i . As vj
i = 1, we have v

kq

i = 1 and, byinequality (9) for nodes i and kq , we get xkqi = 0, a 
ontradi
tion. In 
onsequen
e, if vj
i = 1, then i mustbe before j in the tour and the formulation PCGDDL is valid for the PCATS problem.Noti
e that equations (12) and inequalities (9) imply that we have

xji = 0, for all (i, j) ∈ B. (14)Clearly, the 
lique inequalities (7) are also valid for the PCATS problem. We 
an make use of thepre
eden
e 
onstraints in order to obtain stronger forms of these inequalities. We des
ribe next one su
h setof inequalities, the pre
eden
e 
y
le breaking inequalities (see [4℄), that are valid for the PCATS problemand will appear later in the 
ontext of our models. Let S1, . . . , Sm be m ≥ 2 disjoint subsets of nodes of
V \ {1} su
h that for ea
h i = 1, . . . , m, there is at least one pre
eden
e 
onstraint between a node of Siand a node of Si+1 (with Sm+1 = S1). Then the pre
eden
e 
y
le breaking inequality asso
iated to the sets
S1, . . . , Sm is

i=m
X

i=1

x(E(Si)) ≤
i=m
X

i=1

|Si| − m − 1. (15)3



Note that the previous inequality is stronger than the one obtained by adding the m 
lique inequalities(7), ea
h one asso
iated to a di�erent set Si.We study, next, the proje
tion of PCGDDLL into the spa
e of the xij variables. As observed in [12℄, by
ombining a GDDL inequality for a triple i, j and k with the similar inequality obtained by reversing therole of nodes i and j, we obtain the 
lique inequality (7) for the set S. The same inequality is obtained if
i ≺ k and j ≺ k are pre
eden
e 
onstraints of B.In this paper, we show that three stronger versions of the 
lique inequalities 
an also be obtained from(9), (10) and (11) when we 
onsider the PCATS problem and some adequate pre
eden
e 
onstraints.Suppose, for instan
e, that k ≺ i and j ≺ k are pre
eden
e 
onstraints of B. Then vi

k = 1 and vj
k = 0and the inequality 
an be written as

x(E(S)) ≤ |S| − 2 for all i, j, k ∈ {2, . . . , n}, (k, i), (j, k) ∈ B, (16)and for all S ∈ V \ {1, k}, i, j ∈ S.These inequalities are a spe
ial 
ase of the pre
eden
e 
y
le breaking inequalities (15) with only 2 setsand with one set being a single node set, the set {k}.Consider now the 
ase where we have the pre
eden
e 
onstraint k ≺ i but neither j ≺ k nor k ≺ j is in
B. We 
an rewrite (11) as

x(E(S)) ≤ vj
k + |S| − 2.By adding inequality (9) for the nodes k and j and reordering the terms, we obtain the following lifted 
liqueinequality

x(E(S)) + xjk ≤ |S| − 1 for all i, j, k ∈ {2, . . . , n}, (k, i) ∈ B, (17)and for all S ∈ V \ {1, k}, i, j ∈ S.The previous set 
onsiders a pre
eden
e 
onstraint from a node outside the set S to a node inside S. We
an derive a similar 
lass of lifted 
lique inequalities by 
onsidering, in alternative, a pre
eden
e 
onstraintfrom a node in S to a node outside S. If j ≺ k is in B and neither k ≺ i nor i ≺ k is in B, we 
an rewrite(11) as
vi

k + x(E(S)) ≤ |S| − 1.By adding inequality (10) for the nodes k and i, we obtain the following lifted 
lique inequality
x(E(S)) + xki ≤ |S| − 1 for all i, j, k ∈ {2, . . . , n}, (j, k) ∈ B, (18)and for all S ∈ V \ {1, k}, i, j ∈ S.Clearly, inequalities (7), (16), (17) and (18) are in
luded in the proje
tion of F(PCGDDLL) on the spa
eof the xij variables. The next result shows that nothing else of interest is 
ontained in su
h a proje
tion.Let us 
all SPCB the formulation given by (2), (3), (7), (16)-(18), (14), (6). The following theorem,whose proof 
an be found in appendix, states the proje
tion of F(PCGDDLL).Theorem 1 F(SPCBL) is the proje
tion of F(PCGDDLL) on the spa
e of the xij variables.The previous result is more general than the result 
onje
tured in [12℄, when B is empty, and later provedindependently in Pires PhD thesis [23℄ and in [21℄. In this parti
ular 
ase, of the previously referred foursets of inequalities, only the 
lique inequalities are in
luded in the proje
tion.Although, (11) 
ontains too many inequalities, we note that su
h inequalities 
an be separated in poly-nomial time. To see this, note that by using the assignment inequalities, these 
onstraints 
an be rewrittenas

vi
k + 1 ≤ vj

k + x(δ(S,V \ S)) for all i, j, k ∈ {2, . . . , n}, (19)and for all S ∈ V \ {1, k}, i, j ∈ S.These inequalities 
an then be separated in polynomial time by 
omputing a minimum 
ut separating nodes
1, k from nodes i and j for all possible 
ombinations of the three nodes i, j and k and 
he
king whether thevalue of the 
ut is greater or equal to the value of the expression vi

k − vj
k + 1.3 Strengthening the formulationIn this se
tion, we will present several 
lasses of valid inequalities to strengthen the linear programmingrelaxation of the formulation PCGGDL. The k-
y
le inequalities and lifted 3-
y
le inequalities have beenpresented before. As far as we know, the remainder of the material is new.4



3.1 Inequalities from the Linear Ordering problemFollowing an observation by Let
hford [18℄, if we repla
e (1) by an obje
tive fun
tion on the vj
i variables alone(that is, we are swit
hing the role of the two sets of variables in these formulations, the original variableswith the extra variables) we would obtain valid formulations for a pre
eden
e 
onstrained version of theso-
alled linear ordering (LO) problem [13℄. The polytope asso
iated to the latter problem is des
ribed bythe 2-
y
le and 3-
y
le inequalities, that will be presented later on, together with the integrality 
onstraintson the v variables. In fa
t, any tour gives an ordering of the nodes in the set V \ {1}. Thus, it would makesense to use these two set of inequalities from the linear ordering problem in order to improve the linearprogramming relaxation of the PCGDDL model.3.1.1 2-Cy
le EquationsThe �rst 
lass of 
onstraints is quite intuitive. Constraints (12) and (13) show that the equation

vj
i + vi

j = 1is valid whenever (i, j) or (j, i) is in B. However, it is not di�
ult to see that the equation is valid for anypair of nodes i and j, as in the tour either i is before j or j is before i. Thus, the "2-
y
le" 
onstraints
vj

i + vi
j = 1 for all i, j ∈ V \ {1}, i 6= j, (20)are valid. These 
onstraints have already been used by Sarin et al. [24℄ in their extended formulations. Asour 
omputational results will show, these equations are quite e�e
tive to improve the linear programmingrelaxation of the previous formulation PCGDDL.Note that, for two nodes i and j, either inequality (9) or inequality (10) be
omes redundant under thepresen
e of (20) and thus, one of them 
an be removed (in the sequel, we assume that inequalities (10) areremoved).Unfortunately, with respe
t to formulations involving 
onstraints (20), it is mu
h more di�
ult to studythe proje
tion of the 
orresponding linear programming feasible set in the spa
e of the xij variables. Thereason for this is that the dual problem arising in the Farka's lemma in the proof of Theorem 1, be
omesmu
h more 
ompli
ated and loses the Network Flow stru
ture that was so useful in the proof of Theorem 1and also in the proofs of the results given in [11℄.However, this does not mean that we 
annot �nd new inequalities in the xij variables that are impliedby the linear programming relaxation of the stronger model. Let i, j, p and q be 4 distin
t nodes of V \ {1}and let S1 and S2 be two distin
t sets of V \ {1} with i, j ∈ S1 and, p, q ∈ S2. Note that p is not in S1 and iis not in S2 be
ause S1 and S2 are disjoint. By adding the two inequalities (11), one obtained with S1 andthe nodes i, j and p, the other obtained with S2 and the nodes q, p, and j, we get

vi
p + vq

j + x(E(S1)) + x(E(S2)) ≤ vj
p + vp

j + |S1| + |S2| − 2.Now, by adding 
onstraint (20) for the nodes p and j, we obtain the following 
onstraint
vi

p + vq
j + x(E(S1)) + x(E(S2)) ≤ |S1| + |S2| − 1. (21)Following the reasoning given before for generating proje
ted inequalities from 
onstraint (11), we 
annow 
onsider two di�erent 
ases. Suppose, �rst, that both j ≺ q and p ≺ i are pre
eden
e 
onstraints of B.In this 
ase, we have vq

j = vi
p = 1 and then

x(E(S1)) + x(E(S2)) ≤ |S1| + |S2| − 3 for all i, j, p, q ∈ {2, . . . , n}, (j, q), (p, i) ∈ B, (22)and for all S1, S2 ∈ V \ {1}, i, j ∈ S1, p, q ∈ S2.These inequalities are pre
eden
e 
y
le breaking inequalities (15) for two non-single node sets S1 and S2.Suppose, now, that j ≺ q is a pre
eden
e 
onstraint and neither is p ≺ i nor i ≺ p (the 
ase where p ≺ iis a pre
eden
e 
onstraint and neither is j ≺ q nor q ≺ j leads to the same type of inequality). Thus, wehave vq
j = 1. By repla
ing this in (21) and adding xpi ≤ vi

p we obtain
x(E(S1)) + x(E(S2)) + xpi ≤ |S1| + |S2| − 2 for all i, j, p, q ∈ {2, . . . , n}, (j, q) ∈ B, (23)and for all S1, S2 ∈ V \ {1}, i, j ∈ S1, p, q ∈ S2.We have shown that the proje
tion of the linear programming feasible set of PCGDDL with the 
on-straints (20) into the spa
e of the xij variables is 
ontained in the linear programming relaxation of SPCBwith inequalities (22) and (23). One interesting topi
 of resear
h is to verify whether the previous in
lusionis stri
t, or not. 5



3.1.2 k-Cy
le Inequalities (k ≥ 3)One other intuitive set of inequalities "borrowed" from the linear ordering problem is given by the "k-
y
le"inequalities
vi2

i1
+ · · · + v

i
ik
k−1

+ vi1
ik

≤ k − 1 for all sequen
es of nodes {i1, . . . , ik} ⊂ V \ {1} (24)and for all integer k ∈ {3, . . . , n − 1}.These inequalities prevent 
y
les of pre
eden
e 
onstraints of length k. We 
an generalize the reasoningused in the previous subse
tion, in order to obtain all the pre
eden
e 
y
le breaking inequalities (15) fromthe GDDL inequalities (11) and the k-
y
le inequalities (24). Suppose that S1, . . . , Sm are m disjoint subsetsof nodes of V \{1}, ea
h one 
ontaining at least two nodes. Let i1, . . . , i2m be 2m nodes of V \{1} su
h that
i2j−1, i2j ∈ Sj for j = 1, . . . , m. In the following, we assume that Sm+1 = S1, i2m+1 = i1 and i2m+2 = i2.Consider now the following GDDL inequalities (11), ea
h one asso
iated to a set Sj ,

v
i2j+1

i2j
+ x(E(Sj+1)) ≤ v

i2j+2

i2j
+ |Sj+1| − 1 for j = 1, . . . , m.If we add these m inequalities, we obtain the following inequality

j=m
X

j=1

v
i2j+1

i2j
+

j=m
X

j=1

x(E(Sj)) ≤

j=m
X

j=1

v
i2j+2

i2j
+

j=m
X

j=1

|Sj | − m.By adding to the previous inequality, the m-
y
le inequality given by the sequen
e {i2, i4, . . . , i2m−2, i2m},we obtain the inequality
j=m
X

j=1

v
i2j+1

i2j
+

j=m
X

j=1

x(E(Sj)) ≤

j=m
X

j=1

|Sj | − 1. (25)that is a generalization of the inequality (21) mentioned in the previous subse
tion.Suppose, now, that we have the m pre
eden
e 
onstraints i2j ≺ i2j+1 for j = 1, . . . , m. It follows that
v

i2j+1

i2j
= 1 for j = 1, . . . , m and we obtain the 
y
le breaking inequality (15) asso
iated to the sets S1, . . . , Sm.Note that our derivation does not "
reate" 
y
le breaking inequalities (15) where one of the sets is redu
edto a single node set. However, as it has been shown in [4℄, these inequalities are redundant relatively toother inequalities (15).Note also that, as we have done in the previous se
tion, we 
an 
onsider that only some of the pairsof nodes (i2j , i2j+1) for j = 1, . . . , m de�ne pre
eden
e 
onstraints. For the remaining pairs, by usinginequalities (10), we repla
e the 
orresponding vj

i variables by xij variables and obtain generalizations of
onstraints (23). However, we 
an show that the resulting inequality is dominated by an inequality (15)where we group together two 
onse
utive node sets not having a pre
eden
e 
onstraint between nodes inea
h of these two sets.Our results will show that the 3-
y
le 
onstraints are not as e�e
tive to 
lose the linear programminggap of PCGDDL as are the 2-
y
le 
onstraints. We did not test k-
y
le inequalities with k ≥ 4 as it iswell known that su
h 
onstraints are implied by 3-
y
le inequalities (see [13℄). The more general k-
y
leinequalities were presented only for the reason to simplify our explanation on how to generate all the 
y
lebreaking inequalities (15).However, as we show in the next subse
tion, we 
an do better.3.1.3 Lifted k-Cy
le Inequalities (k ≥ 3)In this subse
tion we show that the k-
y
le inequalities 
an be strengthened by adding to the 
orrespondingleft hand sides, some terms on the xij variables.As it has been suggested by Let
hford [18℄, it is possible to lift the 3-
y
le inequalities and obtain thefollowing "lifted 3-
y
le" inequalities
vj

i + vk
j + vi

k + xji ≤ 2, for i, j, k = 2, . . . , n. (26)These inequalities have also been used by Sarin et al. [24℄.Contrary to what happens with the unlifted inequalities, our results will show that these inequalitiesare quite e�e
tive to 
lose the gap of the linear programming relaxation of the PCGDDL formulation.Unfortunately, separating all of these inequalities, although it 
an be performed in polynomial time bysimple enumeration, is rather time 
onsuming. 6



The question, now, is to know how we 
an lift the k-
y
le inequalities for k ≥ 4. First, noti
e that we
an always obtain a lifted k-
y
le inequality by using the same re
ursive argument presented in the previoussubse
tion but, using lifted k′-
y
le instead of k′-
y
le inequalities (k′ < k). However, inequalities obtainedin this way are not interested as they are still redundant. Can we do better? Let us look at the 
ase with
k = 4. Let i, j, k and l be four distin
t nodes of V \ {1} and 
onsider the lifted 4-
y
le inequality

vj
i + vk

j + vl
k + vi

l + xji + xkj + xki ≤ 3, (27)whi
h is easily seen to be valid by examining a few 
ases.The question, now, is to know whether we 
an still add an extra x term on the left hand side of (27)and maintain the validity of the inequality. The following argument shows that it is not possible. In fa
t,if we 
hoose any lifted 4-
y
le inequality (27) and add it to the one 
orresponding to the reversed 
y
le, weobtain a 
lique inequality (7) for three nodes. (A similar situation happens by 
ombining two appropriatelifted 3-
y
le inequalities (26) leading to a 
lique inequality (7) for two nodes.) The form of the lifted 3 and
4-
y
le inequalities suggest the following generalization for k = 5 in order to obtain a 
lique inequality on 5nodes (following the lifted 3- and 4-
y
le inequalities, we have 
hosen 4 nodes in the 5-
y
le inequality andadded x variables asso
iated to ar
s linking all of them in the reversed order)

vj
i + vk

j + vl
k + vm

l + vi
m + xji + xkj + xlk + xki + xlj + xli ≤ 4 i, j, k, l, m ∈ {2, . . . , n}.Again, one 
an easily see that the inequality is valid if xlj = xli = 0 (as it results from the 
ombination ofthe lifted 4-
y
le inequality for nodes i, j, k, m, together with the lifted 3-
y
le inequality for nodes k, l, mand the 2-
y
le equation for nodes k and m). However, it is not di�
ult to see that the inequality is notvalid with the two extra terms. In fa
t, one interesting point of resear
h is to �nd k-lifted 
y
le inequalitiesfor k > 4 that 
annot be obtained by 
ombining lifted k′-
y
le inequalities with k′ < k.We 
on
lude this subse
tion by observing that the existen
e of lifted k-
y
le inequalities shows that thepre
eden
e 
y
le breaking inequalities (15) with more than 2 sets 
annot be fa
et de�ning. Indeed, we 
anuse the pro
ess des
ribed in the previous subse
tion (with the lifted k-
y
le inequalities instead of the k-
y
leinequalities) to obtain lifted pre
eden
e 
y
le breaking inequalities. In fa
t, it will be interesting to studythe polyhedral properties of the lifted pre
eden
e 
y
le breaking inequalities for 3 sets (by using (26)) andfor 4 sets (by using (27)).3.2 Cut-like inequalitiesIn this and the next subse
tions we will present several exponential sized sets of new 
ut-like and multi
ut-likeinequalities relating the two sets of variables.3.2.1 Simple Cut InequalitiesThe �rst set of inequalities is dire
tly based on the "meaning" of the equality vj

i = 1. The equality meansthat i is before j, that is, i must be in the path from 1 to j in the tour. Then, we must have a path betweennode 1 and node i in the graph G \ j, a path between node i and node j in the graph G \ 1 and a pathbetween node j and node 1 in the graph G \ i. Using the well-known fa
t that �there exists an (s, t)-pathin a dire
ted graph if and only if there is at least one ar
 in ea
h (s, t)-
ut�, we obtain the following validinequalities
vj

i ≤ x(δ(V \ (S ∪ {j}), S)) i, j = 2, . . . , n and for all S ⊆ {1, . . . , n}, 1, j 6∈ S, i ∈ S, (28)
vj

i ≤ x(δ(V \ (S ∪ {1}), S)) i, j = 2, . . . , n and for all S ⊆ {1, . . . , n}, 1, i 6∈ S, j ∈ S, (29)
vj

i ≤ x(δ(V \ (S ∪ {i}), S)) i, j = 2, . . . , n and for all S ⊆ {1, . . . , n}, i, j 6∈ S, 1 ∈ S. (30)All these inequalities 
an be separated in polynomial time by 
omputing a minimum 
ut for ea
h 
ombi-nation of two nodes i, j among V \ {1} and by 
he
king that the value of this minimum 
ut is greater thanor equal to vj
i . If this is not the 
ase, we have found a violated inequality. Our results will indi
ate that thein
lusion of su
h inequalities in our model leads to substantial improvements on the lower bounding values.One other advantage of in
luding these inequalities is the substantial redu
tion in the overall CPU times.The reason for this is that with the 
ut inequalities, many fewer violated GDDL inequalities (11) seemsto be generated. This may 
ome from the fa
t that by 
ombining adequately one inequality (28) and oneinequality (29), we obtain an inequality that is slightly weaker than a GDDL inequality. It follows that wemay �nd fewer violated GDDL inequalities and this 
an redu
e the number of 
alls of the routine separatingGDDL inequalities (whose 
omplexity is greater than the 
omplexity of the routine separating inequalities(28)-(30)). 7



Note that when S = {i} the �rst inequality 
an be written as
vj

i ≤
k=n
X

k=1, k 6=j

xki.By using the assignment 
onstraint (2) for node i we obtain the 
onstraint (9) for the nodes i and j. Thus,the �rst set of 
ut-like 
onstraints alone generalizes 
onstraints (9).Note that 
onstraints (9) (and (10), by using (9) and the 2-
y
le equations (20)), together with otherinequalities, have been used before to obtain "proje
ted" inequalities. Examples of this appeared in theproof of Theorem 1 to obtain inequalities (17) and (18) and later on, to 
reate inequalities (23). In ea
hof these three 
ases we 
an obtain more general inequalities by using (28)-(30) instead of (9) (or, by using(28)-(30) together with the 2-
y
le inequality (20) instead of (10)).Constraints (28)-(30) 
an be generalized in several ways. This is dis
ussed in the following subse
tions3.2.2 Path-Cut InequalitiesTo motivate the path-
ut 
onstraints, 
onsider the following generi
 
onstraint
vj

i + vk
j ≤ 1 + x(A)where A is a set of ar
s. We want to �nd sets A leading to valid inequalities for the PCATS problem. Note,�rst, that the inequality is of interest only when vj

i = vk
j = 1 (otherwise it is trivially valid). But in this
ase, we have that i is before j and j is before k in the tour and we 
an say that the solution must 
ontainan ar
 in any (1, i)-
ut in the graph G \ {j, k} (that is, two nodes 
an be ex
luded from the adequate 
ut).This leads to the following valid inequalities

vj
i + vk

j − 1 ≤ x(δ(V \ (S ∪ {j, k}), S)) i, j, k = 2, . . . , n and for all S ⊆ {1, . . . , n}, 1, j, k 6∈ S, i ∈ S. (31)By using the same 
ir
ular reasoning that was used to derive inequalities (29) and (30), we 
an obtainthe following additional 3 sets of inequalities
vj

i + vk
j − 1 ≤ x(δ(V \ (S ∪ {k, 1}), S)) i, j, k = 2, . . . , n and for all S ⊆ {1, . . . , n}, 1, i, k 6∈ S, j ∈ S, (32)

vj
i + vk

j − 1 ≤ x(δ(V \ (S ∪ {1, i}), S)) i, j, k = 2, . . . , n and for all S ⊆ {1, . . . , n}, 1, i, j 6∈ S, k ∈ S, (33)
vj

i + vk
j − 1 ≤ x(δ(V \ (S ∪ {i, j}), S)) i, j, k = 2, . . . , n and for all S ⊆ {1, . . . , n}, i, j, k 6∈ S, 1 ∈ S. (34)We would like to point out that the previous inequalities do not 
apture the pre
eden
e relation infor-mation between the two nodes outside the 
uts. We shall say more about this in Subse
tion 3.3 where wewill present a more general set of multi-
ut like inequalities.As for inequalities (28)-(30), these inequalities 
an be separated in polynomial time by enumerating all
ombinations of three nodes and performing for ea
h one a minimum-
ut algorithm in an adequate graph.Clearly, enumerating all 
ombinations of three nodes leads to a substantial in
rease in CPU times. On theother hand, our results will show that these inequalities further improve the lower bounds.The reasoning used to obtain (31)-(34) 
an be generalized for an arbitrary number of nodes. Let i1, . . . , iqbe a sequen
e of q ≤ n − 2 nodes of {2, . . . , n}. Suppose that i0 = 1. Let r ∈ {0, . . . , q} and let S be anynode set of (V \{i0, . . . , iq})∪{ir} with ir ∈ S. Let SC = (V \{i0, . . . , iq})∪{ir+1} where ir+1 = i0 if r = q.We then have the following valid inequality

vi2
i1

+ · · · + v
iq

iq−1
− q + 2 ≤ x(δ(S,SC)) i1, . . . , iq ∈ {2, . . . , n} and (35)for all S ⊂ (V \ {i0, . . . , iq}) ∪ {ir} with ir ∈ S.Note that if q = 2 (resp. q = 3) these inequalities 
orespond to inequalities (28)-(30) (resp. (31)-(34)).Note also that for any given 
ombination of nodes, it is possible to separate inequalities (35) in polynomialtime by again 
omputing a minimum-
ut in an appropriate graph. Unfortunatly, these inequalities do notseem to be separable in polynomial time when q is not �xed. Even if q is �xed, the naive separation algorithmwhi
h 
onsist in enumerating ea
h set of q nodes is pra
ti
al only for small values of q.

8



3.2.3 3-Cy
le-Cut InequalitiesThe good results that we obtained by using the lifted 3-
y
le inequalities (26) suggest that we try to generalizethe lifted 3-
y
le inequalities by using 
on
ept of 
uts, des
ribed in the previous two subse
tions.Following the motivation given for the path-
ut inequalities (35), we want to obtain a general inequalityof the form
vj

i + vk
j + vi

k ≤ 1 + x(A)where A is a set of ar
s. At �rst sight, the three terms on the left hand side suggest that we may be able toobtain an inequality that is stronger than the path-
ut inequalities (35) for q = 3. However, this is not the
ase. First, note that the inequality is of interest only when the left hand side is equal to 2 (the inequalityis trivially true when the left hand side is equal to 1, and by the 3-
y
le inequalities, it 
annot be equal to
3). The problem here, is that we do not know whi
h v variable is going to be equal to zero and we 
an notuse that information when 
hoosing an adequate set A. However, if we ignore the fa
t that the tour startsand ends on the node 1, then the nodes i, j and k must be in this relative order whenever two v variablesare equal to 1. It follows that we must have a path between i and j in the graph G \ k. We then have thefollowing valid inequalities

vj
i + vk

j + vi
k − 1 ≤ x(δ(V \ (S ∪ {k}), S)) i, j, k = 2, . . . , n and for all S ⊆ V \ {k}, j ∈ S, i 6∈ S. (36)Using the 
ir
ular argument stating that there must exist a path between j and k in the graph G \ iand a path between k and i in the graph G \ j, leads to the same set of inequalities. Note that when

S = {j} in the inequality (36) and by using adequatly the assignment equality (2), we obtain the lifted
3-
y
le inequalities (26). These inequalities 
an also be separated in polynomial time by enumeration. The
omplexity of separating is the same as the one of separating the path-
ut inequality (35) when q = 3.However, in pra
ti
e, the separation of the 3-
y
le-
ut inequality is more time 
onsuming. This is due tothe fa
t that when we separate path-
ut and 3-
y
le-
ut inequalities, the 
omputation of a minimum 
utis performed only if the left hand side is positive. As the left hand side of the 3-
y
le-
ut inequalities
ontains more terms, it has more 
han
es to be positive and then a larger number of minimum-
ut 
allsare performed when separating the 3-
y
le-
ut inequalities. Anyway, a few experiments performed by usindi
ate that separating the more general inequalities leads only to small improvements when 
ompared withwhat we 
ould a
hieve by using the lifted 3-
y
le inequalities alone.3.3 Multi
ut inequalitiesIn this subse
tion, we des
ribe inequalities generalizing 
onstraints of the previous subse
tion but involvingmore than two sets of nodes. Let i and j be two distin
t nodes of {2, . . . , n} and let (V0, V1, V2) de�ne apartition of V su
h that 1 ∈ V0, i ∈ V1 and j ∈ V2. We have the following "multi-
ut" inequality

vj
i + 1 ≤ x(δ(V0, V1 ∪ V2)) + x(δ(V1, V2)). (37)Before showing its validity, we note that they generalize the three 
ut-like inequalities (28)-(30). In fa
t,when V0 (resp. V1, V2) is redu
ed to a single node set, then inequality (37) is nothing else but inequality(29) (resp. (30), (28)). To see that the inequality (37) is valid, note �rst that if vj

i = 0, then inequality (37)is a weaker version of the 
ut inequalities (8) and thus, it is valid. If vj
i = 1, we must have two paths: onegoing from node 1 to node i and the se
ond from node i to node j. Ea
h of these paths must use at leastone ar
 of δ(V0, V1 ∪ V2) ∪ δ(V1, V2). As the paths must be disjoint, the inequality is valid.Unfortunately, it appears that su
h inequalities 
annot be separated in polynomial time and for themoment we use the three simpler spe
ial 
ases (28)-(30) in our experiments.The form of the previous inequalities suggest a stronger version of (35) for q = 3. Let i, j, k be threedistin
t nodes of {2, . . . , n}. Consider a partition V0, V1, V2, V3 of V with 1 ∈ V0, i ∈ V1, j ∈ V2 and k ∈ V3,and the following inequality

vj
i + vk

j + 1 ≤ x(δ(V0, V1 ∪ V2 ∪ V3)) + x(δ(V1, V2 ∪ V3)) + x(δ(V2, V3)). (38)First, we 
an noti
e that this inequality is trivially valid when both vj
i and vk

j are equal to 0 as it is aweaker version of the 
ut inequalities (8). If only one of the variables vj
i and vk

j is equal to one, say vj
i ,the inequality is a weaker form of the inequality (37) (the one for the partition V0, V1 ∪ V2, V3 and the twonodes j and k). Thus, this inequality is of interest only when vj

i = vk
j = 1. But in this 
ase, a solution must
ontain a path from node 1 to node i, a path from node i to node j and a path from node j to node k. Asthese three paths have to be disjoint and ea
h one uses at least one ar
 of the multi
ut, the inequality isvalid. 9



Constraint (38) generalizes 
onstraints (31)-(34). In fa
t, if we take, for instan
e, V2 = {j} and V3 = {k},and by 
ombining the inequality with the inequalities (2) for nodes j and k, we obtain the inequality
vj

i + vk
j + xkj − 1 ≤ x(V0, V1)that dominates the path-
ut inequality (31). Indeed, the �lifted� term xkj 
aptures the �missed� informationthat k may be before j.By redu
ing adequate sets to single node sets, we 
an also show that inequality (38) generalizes allinequalities (32)-(34).As it happens with the simpler multi-
ut inequalities (37), it appears that the inequalities (38) 
annotbe separated in polynomial time and for the moment, we use the weaker form (31)-(34) in our experiments.We 
on
lude this se
tion by noting that it is not obvious how to generalize inequalities (37) and (38) forpartitions of V with more than four sets as the straightforward generalization is not valid. As noted before, asimilar situation happens with a straigthforward generalization of the lifted 3-
y
le and 4-
y
le inequalities.4 Systematizing ways of obtaining inequalitiesBefore presenting 
omputational results, we will present a brief se
tion where we systematize the di�erentways we have used to obtain inequalities for this 
lass of formulations. We will also show that these wayssuggest how to derive new inequalities for these formulations.4.1 Lifting ATSP inequalitiesConsider an inequality of the form x(A) ≤ b, where A is a set of ar
s and b is a 
onstant, whi
h is valid forthe ATS problem. The idea is to look for valid inequalities for the ATS and PCATS problems by 
hangingthem into vi

p+x(A) ≤ b+vj
p for adequate pairs (p, i) and (p, j). In fa
t, the GDDL inequalities were obtainedin this way. We believe that this approa
h 
an be used to obtain valid inequalities for the PCATS problemfrom other valid inequalities for the ATS problem. As one other example, we 
onsider the so-
alled D+

k and
D−

k inequalities (see [15℄) whi
h are known to be fa
et de�ning for the ATS problem. Let i, j and k be threedistin
t nodes of V \ {1} and 
onsider the following D+
3 inequality

xij + xjk + xki + 2xji ≤ 2.If we take now a node p from V \{1, i, j, k}, we 
an lift the pre
edent inequality into the following inequality
vi

p + xij + xjk + xki + 2xji ≤ 2 + vj
p.In fa
t this inequality means that, when the D+

3 inequality is tight, if node p is before node i then it mustalso be before node j in the tour. A more general D+
k and D−

k 
an be modi�ed in a similar way providedthat when the D+
k or D−

k inequality is tight, then the two nodes i and j are ne
essarly linked by a path.We note that su
h inequalities were relevant for the best lower bounding s
hemes for the ATS problem (see[10℄) and, modi�ed �pre
eden
e 
onstrained� versions of the D+
k and D−

k inequalities were also used in themethod des
ribed in [3℄.4.2 Lifting LO inequalitiesSimilarly to what has been suggested in i), we 
an obtain inequalities in the (x, v) spa
e by suitably adding
x variables to valid inequalities for the LO polytope. Note that we did this before when lifting the 3-
y
leand 4-
y
le inequalities. We show next that more general Möbius ladder inequalities may also be liftedin a similar fashion. It is known that the so-
alled �simple� Möbius ladder inequalities are, under 
ertain
onditions, fa
et de�ning [14℄ for the LO polytope and that these inequalties belong to a more general 
lassof valid inequalities that 
an be separated in polynomial time [6℄.Consider the �smallest� Möbius ladder inequality [14℄

vu2
u1

+ vu3
u2

+ vu4
u3

+ vu1
u4

+ vu5
u4

+ vu6
u5

+ vu3
u6

+ vu1
u6

+ vu5
u2

≤ 7. (39)where u1, . . . , u6 are six nodes di�erent from node 1.It is well known (see, for instan
e, [6℄) that this inequality 
an be obtained by adding several 3-
y
leinequalities and upper bounding inequalities on the v variables and by subsequently using integer rounding.Here we show that by using a similar pro
edure but using instead the lifted 3-
y
le inequalities, we 
an obtain10



a lifted (into the x spa
e) Möbius ladder inequality. To simplify our proof we use the following redundantlifted 4-
y
le inequalities
vu2

u1
+ vu3

u2
+ vu4

u3
+ vu1

u4
+ xu2u1

+ xu4u3
≤ 3,

vu4
u3

+ vu5
u4

+ vu6
u5

+ vu3
u6

+ xu4u3
+ xu6u5

≤ 3,
vu6

u5
+ vu1

u6
+ vu2

u1
+ vu5

u2
+ xu6u5

+ xu2u1
≤ 3.It is easy to see that su
h inequalities 
an be obtained from the lifted 3-
y
le inequalities (26) and 2-
y
leequations (20). Now, by adding all of them together with upper bounding inequalities vj

i ≤ 1 for the pairs ofnodes (i, j) = (u2, u3), (u4, u1), (u4, u5), (u6, u3), (u6, u1), (u2, u5); dividing the result by two; and roundingdown the right-hand side of the obtained inequality, we obtain the following lifted Möbius ladder inequality
vu2

u1
+ vu3

u2
+ vu4

u3
+ vu1

u4
+ vu5

u4
+ vu6

u5
+ vu3

u6
+ vu1

u6
+ vu5

u2
+ xu2u1

+ xu4u3
+ xu6u5

≤ 7. (40)In fa
t, we 
an also lift the original Möbius ladder inequality in a di�erent way by using the lifted 4-
y
leinequalities
vu2

u1
+ vu3

u2
+ vu4

u3
+ vu1

u4
+ xu3u2

+ xu1u4
≤ 3,

vu4
u3

+ vu5
u4

+ vu6
u5

+ vu3
u6

+ xu5u4
+ xu3u6

≤ 3,
vu6

u5
+ vu1

u6
+ vu2

u1
+ vu5

u2
+ xu1u6

+ xu5u2
≤ 3.Adding these inequalities together with the inequalities vj

i + xji ≤ 1 for the pairs of nodes (i, j) = (u2, u3),
(u4, u1), (u4, u5), (u6, u3), (u6, u1), (u2, u5); dividing by two and rounding down the right-hand side, willgive the lifted Möbius ladder inequaity
vu2

u1
+vu3

u2
+vu4

u3
+vu1

u4
+vu5

u4
+vu6

u5
+vu3

u6
+vu1

u6
+vu5

u2
+xu3u2

+xu1u4
+xu5u4

+xu3u6
+xu1u6

+xu5u2
≤ 7. (41)The main question is to 
he
k whether more general Möbius ladder inequalities 
ould also be lifted into

(x, v) spa
e in a similar way. In fa
t, it is not di�
ult to see that the two pro
edures mentioned above 
anbe used to lift any Möbius ladder inequality that is obtained by 
ombining an odd number k of 4-
y
les (The
ase dis
ussed above has k = 3). We also think that the se
ond pro
edure des
ribed above 
an be used tolift �any� Möbius ladder inequality by adding the xij variable asso
iated to every ar
 (j, i) that appears inonly one 
y
le of the original Möbius ladder inequality.4.3 Pure (x, v) inequalities (with the v variables following a pattern)These inequalities are represented by the simple, path and 
y
le 
ut inequalities des
ribed in Se
tion 3.2.As suggested by Fis
hetti [9℄, a di�erent 
lass is obtained by 
onsidering two disjoint sets of nodes A and Band by 
onsidering vi
p variables with p taken from A and i taken from B. Let r be a positive integer and

(i1, j1), . . . , (ir, jr) be r 
ouple of nodes of {2, . . . , n}2 su
h that a node iq does not appear in {j1, . . . , jr}and a node jq does not appear in {i1, . . . , ir}. Note that a same node 
an appear several times in {i1, . . . , ir}or in {j1, . . . , jr}. Then, the following inequalities are valid
r

X

q=1

v
jq

iq
− r + 1 ≤ x(δ(V \ (S ∪ {j1, . . . , jr}), S)) for all S ⊂ {2, . . . , n} \ {j1, . . . , jr}, {i1, . . . , ir} ⊆ S,(42)

r
X

q=1

v
jq

iq
− r + 1 ≤ x(δ(S,V \ (S ∪ {i1, . . . , ir}))) for all S ⊂ {2, . . . , n} \ {i1, . . . , ir}, {j1, . . . , jr} ⊆ S.(43)The interest of these inequalities is that by proje
ting out the v variables, we obtain the prede
essor- andsu

essor-inequalities introdu
ed in [4℄.4.4 Proje
ting from a MCF formulationIt is well known that so-
alled multi
ommodity �ow formulations, usually, provide tight linear programminglower bounds for several 
lasses of network design problems. Following [12℄, we 
ould adapt the multi
omodity�ow formulation for the ATSP (see, for instan
e, [7℄) by in
luding the following linking 
onstraints

j=n
X

j=1

fkij = vi
k i, k = 2, . . . , n.We have solved the linear programming relaxation of su
h a formulation. For example, on the instan
enamed ESC25, the gap is equal to 3.14% whi
h is worst than our best result. On the other hand, for the11



Name V P A B C D E F As
hGap CPU Gap CPU Gap CPU Gap CPU Gap CPU Gap CPUESC07 9 6 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00ESC11 13 3 1.30 0 1.28 0 0.84 0 0.84 0 0.73 1 0.65 1 0.00ESC12 14 7 0.36 1 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00ESC25 27 9 6.51 26 5.55 24 2.56 28 2.40 23 1.76 120 1.92 24 2.32ESC47 49 10 4.10 650 4.10 646 4.08 1011 4.08 719 3.46 3642 3.42 752 3.18p43.1 44 9 0.04 11512 0.01 1741 0.01 2209 0.01 779 0.01 1909 0.01 7374 0.27p43.2∗ 44 20 0.62 53761 0.39 8140 0.60 22258 0.39 7016 0.35 16160 0.29 13567 1.30p43.3∗ 44 37 1.43 22620 0.77 5096 1.43 3461 0.77 3786 0.72 8943 0.67 4579 2.34p43.4∗ 44 58 16.51 743 16.42 578 16.46 448 16.42 344 16.41 1742 0.16 440 32.67ry48p.1 49 11 7.98 1500 3.40 1755 6.64 1179 3.03 1586 2.95 3835 3.00 2670 5.29ry48p.2∗ 49 23 11.84 1840 7.03 1761 10.52 544 5.85 1643 5.76 3833 5.72 3478 9.29ry48p.3∗ 49 42 14.84 1095 13.19 1029 14.02 898 12.80 1061 12.41 3719 10.94 2013 13.30ry48p.4∗ 49 58 18.84 899 18.50 765 18.84 709 18.50 611 17.59 2351 12.87 720 13.61ft53.1 54 12 5.87 3281 3.46 3888 3.66 2373 2.76 2214 2.66 6991 2.29 9699 4.58ft53.2∗ 54 25 10.20 3284 7.02 3764 7.56 1876 6.84 1851 6.66 5878 5.89 10780 7.88ft53.3∗ 54 48 16.82 1953 14.58 1975 16.49 1180 14.48 1221 13.50 4253 9.94 3293 11.18ft53.4∗ 54 63 7.76 1473 7.52 1221 7.54 936 7.31 994 5.58 4181 3.26 836 3.84Table 1: Results for the PCATS instan
esinstan
e ESC47, the gap is around 2.77% and thus better than our best results. These results indi
atethat it would be worth to study the proje
tion of the linear programming feasible set of su
h a formulationon the (x, v) spa
e as the proje
ted inequalities might help us to strengthen our 
utting plane methods.We note that some preliminar results on this have already been given in [12℄. The inequalities given in[12℄ (and shown to be implied by the multi
ommodity �ow formulation) are spe
ial 
ases of the multi
utinequalities (38) (the "proje
ted" inequalities 
orrespond to the multi
ut inequalities when V1 and V3 areredu
ed to single node set). We have in
orporated these spe
ial 
ases in our 
utting planes, but apparently,no signi�
ant improvement has been noted. The results given by the linear programming relaxation of themulti
ommodity �ow model suggest that other "proje
ted" inequalities should be of interest.5 Computational ResultsIn order to give an idea of the strength of the formulations and inequalities given in this paper, in this se
tionwe present a set of 
omputational results on instan
es of the PCATS problem taken from the TSPLIB. InTable 1, the di�erent entries 
orrespond toName: Name of the instan
e,V: Number of nodes of the instan
e,P: Number of pre
eden
e 
onstraints,A: results given by PCGDDLL,B: results given by PCGDDLL with 2-
y
le equations (20),C: results given by PCGDDLL with simple 
ut inequalities (28)-(30),D: results given by PCGDDLL with 2-
y
le and simple 
ut inequalities,E: results given by PCGDDLL with 2-
y
le, simple 
ut and path-
ut inequalities (35) with q = 3,F: results given by PCGDDLL with 2-
y
le, simple 
ut and lifted 3-
y
le inequalities (26),Gap: gap of the 
onsidered formulation,CPU: CPU time in se
onds needed to solve the 
orresponding formulation,As
h: gap of the root node lower bound obtained by As
heuer et al. [3℄.We use the formula 100× (gub− lbroot)/gub to 
ompute the gap. In this formula, lbroot denotes the lowerbound given by the linear programming relaxation of the 
onsidered formulation and gub denotes either theoptimal solution or the best upper bound given by [3℄. Instan
es indi
ated with an asterisk are instan
es forwhi
h the optimum is not known and the best upper bound value is used to 
ompute the gap.First, we note that these 
omputational results 
on�rm the di�erent remarks made in the previous se
tionabout the pra
ti
al e�
ien
y of our di�erent formulations and inequalities. In parti
ular, we 
an see thatadding the 2-
y
le 
onstraints permit us to redu
e signi�
antly the 
omputational time as well as to improvethe lower bounds. We 
an also remark that the addition of the simple 
ut inequalities either redu
es the
omputational time e�ort or/and improves the lower bound values. However, the in
lusion of the 2-pathinequalities seems more dubious as although they improve the lower bound values, the substantial in
rease12



of the 
omputational times seems not to justify their use.Our best formulation, with a good ratio between quality and CPU time, seems to be PCGDDL where weadd the 2- and lifted 3-
y
le inequalities as well as the simple 
ut inequalities. With this formulation, the
orresponding results are given by the 
olumn F of Table 1, we are able, for most of the instan
es, to improvethe lower bound obtained by As
heuer et al. [3℄ at the root node of their Bran
h-and-Cut algorithm. Infa
t, for some instan
es, we even obtain a better lower bound that their global lower bound (that is the bestlower bound they obtained after performing their Bran
h-and-Cut algorithm). In parti
ular, we remark onthe improvement done for the instan
e p43.4 where the gap is redu
ed from about 32% to 0.16%. This maybe explained by the fa
t that our formulation 
ontains a lifted version of all the pre
eden
e 
y
le breakinginequalities (15) while the Bran
h-and-Cut algorithm in [3℄ uses a heuristi
 to separate the original versionof the pre
eden
e 
y
le breaking inequalities (15).Finally, we have tried, for some instan
es, to extend the 
utting plane algorithm developed into a Bran
h-and-Cut algorithm. We were able to obtain the optimal solution for the instan
e p43.4 (with a value of 83005in 15282 se
onds after exploring 289 nodes) that, as far as we know, has not yet been solved to optimality.Unfortunately, we have not been able, yet, to solve the two remaining p43 instan
es as the Bran
h-and-Cutalgorithm is still too time 
onsuming. We have to improve its implementation by 
ombining exa
t separationalgorithms of some inequalities with perhaps heuristi
 routines.6 Con
lusionIn this paper, we have studied formulations for the PCATS problem using binary pre
eden
e relation variables(besides the binary ar
 in
lusion variables). The emphasis of this paper was on the use of exponential sizedsets of 
ut-like 
onstraints together with the 
orresponding polynomial separating routines.On the other hand, our results have shown that the proposed methods produ
e lower bounds thatdominate the best lower bounds known so far. With the new models we have been able to solve to optimality,one instan
e that has not been solved before.Our results also indi
ate that it may be worth looking to new inequalities (see, for instan
e, Se
tion 4)as in some 
ases, our lower bounds still need to be improved.7 Appendix (Proof of Theorem 1)To prove Theorem 1, we need the following lemma whose proof is given in [23℄Lemma 1 Let x̄ ∈ IRm satisfying inequalities (7). Let mij = min{|S|−1−x(E(S))|S ⊂ {2, . . . , n}, i, j ∈ S}for i, j = 2, . . . , n with i 6= j. Then for all sequen
e of nodes {i1, i2, . . . , it} of {2, . . . , n} with t ≥ 3 we have
mi1it ≤

r=t−1
X

r=1

mirir+1
.We will show that the polyhedron Px de�ned by (14), (7), (16)-(18) and (5) is the proje
tion on the xspa
e of the polyhedron P given by (9), (10), (11), (12), (13) and

xij ≥ 0 for all i, j ∈ V \ {1}. (44)First note that by (9), (10) and (5) we have that 0 ≤ vj
i ≤ 1 for all i, j ∈ {2, . . . , n}. It follows that, in P,we 
an repla
e equalities (12) and (13) by the inequalities

vj
i ≥ 1 for all (i, j) ∈ B, (45)

vi
j ≤ 0 for all (i, j) ∈ B, (46)and maintain the same set of solutions.We have shown before that the proje
tion of P is in
luded in Px. To show the reverse in
lusion, it is su�
ientto show that for ea
h solution x̄ of Px, there exists a value assignment v̄ to the variables v su
h that (x̄, v̄)is a solution of P.For all i, j, k ∈ {2, . . . , n}, let Sijk ⊂ V \ {1, k} be the set of nodes with i, j ∈ Sijk and su
h that

|Sijk| − 1 − x̄(E(Sijk)) = min{|S| − x̄(E(S)), for all S ⊂ V \ {1, k}, i, j ∈ S}.13



Note that we 
an assume that Sijk = Sjik. It follows that a solution (x̄, v̄) satisfying the system
−vj

i ≤ −x̄ij for all i, j ∈ {2, . . . , n}, i 6= j, (47)
vi

j ≤ 1 − x̄ij for all i, j ∈ {2, . . . , n}, i 6= j, (48)
vi

k−vj
k ≤ |Sijk| − 1 − x̄(E(Sijk)) for all i, j, k ∈ {2, . . . , n}, i 6= j 6= k, (49)

−vj
i ≤ −1 for all (i, j) ∈ B, (50)

vi
j ≤ 0 for all (i, j) ∈ B. (51)will also belong to P. By Farka's lemma, this system has a solution if and only if we have

i=n
X

i=2

j=n
X

j=2, j 6=i

k=n
X

k=2, k 6=i,j

(|Sijk|−1− x̄(E(Sijk)))fijk +
i=n
X

i=2

j=n
X

j=2, j 6=i

(1− x̄ij)fijj −
i=n
X

i=2

j=n
X

j=2, j 6=i

x̄ijfiji −
X

(i,j)∈B

αij ≥ 0(52)for all the solutions of the system
j=n
X

j=2, j 6=i

fijk −

j=n
X

j=2, j 6=i

fjik = 0 for all k, i ∈ {2, . . . , n}, k 6= i, (k, i), (i, k) 6∈ B, (53)
j=n
X

j=2, j 6=i

fijk −

j=n
X

j=2, j 6=i

fjik − αki = 0 for all k, i ∈ {2, . . . , n}, k 6= i, (k, i) ∈ B, (54)
j=n
X

j=2, j 6=i

fijk −

j=n
X

j=2, j 6=i

fjik + βik = 0 for all k, i ∈ {2, . . . , n}, k 6= i, (i, k) ∈ B, (55)
fijk ≥ 0 for all i, j, k ∈ {2, . . . , n}, i 6= j 6= k, (56)
αki ≥ 0 for all (k, i) ∈ B, (57)
βik ≥ 0 for all (k, i) ∈ B, (58)(59)where variables fiji, fijj , fijk, αij and βij are the dual variables asso
iated respe
tivly to inequalities (47)-(51).Note that we 
an de
ompose the system given by (53)-(57) for ea
h value of k ∈ {2, . . . , n}. Let (53k)-(57k)represent inequalities (53)-(57) restri
ted to the same value of k. Then, for a given k ∈ {2, . . . , n}, the system(53k)-(57k) de�nes a network �ow system where inequalities (53k)-(55k) are �ow balan
e inequalities. Notethat the �ow balan
e 
onstraint for node k 
an be obtained by summing all the inequalities (53k)-(55k).This will give the inequality

j=n
X

j=2, j 6=k

fjkk −

j=n
X

j=2, j 6=k

fkjk +
X

(i,k)∈B

βik −
X

(k,i)∈B

αki = 0.Note that this time, 
ontrary to inequalities (53k)-(55k), the inequality 
onsider the di�eren
e between thein
oming �ow and the outgoing �ow at node k. Then, a solution of the system (53k)-(55k) des
ribes a �owsystem where a node i su
h that (k, i) ∈ B will be a sour
e node if αki > 0, and a node i su
h that (i, k) ∈ Bwill be a sink node if βik > 0. Moreover, node k will be a sour
e node if
X

(i,k)∈B

βik >
X

(k,i)∈B

αkiand a sink node if
X

(i,k)∈B

βik <
X

(k,i)∈B

αki.Su
h a �ow 
an be de
omposed into elementary 
ir
uits C of �ow with value fC and/or into elementarypaths P between a sour
e and a sink node of �ow with value fP . We will now show that the 
ontributionin (52) of ea
h 
ir
uit or path starting with node k is positive, and the 
ontribution of ea
h path startingwith a node di�erent from k is at least fP . As the summation of the �ows on paths starting on a nodedi�erent from k is equal to the summation of the αki for all i su
h that (k, i) ∈ B, we will have that, forea
h k = 2, . . . , n, the �ow given by (53k)-(55k) will have a non-negative 
ontribution in (52) and the proofwill be 
omplete. 14



Thus, 
onsider �rst the 
ontribution of a 
ir
uit C and suppose that the 
y
le is of length 2. If k belongs to the
ir
uit (and let i be the se
ond node), then the 
ontribution of this 
ir
uit in (52) is equal to (1− x̄ik− x̄ki)fCwhi
h is non-negative by (7) for the set S = {i, k}. If k does not belong to the 
ir
uit, then let i and jbe the two nodes of the 
ir
uit. Its 
ontribution in (52) is thus 2fC(|Sijk| − 1 − x̄(E(Sijk))) whi
h is alsonon-negative by inequalities (7) for the set Sijk.Suppose now that the 
ir
uit 
ontains at least three nodes. As before, we have the two 
ases whether ornot the 
ir
uit 
ontains the node k. Suppose �rst that the 
ir
uit is of the form C = (k, i1, i2, . . . , it, k) with
t ≥ 2. In this 
ase the 
ontribution of C in (52) is

(

r=t−1
X

r=1

(|Sirir+1k| − 1 − x̄(E(Sirir+1k))) + 1 − xitk − xki1)fC .By Lemma 1, this is greater than or equal to
(|Si1itk| − x̄(E(Si1itk)) − xitk − xki1)fC .As k does not belong to Si1itk this last expression is greater than or equal to

(|Si1itk ∪ {k}| − 1 − x̄(E(Si1itk ∪ {k})))fCwhi
h is itself non-negative.Now, 
onsider the 
ase when the 
ir
uit does not 
ontain node k, and let C = (i1, i2, . . . , it, i1) with t ≥ 3.Its 
ontribution in (52) is given by
(

r=t
X

r=1

(|Sirir+1k| − 1 − x̄(E(Sirir+1k))))fCwith it+1 = i1. By inequalities (7), it is non-negative.We will now 
onsider the 
ontribution of a path P . Suppose �rst that the path starts at node k, that is, P isof the form (k, i1, . . . , it), t ≥ 1. It follows that it is a sink node and then (it, k) is a pre
eden
e 
onstraint. If
t = 1, the 
ontribution in (52) of P is −x̄ki1 . As (i1, k) is a pre
eden
e 
onstraint, by (14), we have x̄ki1 = 0and the 
ontribution is non-negative. Now, if t ≥ 2, then the 
ontribution is

(
r=t−1
X

r=1

(|Sirir+1k| − 1 − x̄(E(Sirir+1k))) − x̄ki1)fP .By Lemma 1, this expression is greater than or equal to
((|Si1itk| − 1 − x̄(E(Si1itk))) − x̄ki1)fP .By inequality (18) for the nodes i1, it, k, the pre
eden
e 
onstraint (it, k) and the set Si1itk, this expressionis non-negative and so is the 
ontribution of the path P .Next, we will show that the 
ontribution in (52) of the other paths P is at least fP .Consider a path P = (i1, . . . , it) not 
ontaining the node k. Then We have the two pre
eden
e 
onstraints

k ≺ i1 and it ≺ k. The 
ontribution of P in (52) is
(

r=t−1
X

r=1

(|Sirir+1k| − 1 − x̄(E(Sirir+1k))))fP .By Lemma 1, the 
ontribution of P is greater than or equal
(|Si1itk| − 1 − x̄(E(Si1itk))))fP .However, by inequality (16) for the nodes i1, it, k, the set Si1itk and the two pre
eden
e 
onstraint k ≺ i1and it ≺ k, we have x̄(E(Si1itk)) ≤ |Si1itk| − 2 and thus the 
ontribution of P in (52) is at least fP .Now, 
onsider a path P whose last node is k, that is P = (i1, . . . , it, k) and then we have the pre
eden
e
onstraint k ≺ i1. If t = 1, the 
ontribution of P will be 1 − x̄i1k. As x̄i1k = 0 by inequality (14), the
ontribution of P is at least fP . If t ≥ 2, the 
ontribution of P will be

(

r=t−1
X

r=1

(|Sirir+1k| − 1 − x̄(E(Sirir+1k))) + 1 − x̄itk)fP .15



By Lemma 1, this is greater than or equal to
(|Si1itk| − 1 − x̄(E(Si1itk)) + 1 − x̄itk)fP .By inequality (17) for the nodes i1, it, k, the set Sirir+1k and the pre
eden
e 
onstraint k ≺ i1, we have

x̄(E(Si1itk)) + x̄itk ≤ |Si1itk| − 1and thus, the 
ontribution of P is at least equal to fP .Finally, 
onsider a path of the form (i1, . . . , ip−1, k, ip+1, . . . , it). We then have the two pre
eden
e 
onstraint
k ≺ i1 and it ≺ k. In fa
t, the 
ontribution of su
h a path is nothing but the addition of the 
ontribution ofthe two subpath given by (i1, . . . , ip−1, k) and (k, ip+1, . . . , it). As we have shown above, the �rst subpathhas a 
ontribution of at least fP while the se
ond has a non-negative 
ontribution. It follows that the path
P has a 
ontribution of at least fP in (52).This 
omplete the proof of the theorem.Referen
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