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Abstract

In this paper we study the use of formulations with precedence relation variables for the Precedence Con-
strained Asymmetric Travelling Salesman (PCATS) problem. Contrary to previous papers, the emphasis of
this paper is on formulations involving exponential sized sets of inequalities and on the development of a
cutting plane method together with polynomial routines for separating the new inequalities. Our compu-
tational results, taken from a set of benchmark instances, show that our methods improve significantly on
most of the best previously known lower bound values.

Keywords Asymmetric Traveling Salesman Problem, Precedence Constraints, Projection, Cutting Plane.

1 Introduction

Consider a loopless directed graph G = (V, A) with V = {1,...,n} and a cost ¢;; associated to each arc
(i,7) € A. The Asymmetric Travelling Salesman (ATS) problem is to find a minimum-cost Hamiltonian
circuit (an elementary circuit traversing all nodes) (see [17]). In some cases, more conditions are required.
This is the case of the ATS problem with Precedence Constraints (PCATS problem) where some nodes are
required to be visited before other nodes. To define the precedence constraints, an arbitrary node, say 1, is
designated to be the start and the end of the tour. We will denote by 7 < j the precedence constraint stating
that node i must be visited before node j and we let B = {(i,5) € V> : i < j} be the so-called precedence
graph. We assume that B is transitively closed. Then the PCATS problem is to find a minimum-cost
Hamiltonian circuit such that all precedence constraints of B are satisfied.

The PCATS problem has many real-world applications, the more intuitive one concerns delivery or
routing problems where a pick-up has to precede a delivery (see [25] for an example). However, other
applications can be found in scheduling [2] or in the routing of a stacker crane in an automatic storage
system (see [1]). Note that, if we split the starting/ending node in two nodes, say 1 and n + 1, the PCATS
problem is equivalent to finding a minimum-cost Hamiltonian path between nodes 1 and n+ 1 satisfying the
precedence constraints of B. In this disguise, the problem is usually known as the Sequential Ordering (SO)
Problem. In fact, the previously mentioned work by Ascheuer et al [2] addresses this version of the problem.
The designation Sequential Ordering (SO) Problem and viewing the problem as determining an Hamiltonian
path arises from a job scheduling application where some jobs have to be processed before other ones. As
pointed out, the two versions are equivalent and an approach proposed for one is easily adapted for the
other.

A polyhedral study of this problem on the set of natural design variables can be found in [4] while [3]
discusses a Branch-and-Cut algorithm based on the previous work. A dynamic programming approach has
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also been proposed in [5] for the PCATS problem. This approach works quite well for tightly constrained
cases but as not as well for the other cases. A similar type of approach has been proposed in [20] for a
generalization of the PCATS problem which also includes time window constraints.

In [11] and [12], Gouveia and Pires propose extended and compact formulations for the ATS problem by
creating disaggregated versions of the well-known Miller-Tucker-Zemlin formulation [19]. The information
associated to the extra variables used in these formulations (the variables indicate precedence relations on
pairs of nodes) is adequate for handling the precedence constraints. Later on, Sarin et al. [24] make use of
this fact and propose related compact formulations for the PCATS problem.

In the previous works by Gouveia and Pires [11], [12] and Sarin et al. [24], the emphasis was on compact
formulations and on using them together with a MIP package to solve the problem or to obtain lower bounds
on the value of the optimal solution. The current work focus on extended formulations that use several classes
of ezponentially sized sets of constraints on the same two sets of variables and on using polynomial routines
to separate them. Our computational results will show that the inclusion of the new classes of constraints
leads to models with substantially stronger linear programming relaxations.

Section 2 starts the model presentation of the current work with a formulation taken from [12] that
contains an exponential sized set of constraints. Inequalities that can improve on the linear programming
relaxation of this formulation will be discussed in Section 3. Section 3.1 discusses inequalities (or stronger
versions of them) taken from the related Linear Ordering problem while Section 3.2 and 3.3 introduce several
exponential sized sets of new cut-like and multicut-like inequalities. Section 4 systematizes the different
classes of inequalities presented in the paper and suggests ways of deriving new classes of inequalities.
Section 5 presents some computational results using benchmark tests and where we evaluate the strength of
the linear programming relaxations of the proposed models.

We conclude this section by introducing some terminology. Let Wi and W> be two disjoint nonempty
node subsets of V. We will denote by 6(Wi, Wa2) the set of arcs having their tail in Wi and their head in
Wo. If Wi and Ws form a partition of V', then §(W1, W2) is called the cut associated to Wi. If S is a set
of nodes, we will denote by E(S) the set of arcs having their tail and head in S. Given a node i, we will
denote by G \ i the graph induced by V' \ {i}, that is G\ i = (V \ {i}, E(V \ {¢})). For a set of arcs A and a
vector z indexed on the arcs of G, we let 2(A) =3 , ;) 4 xi;. We will denote by Py, the linear programming
relaxation of the formulation P and by F(P) its set of solutions.

2 Formulation

In this section we review one of the formulations presented by Gouveia and Pires [12] and we show that it
can be easily adapted for the PCATS problem. We also present a complete characterization of the feasible
set of the corresponding linear programming relaxation into the space of the original variables.

Consider the set of variables z;; stating whether the arc (4, j) belongs to a solution of the ATS problem.
Many valid formulations for the ATS problem are based on the following general scheme

Min Z Cijij, (1)

(5,j)EA

> wiy =1 for all j € V, (2)
=

dwy=1 for all i € V, (3)
jev

{(i,7): 4,7 =2,...,n; x;; = 1} do not contain subtours, (4)
0<z; <1 for all (i,7) € A, (5)
i € {0,1} for all (i, ) € A. (6)

Inequalities (2), (3) and (6) define the usual assignment relaxation of the ATS problem. Inequalities (4),
that prevent subtours not containing node 1, can be written in several ways, either by using the z;; variables
alone or by using extra sets of variables.

The most usual way of writing such inequalities, using the variables x;; alone, is given by the clique
inequalities that can be written as follows

z(E(S)) <|S]—1, forall)#£ScCV\{1l} (7)



By adding assignment inequalities (3) for all nodes in S and subtracting the result from (7), we obtain
the following equivalent form of inequalities (7), the so-called cut inequalities

z(6(S,V\S))>1, forall D #S C{2,...,n} (8)

As noted before, constraints (4) can also be modelled by using inequalities involving additional variables.
The reader is referred to the papers [26], [16], [22] and [11] for a review of some such formulations and the rela-
tionship of the feasible set of the corresponding linear programming relaxations with the linear programming
relaxations of formulations using the variables x;; alone. In general, the main idea of using extra variables
is that the information associated to the new variables permits us to write compact formulations (that is,
formulations with a polynomial number of variables and constraints) for the ATS problem. In this work we
will also focus on formulations with an extra set of variables (as they model quite adequately the additional
precedence constraints) but we will "relax the condition" of focusing only on compact formulations.

In [11] and [12], Gouveia and Pires introduced several extended formulations for the ATS problem using
the “precedence relation” variables vf, i,7 =2,...,n and i # j, stating whether node 7 is in the path from
1 to j. In other words, if vf = 1, then node ¢ is before node j in the tour. Although, the focus of these
works has been on compact formulations, they have also introduced an exponential sized formulation that
is obtained by replacing (4) with the following inequalities

vl + x5 <1, fori,j=2,...,n, 047, (9)
xi; < v, fori,j=2,...,n, %7, (10)
vi +x(E(S)) <vl +|S| =1 foralli,jke{2,...,n}, (11)

and for all S € V' \ {1,k},7,5 € S.

Inequalities (9) state that we cannot have, at the same time, an arc (¢,5) and j before ¢ in a solution.
Inequalities (10) indicate that if an arc (7, 7) is in the solution, then ¢ must be before j in the solution. To
see that inequalities (11) are valid, first, notice that the only situation of interest is when z(E(S)) = |S| — 1
(otherwise the inequality is trivially valid). However, if 2(E(S)) = |S| — 1, then the nodes in the set S must
be linked together by an elementary path. Thus, if node p (that does not belong to S) is in the path to
the node ¢, inside S, then node p is also in the path to any other node of S and in particular, to node j.
Inequalities (11) are denoted by “Generalized Disaggregated Desrochers and Laporte” (GDDL) inequalities.
The reason for this designation is that, as pointed out in [11], the corresponding inequalities for |S| = 2
together with (9), (10) can be seen as a disaggregation of the Desrochers and Laporte inequalities (see [8]).

By adding to the formulation the set of equalities

=1, forall (i,5) € B, (12)
=0, forall (i,7) € B, (13)

(%

J
vj
we obtain a valid formulation, denoted by PCGDDL, for the PCATS problem. To see that (12) and (13)
together with the remaining constraints of the model satisfy the precedence relations given in B, let us
suppose that (Z,?) is an integral solution of the formulation such that there exists a pair of nodes i and j
with v/ = 1 (i < j) and i is not before j in the tour. If Z;; = 1 then inequality (9) for the nodes i and j is
violated, a contradiction. Suppose now there is a sequence of nodes k1,...,kq, ¢ > 1, in the tour between j
and i and let S be the set of nodes {j, k1, ..., kq}. Note that z(E(S)) = |S| — 1. It follows that the inquality
(11) for the nodes j, kq and ¢ and for the set S leads to vf < qu. As vf = 1, we have qu =1 and, by
inequality (9) for nodes i and k,, we get xy,; = 0, a contradiction. In consequence, if vf = 1, then ¢ must
be before j in the tour and the formulation PCGDDL is valid for the PCATS problem.
Notice that equations (12) and inequalities (9) imply that we have

xz;; =0, for all (i,5) € B. (14)

Clearly, the clique inequalities (7) are also valid for the PCATS problem. We can make use of the
precedence constraints in order to obtain stronger forms of these inequalities. We describe next one such set
of inequalities, the precedence cycle breaking inequalities (see [4]), that are valid for the PCATS problem
and will appear later in the context of our models. Let Si,...,S, be m > 2 disjoint subsets of nodes of
V' \ {1} such that for each ¢ = 1,...,m, there is at least one precedence constraint between a node of S;
and a node of S;41 (with Sp41 = S1). Then the precedence cycle breaking inequality associated to the sets
S1,...,Sm is

i

I
3

2(E(S)) < i S| —m — 1. (15)

1

.
Il



Note that the previous inequality is stronger than the one obtained by adding the m clique inequalities
(7), each one associated to a different set S;.

We study, next, the projection of PCGDDLy, into the space of the x;; variables. As observed in [12], by
combining a GDDL inequality for a triple ¢, j and k with the similar inequality obtained by reversing the
role of nodes i and j, we obtain the clique inequality (7) for the set S. The same inequality is obtained if
i < k and j < k are precedence constraints of B.

In this paper, we show that three stronger versions of the clique inequalities can also be obtained from
(9), (10) and (11) when we consider the PCATS problem and some adequate precedence constraints.

Suppose, for instance, that k < i and j < k are precedence constraints of B. Then v} = 1 and vi =0
and the inequality can be written as

2(E(S)) <|S|—2 forall iyj k € {2,....n}, (k,1), (. k) € B, (16)
and for all S € V\ {1,k},i,j € S.

These inequalities are a special case of the precedence cycle breaking inequalities (15) with only 2 sets
and with one set being a single node set, the set {k}.

Consider now the case where we have the precedence constraint k < ¢ but neither j < k nor k < j is in
B. We can rewrite (11) as '
z(E(S)) <wvl +1S]—2.
By adding inequality (9) for the nodes k and j and reordering the terms, we obtain the following lifted clique
inequality

z(E(S)) +zr <|S|—1 forall i,j,k € {2,...,n}, (ki) € B, (17)
and for all S € V' \ {1,k},7,5 € S.

The previous set considers a precedence constraint from a node outside the set S to a node inside S. We
can derive a similar class of lifted clique inequalities by considering, in alternative, a precedence constraint
from a node in S to a node outside S. If j < k is in B and neither £ < i nor i < k is in B, we can rewrite
(11) as

vk + 2(B(S)) < 5] - 1.

By adding inequality (10) for the nodes k and i, we obtain the following lifted clique inequality

2(E(S))+xr <|S]—1 foralli,jke{2....,n}, (k) € B, (18)
and for all S € V' \ {1,k},7,5 € S.

Clearly, inequalities (7), (16), (17) and (18) are included in the projection of F(PCGDDLy,) on the space
of the x;; variables. The next result shows that nothing else of interest is contained in such a projection.

Let us call SPCB the formulation given by (2), (3), (7), (16)-(18), (14), (6). The following theorem,
whose proof can be found in appendix, states the projection of F(PCGDDLy)).

Theorem 1 F(SPCBy ) is the projection of F(PCGDDLy, ) on the space of the xi; variables.

The previous result is more general than the result conjectured in [12]|, when B is empty, and later proved
independently in Pires PhD thesis [23] and in [21]. In this particular case, of the previously referred four
sets of inequalities, only the clique inequalities are included in the projection.

Although, (11) contains too many inequalities, we note that such inequalities can be separated in poly-
nomial time. To see this, note that by using the assignment inequalities, these constraints can be rewritten
as

vp +1<vl +x(8(S,V\S)) forallijkec{2...n}, (19)
and for all S € V\ {1,k},4,5 € S.
These inequalities can then be separated in polynomial time by computing a minimum cut separating nodes

1, k from nodes i and j for all possible combinations of the three nodes 4, j and k and checking whether the
value of the cut is greater or equal to the value of the expression v, — v] + 1.

3 Strengthening the formulation

In this section, we will present several classes of valid inequalities to strengthen the linear programming
relaxation of the formulation PCGGDL. The k-cycle inequalities and lifted 3-cycle inequalities have been
presented before. As far as we know, the remainder of the material is new.



3.1 Inequalities from the Linear Ordering problem

Following an observation by Letchford [18], if we replace (1) by an objective function on the v/ variables alone
(that is, we are switching the role of the two sets of variables in these formulations, the original variables
with the extra variables) we would obtain valid formulations for a precedence constrained version of the
so-called linear ordering (LO) problem [13]. The polytope associated to the latter problem is described by
the 2-cycle and 3-cycle inequalities, that will be presented later on, together with the integrality constraints
on the v variables. In fact, any tour gives an ordering of the nodes in the set V' \ {1}. Thus, it would make
sense to use these two set of inequalities from the linear ordering problem in order to improve the linear
programming relaxation of the PCGDDL model.

3.1.1 2-Cycle Equations
The first class of constraints is quite intuitive. Constraints (12) and (13) show that the equation
vf + vji- =1

is valid whenever (4, j) or (j,4) is in B. However, it is not difficult to see that the equation is valid for any
pair of nodes ¢ and 7, as in the tour either i is before j or j is before 7. Thus, the "2-cycle" constraints

vl +vf =1 foralli,jeV\{l},i#j (20)

are valid. These constraints have already been used by Sarin et al. [24] in their extended formulations. As
our computational results will show, these equations are quite effective to improve the linear programming
relaxation of the previous formulation PCGDDL.

Note that, for two nodes ¢ and j, either inequality (9) or inequality (10) becomes redundant under the
presence of (20) and thus, one of them can be removed (in the sequel, we assume that inequalities (10) are
removed).

Unfortunately, with respect to formulations involving constraints (20), it is much more difficult to study
the projection of the corresponding linear programming feasible set in the space of the xz;; variables. The
reason for this is that the dual problem arising in the Farka’s lemma in the proof of Theorem 1, becomes
much more complicated and loses the Network Flow structure that was so useful in the proof of Theorem 1
and also in the proofs of the results given in [11].

However, this does not mean that we cannot find new inequalities in the x;; variables that are implied
by the linear programming relaxation of the stronger model. Let ¢, j, p and ¢ be 4 distinct nodes of V' \ {1}
and let S; and Sz be two distinct sets of V'\ {1} with ¢,5 € S1 and, p,q € S2. Note that p is not in Sy and ¢
is not in S because S; and Ss are disjoint. By adding the two inequalities (11), one obtained with S and
the nodes i, j and p, the other obtained with Sz and the nodes ¢, p, and j, we get

v; + v;] +x(E(S1)) + z(E(S2)) < vg + vf + |S1] + |S2] — 2.
Now, by adding constraint (20) for the nodes p and j, we obtain the following constraint
vy + 0] + 2(E(S1)) + 2(B(S2)) < |S1| + |S2| — 1. (21)

Following the reasoning given before for generating projected inequalities from constraint (11), we can
now consider two different cases. Suppose, first, that both j < ¢ and p < i are precedence constraints of B.
In this case, we have v] = v, = 1 and then

z(E(S1)) +x(E£(S2)) < [S1] + [S2| =3 forall i,5,p,q €{2,...,n},(J, ), (p,7) € B, (22)
and for all S1,S2 € V \ {1},4,5 € S1,p,q € So.

These inequalities are precedence cycle breaking inequalities (15) for two non-single node sets S1 and Sa.

Suppose, now, that j < ¢ is a precedence constraint and neither is p < i nor i < p (the case where p <1
is a precedence constraint and neither is j < g nor ¢ < j leads to the same type of inequality). Thus, we
have v{ = 1. By replacing this in (21) and adding z,; < v, we obtain

z(E(S1)) + x(E(S2)) + zp;s < |S1] +[S2| =2 for all 4,5, p,q €{2,...,n},(j,q) € B, (23)
and for all S1,82 € V\ {1},4,j € S1,p,q € Sa.

We have shown that the projection of the linear programming feasible set of PCGDDL with the con-
straints (20) into the space of the z;; variables is contained in the linear programming relaxation of SPCB
with inequalities (22) and (23). One interesting topic of research is to verify whether the previous inclusion
is strict, or not.



3.1.2 k-Cycle Inequalities (k > 3)

One other intuitive set of inequalities "borrowed" from the linear ordering problem is given by the "k-cycle"
inequalities

11

V2 v, + vf; <k—1 for all sequences of nodes {i1,...,it} C V \ {1} (24)
Zk—l c
and for all integer k € {3,...,n — 1}.

These inequalities prevent cycles of precedence constraints of length k. We can generalize the reasoning
used in the previous subsection, in order to obtain all the precedence cycle breaking inequalities (15) from
the GDDL inequalities (11) and the k-cycle inequalities (24). Suppose that Si,..., S, are m disjoint subsets
of nodes of V'\ {1}, each one containing at least two nodes. Let i1, ..., %2, be 2m nodes of V' \ {1} such that
i2j—1,125 € Sj for 5 = 1,...,m. In the following, we assume that Sy,41 = S1, l2m+1 = 91 and izmy2 = i2.
Consider now the following GDDL inequalities (11), each one associated to a set Sj,

v, 4 2(FB(Sj41)) < vg;“ +|S41|—1 forj=1,...,m.

v25

If we add these m inequalities, we obtain the following inequality

j=m j=m j=m j=m
19 G0
v Y a(B(S5) < Y vt Y 1S - m.
j=1 j=1 j=1 j=1
By adding to the previous inequality, the m-cycle inequality given by the sequence {iz2, i4, ..., i2m—2,92m },

we obtain the inequality
j=m ) j=m j=m
Dot D w(B(S)) < Y 18| - 1. (25)
j=1 j=1 j=1

that is a generalization of the inequality (21) mentioned in the previous subsection.

Suppose, now, that we have the m precedence constraints iz; < i2;41 for j = 1,...,m. It follows that
iny
Note that our derivation does not "create" cycle breaking inequalities (15) where one of the sets is reduced
to a single node set. However, as it has been shown in [4], these inequalities are redundant relatively to
other inequalities (15).

Note also that, as we have done in the previous section, we can consider that only some of the pairs
of nodes (i2j,i2j+1) for j = 1,...,m define precedence constraints. For the remaining pairs, by using
inequalities (10), we replace the corresponding vf variables by x;; variables and obtain generalizations of
constraints (23). However, we can show that the resulting inequality is dominated by an inequality (15)
where we group together two consecutive node sets not having a precedence constraint between nodes in
each of these two sets.

Our results will show that the 3-cycle constraints are not as effective to close the linear programming
gap of PCGDDL as are the 2-cycle constraints. We did not test k-cycle inequalities with & > 4 as it is
well known that such constraints are implied by 3-cycle inequalities (see [13]). The more general k-cycle
inequalities were presented only for the reason to simplify our explanation on how to generate all the cycle
breaking inequalities (15).

However, as we show in the next subsection, we can do better.

v = 1for j =1,...,m and we obtain the cycle breaking inequality (15) associated to the sets S1,..., Sp.

3.1.3 Lifted k-Cycle Inequalities (k > 3)

In this subsection we show that the k-cycle inequalities can be strengthened by adding to the corresponding
left hand sides, some terms on the x;; variables.

As it has been suggested by Letchford [18], it is possible to lift the 3-cycle inequalities and obtain the
following "lifted 3-cycle" inequalities

vl 4ol fop g <2, fori i k=2,...,n (26)

These inequalities have also been used by Sarin et al. [24].

Contrary to what happens with the unlifted inequalities, our results will show that these inequalities
are quite effective to close the gap of the linear programming relaxation of the PCGDDL formulation.
Unfortunately, separating all of these inequalities, although it can be performed in polynomial time by
simple enumeration, is rather time consuming.



The question, now, is to know how we can lift the k-cycle inequalities for £ > 4. First, notice that we
can always obtain a lifted k-cycle inequality by using the same recursive argument presented in the previous
subsection but, using lifted k’-cycle instead of k’-cycle inequalities (k' < k). However, inequalities obtained
in this way are not interested as they are still redundant. Can we do better? Let us look at the case with
k = 4. Let 4, j, k and [ be four distinct nodes of V' \ {1} and consider the lifted 4-cycle inequality

vl + 0 ol o) i+ g+ o <3, (27)

which is easily seen to be valid by examining a few cases.

The question, now, is to know whether we can still add an extra z term on the left hand side of (27)
and maintain the validity of the inequality. The following argument shows that it is not possible. In fact,
if we choose any lifted 4-cycle inequality (27) and add it to the one corresponding to the reversed cycle, we
obtain a clique inequality (7) for three nodes. (A similar situation happens by combining two appropriate
lifted 3-cycle inequalities (26) leading to a clique inequality (7) for two nodes.) The form of the lifted 3 and
4-cycle inequalities suggest the following generalization for £ = 5 in order to obtain a clique inequality on 5
nodes (following the lifted 3- and 4-cycle inequalities, we have chosen 4 nodes in the 5-cycle inequality and
added x variables associated to arcs linking all of them in the reversed order)

'Uzj+U;'€+Ullc+vlm+vfn+xji+xkj+xlk+33ki+xlj +x; <4 i3,k l,m € {2,...,n}.

Again, one can easily see that the inequality is valid if 2;; = 2;; = 0 (as it results from the combination of
the lifted 4-cycle inequality for nodes i, j, k, m, together with the lifted 3-cycle inequality for nodes k, I, m
and the 2-cycle equation for nodes k and m). However, it is not difficult to see that the inequality is not
valid with the two extra terms. In fact, one interesting point of research is to find k-lifted cycle inequalities
for k > 4 that cannot be obtained by combining lifted k’-cycle inequalities with k' < k.

We conclude this subsection by observing that the existence of lifted k-cycle inequalities shows that the
precedence cycle breaking inequalities (15) with more than 2 sets cannot be facet defining. Indeed, we can
use the process described in the previous subsection (with the lifted k-cycle inequalities instead of the k-cycle
inequalities) to obtain lifted precedence cycle breaking inequalities. In fact, it will be interesting to study
the polyhedral properties of the lifted precedence cycle breaking inequalities for 3 sets (by using (26)) and
for 4 sets (by using (27)).

3.2 Cut-like inequalities

In this and the next subsections we will present several exponential sized sets of new cut-like and multicut-like
inequalities relating the two sets of variables.

3.2.1 Simple Cut Inequalities

The first set of inequalities is directly based on the "meaning" of the equality vf = 1. The equality means
that ¢ is before j, that is, ¢ must be in the path from 1 to j in the tour. Then, we must have a path between
node 1 and node 7 in the graph G\ j, a path between node ¢ and node j in the graph G \ 1 and a path
between node j and node 1 in the graph G \ i. Using the well-known fact that “there exists an (s,t)-path
in a directed graph if and only if there is at least one arc in each (s,t)-cut”, we obtain the following valid
inequalities

vfﬁx@(V\(SU{j}),S)) i,j=2,...,nand forall SC {1,...,n},1,j € S,i €S, (28)
vl <a((V\(SU{1}),8)) i,j=2,...,nandforall SC{1,....n},1,i&S,j€S, (29)
vl <x(6(V\ (SU{i}),S)) 4,j=2....,nandforall SC{1,...,n},i,j &S 1€S5. (30)

All these inequalities can be separated in polynomial time by computing a minimum cut for each combi-
nation of two nodes 4, j among V' \ {1} and by checking that the value of this minimum cut is greater than
or equal to vf If this is not the case, we have found a violated inequality. Our results will indicate that the
inclusion of such inequalities in our model leads to substantial improvements on the lower bounding values.
One other advantage of including these inequalities is the substantial reduction in the overall CPU times.
The reason for this is that with the cut inequalities, many fewer violated GDDL inequalities (11) seems
to be generated. This may come from the fact that by combining adequately one inequality (28) and one
inequality (29), we obtain an inequality that is slightly weaker than a GDDL inequality. It follows that we
may find fewer violated GDDL inequalities and this can reduce the number of calls of the routine separating
GDDL inequalities (whose complexity is greater than the complexity of the routine separating inequalities

(28)-(30)).



Note that when S = {i} the first inequality can be written as

By using the assignment constraint (2) for node ¢ we obtain the constraint (9) for the nodes ¢ and j. Thus,
the first set of cut-like constraints alone generalizes constraints (9).

Note that constraints (9) (and (10), by using (9) and the 2-cycle equations (20)), together with other
inequalities, have been used before to obtain "projected" inequalities. Examples of this appeared in the
proof of Theorem 1 to obtain inequalities (17) and (18) and later on, to create inequalities (23). In each
of these three cases we can obtain more general inequalities by using (28)-(30) instead of (9) (or, by using
(28)-(30) together with the 2-cycle inequality (20) instead of (10)).

Constraints (28)-(30) can be generalized in several ways. This is discussed in the following subsections

3.2.2 Path-Cut Inequalities

To motivate the path-cut constraints, consider the following generic constraint
vf—&—vf <1+ z(A)

where A is a set of arcs. We want to find sets A leading to valid inequalities for the PCATS problem. Note,
first, that the inequality is of interest only when vg = vf = 1 (otherwise it is trivially valid). But in this
case, we have that i is before j and j is before k in the tour and we can say that the solution must contain
an arc in any (1,¢)-cut in the graph G\ {j, ¥} (that is, two nodes can be excluded from the adequate cut).
This leads to the following valid inequalities

vf—{—vf—lSx(é(V\(Su{j,k}),S)) i,5,k=2,...,nand for all S C {1,...,n}, 1,5,k & S,i € S. (31)

By using the same circular reasoning that was used to derive inequalities (29) and (30), we can obtain
the following additional 3 sets of inequalities

v{—&—vf—lSx(5(V\(SU{k,1}),S)) i,j,k=2,...,nand for all S C {1,...,n},1,i,k ¢ S,5 €S, (32)
vf—{—vf—lSx(5(V\(SU{1,i}),S)) i,5,k=2,...,nand for all S C {1,...,n},1,i,j €S,k €S, (33)
vf—&—vf—lSx((S(V\(SU{i,j}),S)) i,j,k=2,...,nand for all S C {1,...,n},4,5,k € S,1 € 5. (34)

We would like to point out that the previous inequalities do not capture the precedence relation infor-
mation between the two nodes outside the cuts. We shall say more about this in Subsection 3.3 where we
will present a more general set of multi-cut like inequalities.

As for inequalities (28)-(30), these inequalities can be separated in polynomial time by enumerating all
combinations of three nodes and performing for each one a minimum-cut algorithm in an adequate graph.
Clearly, enumerating all combinations of three nodes leads to a substantial increase in CPU times. On the
other hand, our results will show that these inequalities further improve the lower bounds.

The reasoning used to obtain (31)-(34) can be generalized for an arbitrary number of nodes. Let 41,...,144
be a sequence of ¢ < n — 2 nodes of {2,...,n}. Suppose that ioc = 1. Let r € {0,...,q} and let S be any
node set of (V'\ {io,...,iq})U{i,} with i, € S. Let S = (V \ {io,...,iq}) U{ir+1} where i,11 =igif r = q.
We then have the following valid inequality

—q+2<x(5(5,89) i1,...,iq €{2,...,n} and (35)
for all S C (V'\ {io,...,1q}) U{ir} with ¢, € S.

i2 e iq
v;; + + Yig

Note that if ¢ = 2 (resp. ¢ = 3) these inequalities corespond to inequalities (28)-(30) (resp. (31)-(34)).
Note also that for any given combination of nodes, it is possible to separate inequalities (35) in polynomial
time by again computing a minimum-cut in an appropriate graph. Unfortunatly, these inequalities do not
seem to be separable in polynomial time when ¢ is not fixed. Even if ¢ is fixed, the naive separation algorithm
which consist in enumerating each set of ¢ nodes is practical only for small values of q.



3.2.3 3-Cycle-Cut Inequalities

The good results that we obtained by using the lifted 3-cycle inequalities (26) suggest that we try to generalize
the lifted 3-cycle inequalities by using concept of cuts, described in the previous two subsections.
Following the motivation given for the path-cut inequalities (35), we want to obtain a general inequality
of the form
v’ +v§-€+vi <1+z(A)

where A is a set of arcs. At first sight, the three terms on the left hand side suggest that we may be able to
obtain an inequality that is stronger than the path-cut inequalities (35) for ¢ = 3. However, this is not the
case. First, note that the inequality is of interest only when the left hand side is equal to 2 (the inequality
is trivially true when the left hand side is equal to 1, and by the 3-cycle inequalities, it cannot be equal to
3). The problem here, is that we do not know which v variable is going to be equal to zero and we can not
use that information when choosing an adequate set A. However, if we ignore the fact that the tour starts
and ends on the node 1, then the nodes 7, j and k must be in this relative order whenever two v variables
are equal to 1. It follows that we must have a path between ¢ and j in the graph G \ k. We then have the
following valid inequalities

vl 4o fop —1<2(8(V\ (SU{k}),S)) i4,j,k=2,...,nandforall SCV\{k},j€S,i¢gS. (36)

Using the circular argument stating that there must exist a path between j and k in the graph G \ ¢
and a path between k and ¢ in the graph G\ j, leads to the same set of inequalities. Note that when
S = {j} in the inequality (36) and by using adequatly the assignment equality (2), we obtain the lifted
3-cycle inequalities (26). These inequalities can also be separated in polynomial time by enumeration. The
complexity of separating is the same as the one of separating the path-cut inequality (35) when ¢ = 3.
However, in practice, the separation of the 3-cycle-cut inequality is more time consuming. This is due to
the fact that when we separate path-cut and 3-cycle-cut inequalities, the computation of a minimum cut
is performed only if the left hand side is positive. As the left hand side of the 3-cycle-cut inequalities
contains more terms, it has more chances to be positive and then a larger number of minimum-cut calls
are performed when separating the 3-cycle-cut inequalities. Anyway, a few experiments performed by us
indicate that separating the more general inequalities leads only to small improvements when compared with
what we could achieve by using the lifted 3-cycle inequalities alone.

3.3 Multicut inequalities

In this subsection, we describe inequalities generalizing constraints of the previous subsection but involving
more than two sets of nodes. Let ¢ and j be two distinct nodes of {2,...,n} and let (Vp, V1, V2) define a
partition of V such that 1 € V5, 7 € V1 and j € Vo. We have the following "multi-cut" inequality

v] +1 < 2(8(Vo, Vi UVa)) 4+ z(5(V4, Va)). (37)

Before showing its validity, we note that they generalize the three cut-like inequalities (28)-(30). In fact,
when Vj (resp. Vi, V2) is reduced to a single node set, then inequality (37) is nothing else but inequality
(29) (resp. (30), (28)). To see that the inequality (37) is valid, note first that if v/ = 0, then inequality (37)
is a weaker version of the cut inequalities (8) and thus, it is valid. If vf = 1, we must have two paths: one
going from node 1 to node ¢ and the second from node ¢ to node j. Each of these paths must use at least
one arc of §(Vo, Vi U V2) U §(Vi, V2). As the paths must be disjoint, the inequality is valid.

Unfortunately, it appears that such inequalities cannot be separated in polynomial time and for the
moment we use the three simpler special cases (28)-(30) in our experiments.

The form of the previous inequalities suggest a stronger version of (35) for ¢ = 3. Let 4,7,k be three
distinct nodes of {2,...,n}. Consider a partition Vo, Vi, V2, Vz of V with 1 € Vp, 1 € Vi, j € Vo and k € V3,
and the following inequality

’U? + U;-C +1< 1’(5(‘/0, ViuVWVou V3)) —+ 1’(5(‘/1, Vo u V3)) + x(d(Vg, V3)) (38)

First, we can notice that this inequality is trivially valid when both vf and vé-“ are equal to 0 as it is a
weaker version of the cut inequalities (8). If only one of the variables vf and vf is equal to one, say vf,
the inequality is a weaker form of the inequality (37) (the one for the partition Vp, V4 U V2, V3 and the two
nodes j and k). Thus, this inequality is of interest only when v{ = vf = 1. But in this case, a solution must
contain a path from node 1 to node i, a path from node i to node j and a path from node j to node k. As
these three paths have to be disjoint and each one uses at least one arc of the multicut, the inequality is

valid.



Constraint (38) generalizes constraints (31)-(34). In fact, if we take, for instance, Vo = {j} and V5 = {k},
and by combining the inequality with the inequalities (2) for nodes j and k, we obtain the inequality

v{ -l-vf +xk; — 1 < x(Vo, V1)

that dominates the path-cut inequality (31). Indeed, the “lifted” term z; captures the “missed” information
that k may be before j.

By reducing adequate sets to single node sets, we can also show that inequality (38) generalizes all
inequalities (32)-(34).

As it happens with the simpler multi-cut inequalities (37), it appears that the inequalities (38) cannot
be separated in polynomial time and for the moment, we use the weaker form (31)-(34) in our experiments.

We conclude this section by noting that it is not obvious how to generalize inequalities (37) and (38) for
partitions of V' with more than four sets as the straightforward generalization is not valid. As noted before, a
similar situation happens with a straigthforward generalization of the lifted 3-cycle and 4-cycle inequalities.

4 Systematizing ways of obtaining inequalities

Before presenting computational results, we will present a brief section where we systematize the different
ways we have used to obtain inequalities for this class of formulations. We will also show that these ways
suggest how to derive new inequalities for these formulations.

4.1 Lifting ATSP inequalities

Consider an inequality of the form x(A) < b, where A is a set of arcs and b is a constant, which is valid for
the ATS problem. The idea is to look for valid inequalities for the ATS and PCATS problems by changing
them into v},—l—w(A) < b—i—vg for adequate pairs (p,¢) and (p, 7). In fact, the GDDL inequalities were obtained
in this way. We believe that this approach can be used to obtain valid inequalities for the PCATS problem
from other valid inequalities for the ATS problem. As one other example, we consider the so-called DkJr and
D, inequalities (see [15]) which are known to be facet defining for the ATS problem. Let i, j and k be three
distinct nodes of V' \ {1} and consider the following DJ inequality

Tij + Tjk + Tri + 275 < 2.
If we take now a node p from V' \ {1,4, 5, k}, we can lift the precedent inequality into the following inequality
U; + Tij + Tjp + Thi + 225 <2+ UZ.

In fact this inequality means that, when the D3+ inequality is tight, if node p is before node i then it must
also be before node j in the tour. A more general D,;" and D, can be modified in a similar way provided
that when the Dz' or D, inequality is tight, then the two nodes ¢ and j are necessarly linked by a path.
We note that such inequalities were relevant for the best lower bounding schemes for the ATS problem (see
[10]) and, modified “precedence constrained” versions of the D} and D; inequalities were also used in the
method described in [3].

4.2 Lifting LO inequalities

Similarly to what has been suggested in i), we can obtain inequalities in the (z,v) space by suitably adding
x variables to valid inequalities for the LO polytope. Note that we did this before when lifting the 3-cycle
and 4-cycle inequalities. We show next that more general Mébius ladder inequalities may also be lifted
in a similar fashion. It is known that the so-called “simple” M&bius ladder inequalities are, under certain
conditions, facet defining [14] for the LO polytope and that these inequalties belong to a more general class
of valid inequalities that can be separated in polynomial time [6].

Consider the “smallest” Mébius ladder inequality [14]

u u u. u u u u u u
Vyi + Vs + Uyh + Uy + Uy 08 F 00 Uy F vy ST (39)

where u1,...,us are six nodes different from node 1.

It is well known (see, for instance, [6]) that this inequality can be obtained by adding several 3-cycle
inequalities and upper bounding inequalities on the v variables and by subsequently using integer rounding.
Here we show that by using a similar procedure but using instead the lifted 3-cycle inequalities, we can obtain
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a lifted (into the x space) Mdbius ladder inequality. To simplify our proof we use the following redundant
lifted 4-cycle inequalities

Vui +vuE +vus U0+ Tuguy T Tugus <3,

Uyt + 052 + 08 + 003 + Tugus + Tuguy < 3,

VS + vt + Ui + UE + Tugus + Tuguy, < 3.
Tt is easy to see that such inequalities can be obtained from the lifted 3-cycle inequalities (26) and 2-cycle
equations (20). Now, by adding all of them together with upper bounding inequalities vf < 1 for the pairs of
nodes (i,7) = (u2,us), (ua,u1), (ua,us), (us,us), (ue,u1), (uz,us); dividing the result by two; and rounding
down the right-hand side of the obtained inequality, we obtain the following lifted M&bius ladder inequality

ug u Uy wy us u, u uq u
Va2 + 02 4 Vs vt F0p2 08+ ugd F vur 005 F Tuguy, F Tuguy + Tugus < 7. (40)

In fact, we can also lift the original Md&bius ladder inequality in a different way by using the lifted 4-cycle
inequalities
Vo2 + vy + ot + vl F Tugus F Tuguy <3,
Uyt + 052 + 08 + 003 + Tuguy + Tugug < 3,
Vg8 + Vid + 002 + 005 + Tugug + Tugu, < 3.

Adding these inequalities together with the inequalities v/ + x;; < 1 for the pairs of nodes (i,) = (u2, u3),
(ua,u1), (ua,us), (ue,us), (us,u1), (uz,us); dividing by two and rounding down the right-hand side, will
give the lifted M6bius ladder inequaity

uo u uy uq u u, u uy u
Uy +'ng +Uu3 +'Uu4 +'Uui +ng +'ng +Uu6 +'ng +xu3u2 +xu1u4 +xu5u4 +xu3u6 +xu1u6 +xu5u2 < 7. (41)

The main question is to check whether more general M&bius ladder inequalities could also be lifted into
(z,v) space in a similar way. In fact, it is not difficult to see that the two procedures mentioned above can
be used to lift any Mdbius ladder inequality that is obtained by combining an odd number k of 4-cycles (The
case discussed above has k = 3). We also think that the second procedure described above can be used to
lift “any” Mdobius ladder inequality by adding the z;; variable associated to every arc (j,¢) that appears in
only one cycle of the original Md&bius ladder inequality.

4.3 Pure (z,v) inequalities (with the v variables following a pattern)

These inequalities are represented by the simple, path and cycle cut inequalities described in Section 3.2.
As suggested by Fischetti [9], a different class is obtained by considering two disjoint sets of nodes A and B
and by considering v; variables with p taken from A and ¢ taken from B. Let r be a positive integer and
(i1,51),- -, (ir, jr) be r couple of nodes of {2,...,n}? such that a node i, does not appear in {j1,..., -}
and a node jg does not appear in {i1,...,i}. Note that a same node can appear several times in {i1,...,i,}
or in {j1,...,jr}. Then, the following inequalities are valid

vl —r 1< 2@V \(SU{,. .51, 8) forall SC{2,...,n}\ {jr,....0r}, {in,... 0} S,

q=1

(42)

dovl—r+1<a(6(S,V\(SU{ir,...,ir})) forall SC{2,...,n}\ {ir,...,ir}, {G1,...,5:} € S.
q=1

(43)

The interest of these inequalities is that by projecting out the v variables, we obtain the predecessor- and
successor-inequalities introduced in [4].

4.4 Projecting from a MCF formulation

It is well known that so-called multicommodity flow formulations, usually, provide tight linear programming
lower bounds for several classes of network design problems. Following [12], we could adapt the multicomodity
flow formulation for the ATSP (see, for instance, [7]) by including the following linking constraints

j=n
i .
E frij =ve i,k=2,...,n.

j=1

We have solved the linear programming relaxation of such a formulation. For example, on the instance
named ESC25, the gap is equal to 3.14% which is worst than our best result. On the other hand, for the
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Name A\ P C Asch
Gap CPU Gap | CPU Gap CPU Gap | CPU Gap CPU Gap CPU
ESCo07 9 6 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00
ESC11 13 3 1.30 0 1.28 0 0.84 0 0.84 0 0.73 1 0.65 1 0.00
ESC12 14 7 0.36 1 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00
ESC25 27 9 6.51 26 5.55 24 2.56 28 2.40 23 1.76 120 1.92 24 2.32
ESC47 49 | 10 4.10 650 4.10 646 4.08 1011 4.08 719 3.46 3642 3.42 752 3.18
p43.1 44 9 0.04 | 11512 0.01 1741 0.01 2209 0.01 779 0.01 1909 0.01 7374 0.27
p43.2* 44 | 20 0.62 | 53761 0.39 | 8140 0.60 | 22258 0.39 | 7016 0.35 | 16160 0.29 | 13567 1.30
p43.3* 44 | 37 1.43 | 22620 0.77 | 5096 1.43 3461 0.77 | 3786 0.72 8943 0.67 4579 2.34
p43.4* 44 | 58 | 16.51 743 | 16.42 578 | 16.46 448 | 16.42 344 | 16.41 1742 0.16 440 | 32.67
ry48p.1 49 | 11 7.98 1500 3.40 1755 6.64 1179 3.03 1586 2.95 3835 3.00 2670 5.29
ry48p.2* | 49 | 23 | 11.84 1840 7.03 1761 | 10.52 544 5.85 1643 5.76 3833 5.72 3478 9.29
ry48p.3* 49 42 14.84 1095 13.19 1029 14.02 898 12.80 1061 12.41 3719 10.94 2013 13.30
ry48p.4* | 49 | 58 | 18.84 899 | 18.50 765 | 18.84 709 | 18.50 611 | 17.59 2351 | 12.87 720 | 13.61
ft53.1 54 | 12 5.87 3281 3.46 | 3888 3.66 2373 2.76 | 2214 2.66 6991 2.29 9699 4.58
ft53.2* 54 | 25 | 10.20 3284 7.02 | 3764 7.56 1876 6.84 1851 6.66 5878 5.89 | 10780 7.88
ft53.3* 54 | 48 | 16.82 1953 | 14.58 1975 | 16.49 1180 | 14.48 1221 | 13.50 4253 9.94 3293 | 11.18
ft53.4* 54 | 63 7.76 1473 7.52 1221 7.54 936 7.31 994 5.58 4181 3.26 836 3.84

Table 1: Results for the PCATS instances

instance ESC47, the gap is around 2.77% and thus better than our best results. These results indicate
that it would be worth to study the projection of the linear programming feasible set of such a formulation
on the (z,v) space as the projected inequalities might help us to strengthen our cutting plane methods.
We note that some preliminar results on this have already been given in [12]. The inequalities given in
[12] (and shown to be implied by the multicommodity flow formulation) are special cases of the multicut
inequalities (38) (the "projected" inequalities correspond to the multicut inequalities when Vi and V3 are
reduced to single node set). We have incorporated these special cases in our cutting planes, but apparently,
no significant improvement has been noted. The results given by the linear programming relaxation of the
multicommodity flow model suggest that other "projected" inequalities should be of interest.

5 Computational Results

In order to give an idea of the strength of the formulations and inequalities given in this paper, in this section
we present a set of computational results on instances of the PCATS problem taken from the TSPLIB. In
Table 1, the different entries correspond to

Name: Name of the instance,

V: Number of nodes of the instance,

P: Number of precedence constraints,

A: results given by PCGDDLy

B: results given by PCGDDLy, with 2-cycle equations (20),

C: results given by PCGDDL}, with simple cut inequalities (28)-(30),

D: results given by PCGDDLy, with 2-cycle and simple cut inequalities,

E: results given by PCGDDL{, with 2-cycle, simple cut and path-cut inequalities (35) with ¢ =3
F: results given by PCGDDLy, with 2-cycle, simple cut and lifted 3-cycle inequalities (26),

Gap: gap of the considered formulation,

CPU: CPU time in seconds needed to solve the corresponding formulation,

Asch:  gap of the root node lower bound obtained by Ascheuer et al. [3].

We use the formula 100 X (gub — lbroot)/gub to compute the gap. In this formula, lb,00+ denotes the lower
bound given by the linear programming relaxation of the considered formulation and gub denotes either the
optimal solution or the best upper bound given by [3]. Instances indicated with an asterisk are instances for
which the optimum is not known and the best upper bound value is used to compute the gap.

First, we note that these computational results confirm the different remarks made in the previous section
about the practical efficiency of our different formulations and inequalities. In particular, we can see that
adding the 2-cycle constraints permit us to reduce significantly the computational time as well as to improve
the lower bounds. We can also remark that the addition of the simple cut inequalities either reduces the
computational time effort or/and improves the lower bound values. However, the inclusion of the 2-path
inequalities seems more dubious as although they improve the lower bound values, the substantial increase
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of the computational times seems not to justify their use.

Our best formulation, with a good ratio between quality and CPU time, seems to be PCGDDL where we
add the 2- and lifted 3-cycle inequalities as well as the simple cut inequalities. With this formulation, the
corresponding results are given by the column F of Table 1, we are able, for most of the instances, to improve
the lower bound obtained by Ascheuer et al. [3] at the root node of their Branch-and-Cut algorithm. In
fact, for some instances, we even obtain a better lower bound that their global lower bound (that is the best
lower bound they obtained after performing their Branch-and-Cut algorithm). In particular, we remark on
the improvement done for the instance p43.4 where the gap is reduced from about 32% to 0.16%. This may
be explained by the fact that our formulation contains a lifted version of all the precedence cycle breaking
inequalities (15) while the Branch-and-Cut algorithm in [3] uses a heuristic to separate the original version
of the precedence cycle breaking inequalities (15).

Finally, we have tried, for some instances, to extend the cutting plane algorithm developed into a Branch-
and-Cut algorithm. We were able to obtain the optimal solution for the instance p43.4 (with a value of 83005
in 15282 seconds after exploring 289 nodes) that, as far as we know, has not yet been solved to optimality.
Unfortunately, we have not been able, yet, to solve the two remaining p43 instances as the Branch-and-Cut
algorithm is still too time consuming. We have to improve its implementation by combining exact separation
algorithms of some inequalities with perhaps heuristic routines.

6 Conclusion

In this paper, we have studied formulations for the PCATS problem using binary precedence relation variables
(besides the binary arc inclusion variables). The emphasis of this paper was on the use of exponential sized
sets of cut-like constraints together with the corresponding polynomial separating routines.

On the other hand, our results have shown that the proposed methods produce lower bounds that
dominate the best lower bounds known so far. With the new models we have been able to solve to optimality,
one instance that has not been solved before.

Our results also indicate that it may be worth looking to new inequalities (see, for instance, Section 4)
as in some cases, our lower bounds still need to be improved.

7 Appendix (Proof of Theorem 1)

To prove Theorem 1, we need the following lemma whose proof is given in [23]
Lemma 1 Let T € IR™ satisfying inequalities (7). Let m;; = min{|S|—1—xz(E(S))|S C {2,...,n},i,5 € S}
fori,j=2,...,n with i # j. Then for all sequence of nodes {i1,i2,...,it} of {2,...,n} with t > 3 we have

r=t—1
Miyiy < Z Miyiy -

r=1

We will show that the polyhedron P, defined by (14), (7), (16)-(18) and (5) is the projection on the z
space of the polyhedron P given by (9), (10), (11), (12), (13) and

zi; >0 foralli,jeV\{1}. (44)

First note that by (9), (10) and (5) we have that 0 < vf <1 for all i,5 € {2,...,n}. It follows that, in P,
we can replace equalities (12) and (13) by the inequalities
v > 1 forall (i,j) € B, (45)
v; <0 for all (i,5) € B, (46)
and maintain the same set of solutions.
We have shown before that the projection of P is included in P,. To show the reverse inclusion, it is sufficient
to show that for each solution Z of P, there exists a value assignment 7 to the variables v such that (Z, )

is a solution of P.
For all 4,7,k € {2,...,n}, let Sijx C V \ {1,k} be the set of nodes with i, 5 € S;;» and such that

S| — 1 — F(E(Sij1)) = min{|S| — Z(E(S)), for all S € V \ {1,k}, i, € S}.
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Note that we can assume that S;ji, = Sji. It follows that a solution (Z,?) satisfying the system

vl <~y for all i,j € {2,...,n},i # j, (47)
vi < 1— for all 4,5 € {2,...,n},i # J, (48)
vp—v], < |Sijk| — 1 — Z(E(Syx)) foralli,j k€ {2,...,n},i#j#k, (49)

vl <1 for all (i, ) € B, (50)
vi <0 for all (i) € B. (51)

will also belong to P. By Farka’s lemma, this system has a solution if and only if we have

i=n j=n k=n i=n j=n i=n
> Z Z (ISikl = 1=2(E(Sip)) fise + > > A=Zi)fizi— Y Z Zijfiji— > 0 >0
i=2 j=2, j#i k=2, k#i,j

i=2 j=2, j#i 1=2 j=2, j#i (i,5)€B
(52)
for all the solutions of the system
j=n
> fmk - Z fiik =0 for all k,i € {2,...,n}, k #1i,(k,i),(i,k) € B, (53)
=2, j# =2, j#i
Z fiji — Z fik —ori =0 forall ki€ {2,....,n} ki, (k i) € B, (54)
J=2, j#i J=2, j#i
Jj=n Jj=n
ST fuar— > fik+Bu=0 forallkie {2, .. n}k#i(ik) € B, (55)
J=2, j#i §=2, j#i
fijk >0 for all 4,5,k € {2,...,n},i #j#k, (56)
ki >0 for all (k,i) € B (57)
Bir >0 for all (k,i) € B, (58)
(59)

where variables fiji, fijj, fijk, ij and (B;; are the dual variables associated respectivly to inequalities (47)-
(51).

Note that we can decompose the system given by (53)-(57) for each value of k € {2,...,n}. Let (53k)-(57k)
represent inequalities (53)-(57) restricted to the same value of k. Then, for a given k € {2,...,n}, the system
(53k)-(57k) defines a network flow system where inequalities (53k)-(55k) are flow balance inequalities. Note
that the flow balance constraint for node k can be obtained by summing all the inequalities (53k)-(55k).
This will give the inequality

Z Fikk — Z frjn + Z Bir — Z i = 0.

J=2,j#k J=2,j#k (i,k)EB (k,i)eB

Note that this time, contrary to inequalities (53k)-(55k), the inequality consider the difference between the
incoming flow and the outgoing flow at node k. Then, a solution of the system (53k)-(55k) describes a flow
system where a node i such that (k,4) € B will be a source node if ag; > 0, and a node 4 such that (i,k) € B
will be a sink node if B;x > 0. Moreover, node k£ will be a source node if

Z sz> Z Qs

(i,k)eB (k,i)eB
and a sink node if
Z Bir < Z Qi
(i,k)EB (k,i)EB

Such a flow can be decomposed into elementary circuits C' of flow with value fc and/or into elementary
paths P between a source and a sink node of flow with value fp. We will now show that the contribution
in (52) of each circuit or path starting with node k is positive, and the contribution of each path starting
with a node different from k is at least fp. As the summation of the flows on paths starting on a node
different from k is equal to the summation of the ay; for all ¢ such that (k,i) € B, we will have that, for
each k = 2,...,n, the flow given by (53k)-(55k) will have a non-negative contribution in (52) and the proof
will be complete.
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Thus, consider first the contribution of a circuit C' and suppose that the cycle is of length 2. If k belongs to the
circuit (and let ¢ be the second node), then the contribution of this circuit in (52) is equal to (1 —Z;k — Tks) fo
which is non-negative by (7) for the set S = {i,k}. If k does not belong to the circuit, then let ¢ and j
be the two nodes of the circuit. Its contribution in (52) is thus 2fc(|Sijk| — 1 — Z(E(Sijx))) which is also
non-negative by inequalities (7) for the set S;ji.

Suppose now that the circuit contains at least three nodes. As before, we have the two cases whether or
not the circuit contains the node k. Suppose first that the circuit is of the form C = (k, 41,12, ..., k) with
t > 2. In this case the contribution of C in (52) is

r=t—1

( Z (|Sirir+1k| -1- f(E(Siriwrﬂﬂ))) +1—zik— xkil)fc'

r=1

By Lemma 1, this is greater than or equal to
(|Si1itk| - i’(E(S””k)) — LTigk — xki1)fc'
As k does not belong to S;,;,« this last expression is greater than or equal to
([Sirick ULRY — 1 = 2(E(Siyie U {k}))) fo

which is itself non-negative.
Now, consider the case when the circuit does not contain node k, and let C' = (i1, 2,...,%,41) with ¢ > 3.
Its contribution in (52) is given by

r=t

O (1Sivir gkl = 1= Z(E(Sivi, i 6)))) fe

r=1
with 4,41 = 41. By inequalities (7), it is non-negative.
We will now consider the contribution of a path P. Suppose first that the path starts at node k, that is, P is
of the form (k,i1,...,4¢), t > 1. It follows that i; is a sink node and then (i, k) is a precedence constraint. If
t = 1, the contribution in (52) of P is —Zxs,. As (i1, k) is a precedence constraint, by (14), we have Zy,;, =0
and the contribution is non-negative. Now, if ¢ > 2, then the contribution is

r=t—1

(> USivippanl = 1= Z(E(Sivipi 1)) = Zrin) fr-

r=1

By Lemma 1, this expression is greater than or equal to
((1Siyiek] =1 = Z(E(Siyi,k))) — Zrir ) fp-

By inequality (18) for the nodes i1, i+, k, the precedence constraint (i¢, k) and the set S;,;,, this expression
is non-negative and so is the contribution of the path P.

Next, we will show that the contribution in (52) of the other paths P is at least fp.

Consider a path P = (i1,...,i:) not containing the node k. Then We have the two precedence constraints
k <1 and 4; < k. The contribution of P in (52) is

r=t—

(D (Sipirakl = 1= Z(E(Siyi,1x)) fr.

r=1

By Lemma 1, the contribution of P is greater than or equal
(ISiyisk] =1 = Z(E(Siyick)))) fP-

However, by inequality (16) for the nodes i1, i, k, the set S;,;,r and the two precedence constraint k < i;
and 4, < k, we have Z(E(Si,i,k)) < |Siyirk| — 2 and thus the contribution of P in (52) is at least fp.

Now, consider a path P whose last node is k, that is P = (i1,...,%,k) and then we have the precedence
constraint k < ¢;. If ¢ = 1, the contribution of P will be 1 — Z;,x. As Z;;% = 0 by inequality (14), the
contribution of P is at least fp. If ¢ > 2, the contribution of P will be

( (ISiripgakl = 1= Z(E(Siipgak))) + 1= Zirk) fr-
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By Lemma 1, this is greater than or equal to
(ISiyick] =1 = Z(E(Siyik)) + 1 — Ziyr) fp.
By inequality (17) for the nodes i1, i, k, the set Siri”lk and the precedence constraint k < i1, we have
Z(E(Siyirk)) + Tigk < |Siyice] — 1

and thus, the contribution of P is at least equal to fp.

Finally, consider a path of the form (i1,...,ip—1,k,ip+1,...,%:). We then have the two precedence constraint
k <41 and i¢ < k. In fact, the contribution of such a path is nothing but the addition of the contribution of
the two subpath given by (i1,...,ip—1,k) and (k,ip+1,...,%:). As we have shown above, the first subpath
has a contribution of at least fp while the second has a non-negative contribution. It follows that the path
P has a contribution of at least fp in (52).

This complete the proof of the theorem.
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