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Abstract: The class of non-linear integrate and fire neuron models introduced in the
previous chapter, containing such models as the Izhikevich and the Brette-Gerstner ones,
are hybrid dynamical systems defined both by a continuous dynamics, the subthreshold
behavior, and a discrete dynamics, the spike and reset process. The dynamical properties
of the subthreshold system has studied in [Touboul, 2008b]. This previous study does not
account for the spiking properties of the model. We study in this chapter the spike patterns
produced by these models. These patterns of activity are the result of an interplay between
the continuous subthreshold dynamics and the reset process. Interestingly, the reset induces
in bidimensional models behaviors only observed in higher dimensional continuous systems
such as bursting and chaos.

This is why in the first section we study in depth the subthreshold dynamical system,
and characterize its main dynamical properties, and a suitable framework in order to study
the spike dynamics through the use of a discrete map, called the adaptation map. We then
present how the spiking behavior of the model is linked with dynamical properties of the
map, and show in particular that the system can exhibit a transition to chaos via period
doubling, which was previously observed in Hodgkin-Huxley models and in Purkinje cells.
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Spiking dynamics of bidimensional integrate-and-fire
neurons

Résumé : The class of non-linear integrate and fire neuron models introduced in the
previous chapter, containing such models as the Izhikevich and the Brette-Gerstner ones,
are hybrid dynamical systems defined both by a continuous dynamics, the subthreshold
behavior, and a discrete dynamics, the spike and reset process. The dynamical properties
of the subthreshold system has studied in [Touboul, 2008b]. This previous study does not
account for the spiking properties of the model. We study in this chapter the spike patterns
produced by these models. These patterns of activity are the result of an interplay between
the continuous subthreshold dynamics and the reset process. Interestingly, the reset induces
in bidimensional models behaviors only observed in higher dimensional continuous systems
such as bursting and chaos.

This is why in the first section we study in depth the subthreshold dynamical system,
and characterize its main dynamical properties, and a suitable framework in order to study
the spike dynamics through the use of a discrete map, called the adaptation map. We then
present, how the spiking behavior of the model is linked with dynamical properties of the
map, and show in particular that the system can exhibit a transition to chaos via period
doubling, which was previously observed in Hodgkin-Huxley models and in Purkinje cells.

Mots-clés : Pas de motclef



Spiking dynamics of bidimensional integrate-and-fire neurons 3

1 Introduction

Recently in the neuro-computing community, finding a computationally simple and bio-
logically realistic model of neuron has been a great endeavior. The main interest of this
search is to get mathematically tractable models in order to understand the nature of the
nerve cell activity, and computationaly simple in order to be able to compare experimental
recordings with large scale brain models. The key problem is to find a model of neuron
realizing a compromise between its simulation efficiency and its ability to reproduce what
is observed at the cell level, often considering in-vitro experiments [Koch and Segev, 1998,
[[zhikevich, 2004] [Rinzel and Ermentrout, 1989]. Among the variety of computational neu-
ron models, nonlinear spiking models with adaptation have recently been studied by several
authors [[zhikevich, 2004, [Brette and Gerstner, 2005], [Touboul, 2008b] and seem to stand
out. They are relatively simple, i.e. mathematically tractable, efficiently implemented, and
able to reproduce a large number of electrophysiological signatures such as bursting or regu-
lar spiking. These models feature the membrane potential of the nerve cell v togetger with an
adaptation variable w, and distinguishes between to phases of the neuronal activity: the sub-
threshold behavior when no spike is emitted, and the emission of action potentials (spikes).
The subthreshold dynamics is governed by the following ordinary differential equation:

Y =F@)—w+I
{%—1;’ = a(bv — w) (1)

where a,b are non-negative parameters accounting respectively for the time constant ratio
between the adaptation variable and the membrane potential and b to the coupling strengh
between these two variables. I is a real parameter accounting for the input current of the
neuron, which in this mathematical study is assumed to be constant, and F'is a real function
accounting for the nonlinear ionic currents. Following [Touboul, 2008H], it is assumed to be
regular (at least three times continuously differentiable), strictly convex, and its derivative
to have a negative limit a —oo and an infinite limit at +o0o. In order to ensure that the
neuron will elicit spikes, we add the following assumption:

Assumption (A1). There exists € > 0 such that F grows faster than v'™¢ when v — oo
(i.e. there exists a > 0 such that F(v)/vlT® > a when v — .

We prove in section that the membrane potential blows up in finite time in these
cases. Among these models, the quadratic adaptive model [Izhikevich, 2004] corresponds to
the case where F(v) = v2, and has been recently used by Eugene Izhikevich and coworkers
[[zhikevich and Edelman, 2008| in very large scale simulations of neural networks. The adap-
tive exponential model [Brette and Gerstner, 2005 corresponds to the case where F'(v) = eV
modeling the sodium current responsible for the generation of action potentials is mod-
elled by an exponential function, following the work of [Fourcaud-Trocme et al., 2003|, and
has the interest that its parameters can be related to electrophysiological quantities, and
has been successtully fit to intracellular recordings of pyramidal cells [Clopath et al., 2007,
Holivet et al., 2008]. The quartic model [Touboul, 2008b] corresponds to the case where
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4 Touboul & Brette

F(v) = v* + 2av and has the advantage to of being able to reproduce all the behaviors
featured by the other two and also self-sustained subthreshold oscillations which are of par-
ticular interest to model certain nerve cells.

As we have seen in [Touboul, 2008 and in section XA in the case of the adaptive
quadratic model or when the function F diverges slower than v? when v — oo (i.e. when
there exists Vr > 0 such that F(v)/v? is bounded for v > V), the adaptation variable blows
up at the same time as the membrane potential. In these cases, a spike is emitted at the
time ¢t* when the membrane potential v reaches a cutoff value #. At this time, the membrane
potential is reset to a constant value v, and the adaptation variable is updated to w(t*) +d
where w(t*) is the value of the adaptation variable at the time of the spike and d > 0
is the spike-triggered adaptation parameter. Because of the explosion of the adaptation
variable, it is mandatory to define an arbitrary cutoff, as done in [[zhikevich, 2007]. The
spiking properties are highly sensitive to changes in this cutoff parameter, as proved in
[Couboul, 2008,

For this reason, we will not be interested in this type of models, but will rater study
models having intrinsic properties. This is why in the rest of the paper we consider models
with an F' function satisfy the following assumption:

Assumption (A2). There exists € > 0 such that F' grows faster than v>T¢ when v — oo
(i.e. there exists a > 0 such that F(v)/v?T¢ > o when v — oco.

In these cases as proved in [Touboul, 2008¢| and in section the membrane potential
blows up in finite times and at these times the adaptation variable converges to a finite
value. A spike is emitted at the time t* when the membrane potential blows up. At this
time, the adaptation variable converges to the value

After the spike emission, the membrane potential is reset to a constant value v, and the
adaptation variable is added a positive parameter, the spike-triggered adaptation parameter:

v(t*)  — v,

w(t*) —w(t*)+d (1.2)

v(t) blows up at time t* = {
In these models, the reset mechanism makes critical the value of the adaptation variable at
the time of the spike. Indeed, when a spike is emitted at time ¢*, the new initial condition
of the system () is (v, w(t*) 4+ d). Therefore, this value governs the subsequent evolution
of the membrane potential, and hence the spike pattern produced.

These models are hybrid dynamical systems, in the sense that they are defined by
both a continuous and a discrete dynamical system. This structure make these mod-
els very interesting. Indeed the addition of the reset to the bidimensional continuous
dynamical systems makes possible behaviors which cannot appear in autonomous bidi-
mensional nounlinear ordinary differential equations, such as the bursting and chaos (see
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Spiking dynamics of bidimensional integrate-and-fire neurons 5

[[zhikevich, 2003, Brette and Gerstner, 2005, [Touboul, 20084]). In this chapter we will rig-
orously study from a mathematical point of view these different behaviors, in order to
understand qualitatively the origin of the different observed behaviors, and quantitatively
to get insights on the ranges of parameters to obtain a given behavior.

To this end, we precisely study in section Bl the orbits of equation (I]) in the phase
plane (v, w) in order to characterize the value of the adaptation variable at the time of the
spike. We will be particularly interested in the attraction basins of the stable subthreshold
orbits. We will define herein an essential tools to study the spike patterns, the adaptation
(or Poincaré) map. We observe that the properties of this map are closely linked with the
subthreshold dynamics properties, more precisely with the number and stability of fixed
points. Section Bl will be devoted to the case where the subthreshold system has no fixed
point, and in the case where the neuron fires whatever its initial condition. Therefore the
study of the iterations of the map ® allows us to discriminate between different modes of
tonic spiking. Section Hlis devoted to the case where there exist non-spiking subthreshold
orbits. In these cases depending on the initial condition the system can either fire infinitely
many spikes (tonic spiking) or finitely many spikes (phasic spiking). In the last section Bl we
comment these results from a neurocomputational viewpoint,.

2 Detailed study of the subthreshold dynamics

The class of systems we study here is the general class of nonlinear bidimensional neuron
models introduced in [Touboul, 2008b]. We recall here briefly for the sake of completeness the
main definitions. These models feature the neuron’s membrane and an adaptation variable,
whose coupled dynamics is the superpositions of two mechanisms: a nonlinear subthreshold
integration mechanism, driven by the ordinary differential equation (IIl), coupled with the
spike-and-reset mechanism given by equation ([[L2). If membrane potential blows up at time
t*, a spike is fired, and subsequently the membrane potential is instantaneously reset to a
constant, value v, and the adaptation variable is increased by a constant value d.

This system is an hybrid dynamical system: it is defined by both a continuous time dy-
namical system given by the equations ([J]) and a discrete dynamical system called the spike
and reset mechanism, given by the equations ([(L2), with five real parameters (a, b, I, v, d).
The parameters (a,b, I) govern the subthreshold dynamics, while the parameters v, and
d govern the spike and reset mechanism. The subthreshold bifurcation problem was first
studied by Izhikevich in [[zhikevich, 2006] in the case of the adaptive quadratic integrate
and fire model, and extended to the generalized class of models of |
appears that a is not a bifurcation parameter, and that the system undergoes a subcriti-
cal Bogdanov-Takens bifurcation. Moreover, under a simple condition on F' and the other
parameters, the model can undergo a Bautin bifurcation. This analysis accounts for the
subthreshold behavior of the neuron and allows one to define electrophysiological classes of
neurons depending on the parameters of the model, as done in [Touboul and Brette, 2008]|
in the case of the adaptive exponential model.

RR n°® 6531



6 Touboul & Brette

Nevertheless, this former study does not explain the spiking behaviors of the neuron,
which are governed by the spiking mechanism. These properties are closely linked with topo-
logical properties of the underlying dynamical system, and we are interested here in under-
standing these properties. In this section, we first recall the main results of
on the subthreshold dynamics, which will be useful in the rest of the paper, and extend these
results by studying the topological properties of the dynamical system defined by (ICIl). We
will see that there are three types of subthreshold orbits (i.e. orbits which will never fire):
the ones that are attracted towards a stable fixed point of the dynamical system, the ones
attracted by a limit cycle, and the stable manifold of the possible saddle fixed point. We
will see that this stable manifold will shape the attraction basins of the stable subthreshold
orbits (fixed points or limit cycles). This detailled study of the subthreshold dynamics will
lead us to define a Markov partition of the dynamics, and will allow us to prove that that
except from solutions of with initial condition on the stable manifold of the saddle fixed
point or in the attraction basin of the stable subthreshold orbit, all the solutions fire a spike
and are reset. We characterize the orbits of the solutions in the phase plane (v, w) and show
conclude that the problem () together with (C2) is well posed. Therefore, we will be able
to study the spike patterns given any initial condition. To this end we lastly introduce the
Poincaré application which will be essential in the study of the spike patterns.

2.1 Subthreshold bifurcations

Because of existence and uniqueness of solution obtained in proposition 23l we conclude
that the whole dynamics between two spikes depends only on the initial condition of the
neuron. The way the elicits a spike is mainly linked with the subthreshold dynamics,
and define electrophysiological classes depending on the subthreshold dynamics parame-
ters a, b and the input current I. This issue has been investigated in [Touboul, 2008al,
[Touboul and Brette, 2008]. We summarize here the results obtained. Let us denote v*(z)
the unique solution, when it exists, of the equation F’(v*(x)) = x. Let us denote by
F’  the limit of F'(x) for x — —oo. This value can be either finite (but nonpositive) or
equal to —oo. Note that because of the strict convexity assumption, if there exists a solu-
tion, it is unique. Furthermore, solutions exist for any = € (F’ _,00). Let us denote also

m(x) = F(v*(x)) — zv(z). Tt is the unique minimum, when v(z) exists, of t s F(t) — xt.
We have:

Theorem 2.1. The number and the stability of the fized point of the subthreshold system
depends on the parameters of the system in the following fashion:

1. If I > —m(b), then the system has no fized point.

2. If I = —m(b), then the system has a unique fized point, (v*(b), w*(b)), which is non-
hyperbolic. It is unstable if b > a. Along this curve in the parameter space (I,b), the
system undergoes a saddle-node bifurcation provided that F" (v*(b)) # 0.

INRIA



Spiking dynamics of bidimensional integrate-and-fire neurons 7

3. If I < —m(b), then the dynamical system has two fived points (v—(I,b),v+(1,b)) such
that

v_(I,b) <v*(b) <wvy(I,b).

The fized point vy (I,b) is a saddle fixed point, and the stability of the fized point
v_(I,b) depends on I and on the sign of (b— a):

(a) If b < a, the fized point v_(1,b) is attractive.

(b) If b > a, it depends on the input current I with respect to the value I (a,b) =
bv*(a) — F(v*(a)).

(¢) At the point b = a and I = —m(a), the system undergoes a Bogdanov-Takens
bifurcation provided that F''(v,) # 0. Therefore, from this point, there is a saddle
homoclinic bifurcation curve characterized in the neighborhood of the Bogdanov—
Takens point by

—a)?
(P) = {(Lb > 0) ilsh = ~m(a) + g2 prs + ol (b~ o) |>} @

i. If I < Ig(a,b), the fized point v_(I,b) is attractive.
. If T > Ig(a,b), the fived point v_(I,b) is repulsive.
115. On the parameter line given by

(AH) := {(b,[); b>a and I ="bv*(a) —F(v*(a))},

the system undergoes an Andonov Hopf bifurcation, whose type is given by
the sign of the variable

1
Ala,b) = F"(v*(a)) + b—F"(v<a))2.
—a
If A(a,b) > 0, then the bifurcation is subcritical, and if A(a,b) < 0, then the
bifurcation is supercritical. If furthermore we have F"'(v*(a)) < 0 and some
technical conditions fulfilled, then the system undergoes a Bautin bifurcation

at the point v*(a) for b=a — % and I = bv*(a) — F(v*(a)).

To describe further the subthreshold dynamics we consider that the phase plane is either
separated in three or five regions, depending on the existence of fixed points or not. The
description of these regions and the dynamics of the system between these regions is given
in figure Figlll Note that in the case of LA, a trajectory in the South region can either keep
in the south region or quit this region to enter the center region. Similarly, in the North
region, it can either go East or West. We will precise this diagram later on in section

The results on local and global bifurcation given in theorem Il imply the existance of
families of cycles, which we study further in the next section.

RR n°® 6531



8 Touboul & Brette

North

West Center East
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Figure 1: Nullclines of the dynamical system (horizontal axis: v; vertical axis: w). A. The
nullclines intersect in two points, and divide the phase space into 5 regions. The potential
V increases below the V-nullcline, w increases below the w-nullcline. The direction of the
flow along each boundary gives the possible transitions between regions (right). Spiking can
only occur in the South region. B. The nullclines do not intersect. All trajectories must
enter the South region and spike.
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Spiking dynamics of bidimensional integrate-and-fire neurons 9

2.2 Periodic orbits

In this section we characterize the number and the type of limit cycles of the system. The
problem of determining the number and location of limit cycles for an autonomous planar
vector field is a very complex problem for general dynamical systems, ans the case of a
polynomial vector fields is still unresolvedl. Nevertheless, for simple systems such as the
one we are studying here, a complete description of the limit cycles is possible.

First of all, in the case I > —m(b) (i.e. no fixed point for the subthreshold dynamics), it
is clear that no limit cycle can exist, because of the shape of the vector field (see figure [IB.).
Indeed, if a limit cycle exists, it will necessarily cross both nullcline, but any orbit entering
the South region keeps trapped in this region. Hence no closed orbit exist in that case.

When decreasing the current, the system will undergo a saddle-node bifurcation, two
fixed points will appear, but no cycle will be generated. Hence the system has no cycle for
b < a.

For b > a, when decreasing further the input current, the system will undergo a Hopf bi-
furcation, which will generate a branch of limit cycles. These limit cycles are repulsive if the

system does not undergo a Bautin bifurcation, and are attractive for b > a — % if the
system satsifies the conditions of the Bautin bifurcation. The saddle-node and Andronov-
Hopf bifurcations collide via a Bogdanov-Takens bifurcation at the point b = a. In the
neighborhood of this bifurcation, the family of limit cycles collide with the saddle fixed-
point manifold and disappears via a saddle-homoclinic bifurcation. The saddle homoclinic
bifurcations manifold can be written in the neighborhood of the Bogdanov-Takens bifurca-
tion as a function (b, I = Igp(a,b)) having the quadratic expansion given by equation ),
and can be completely computed numerically using a continuation algorithm.

1. When the Hopf bifurcation is subcritical, the system presents a stable fixed point
surrounded by a repulsive limit cycle for Iy (a,b) < I < Isp(a,b), an homoclinic orbit
for I = Isp(a,b) and no limit cycle for I > Igp(a,b).

2. When the Hopf bifurcation is supercritical, the system has an unstable fixed point
surrounded by an attractive limit cycle for —m(b) < I < Ig(a,b) and no cycle for
I <Iy.

Let us decribe a little bit further the shape of these periodic orbit when it exist. Because
of the structure of the shape of the vector field presented in figure I B., cycles necessarily
include the fixed point v_, and do not include the fixed point vy, because the South zone
intersected with the set {v > vy} is stable and no trajectory can escape from this zone. At
a subcritical Hopf bifurcation, cycles appear around the fixed point v_, and inflate when
decreasing the input current until reaching the saddle fixed point v...

The presence of periodic orbits shape the structure of the stable manifold of the saddle-
fixed point. We describe now the topology of this stable manifold and the shape of the
attraction basins of the possible stable subthreshold orbits.

it is the 16t of the 23 problems of David Hilbert
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10 Touboul & Brette

2.3 Stable manifold and attraction basins

In this chapter we call subthreshold orbit any solution of the differential system (1)) that do
not fire, i.e. whose membrane potential does not blow in finite time. In the systems we study,
subthreshold orbits can be of different type: fixed points, limit cycles, orbits converging to
the stable fixed points or the stable periodic orbits, and the stable manifold of saddle fixed
points.

We are interested in this section in the structure of the attraction basins of stable sub-
threshold orbits (SSO). A point (v, w) belongs to the attraction basin of a SSO if and only if
the system ([Tl) starting from this point converges towards this orbit. The topology of this
set is governed by the subthreshold dynamics, and the problem of identifying in a closed
form the attraction basin of the SSOs is very hard to handle formally. Nevertheless in our
particular case we can describe the sets qualitatively. Indeed, when such a bounded stable
trajectory exists, there always exists a saddle fixed point, and the structure of the attraction
basin will be closely related to the structure of the stable manifold of the saddle fixed point
(SMSFP).

The first order expansion of the SMSFP around the saddle fixed point is given by the
eigenvalues and eigenvectors of the Jacobian matrix at this point. The SMSFP is composed
of two submanifolds: one of them is locally contained in the zone v > v4 which we denote
' and the other in the zone v < v, which we denote I'". In all the cases, the submanifold
't is fully contained in the v-nullcline (i.e. w > F(v) + I), because of the direction of the
eigenvectors of the Jacobian matrix at this point. This submanifold keeps in the Noth zone
and this curve is the graph of an increasing function of v. The shape of the submanifold I'~
locally satisfying v < v4 depends on finner properties of the vector field, as we discuss in
the sequell and in section 41

First of all, in the case where b > a and I € (Igp, Iy), there exists a repulsive periodic
orbit circling anti-clockwise around the stable fixed point. First of all, since this orbit is
a trajectory of the dynamical system, no solution can cross it because of Cauchy-Lipschitz
theorem. The attraction basin of the stable fixed point will therefore be delineated by the
periodic orbit: any trajectory having its initial condition inside this closed orbit will nece-
sarily converge to the fixed point because of Poincaré-Bendixon’s theorem, and no solution
starting outside this zone can converge towards this fixed point because trajectories will
not cross (Cauchy-Lipschitz’ theorem). Therefore, the attraction basin of the stable fixed
point is the zone in the phase plane delineated by the unstable limit cycle. In that case, the
submanifold I'” winds around this cycle. Indeed, this submanifold can be computed using
the backward equation related to ([LTJ). If it is an unbounded orbit, this stable manifold will
split the phase plane into two zones, one of which containing the unstable limit cycle and
the stable fixed point. Any trajectory starting in the zone containing the stable fixed point
will either converge to the fixed point if it is inside the attraction basin of this fixed point
delineated by the unstable periodic orbit, or will be trapped inside this zone and will not
enter inside the periodic orbit. In the latter case, this trajectory cannot diverge because of
the structure of the trajectories. Poincaré-Bendixon theorem would imply that there exists
a stable fixed point or a stable periodic orbit in this zone which is not the case. Therefore

INRIA



Spiking dynamics of bidimensional integrate-and-fire neurons 11

the shape I'™ will necessarily be bounded, and because of Poincaré-Bendixon’s theorem, it
will either converge to a fixed point or to a periodic orbit. Since there is no stable fixed
point reachable by the stable manifold (the stable fixed point is repulsive for the backwards
dynamics), this orbit will converge to the limit cycle (see figure .

In the cases where there is no unstable limit cycle around the SSO (i.e. for b < a, or
b > a and I < Igy, in the cases where the SSO is a fixed point, or in the case where the SSO
is a periodic orbit), the attraction basin of the SSO will be unbounded, and its shape will

be deduced from the shape of the SMSFP.
For the submanifold I'~, several cases can occur:

e The stable manifold of the saddle fixed point can cross both nullclines (see figure2(b))).
As proved in section [Bl or in [Touboul and Brette. 2008|, this will be the case when

’ 2
F' > —occandif b > %,

e It can cross the w-nullcline (which will always be the case when a < —F” ) but not
the v-nullcline. In this case, the SMSFP is the graph of a function of v, that will
be decreasing before it crosses the nullcline and increasing after this point (see figure

2(d)),

e It can cross no nullcline, and in this case the separatrix is the graph of an increasing
function of v (see figure 2(c))).

In these cases, the SMSFP is unbounded, and splits the phase plane into two connected
components, one of which containing the SSO. This component is the attraction basin of
the SSO, because of Poincaré-Bendixon and Cauchy Lipschitz theorems.

2.4 Heteroclinic orbits

In the case where there are two unstable fixed point, one of which is repulsive and the
other saddle, then the component ' of the SMSFP has the same properties as in the case
where there existed SSOs: it is the graph of an increasing function of v for v > vy. The
submanifold I'™ will connect to the repulsive fixed point, for the same reasons as mentionned
in the case of the presence of an unstable limit cycle. Indeed, if we consider the backward
equation starting in the neighborhood of the saddle fixed point, the repulsive fixed point of
the forward dynamics becomes attractive, and it is the unique bounded trajectory possible.
The stable manifold when considering the backward equation will either converge to the
fixed point, or will diverge, according to Poincaré-Bendixon’s theorem. But assuming that
it is unbounded leads to a contradiction: if it is unbounded, it separates two zones (see
figure @), one of which containing the unstable fixed point. A trajectory having its initial
condition in this zone will be trapped in it for all ¢ > 0. But in this zone, the trajectory
will be bounded because of the structure of the vector field, but their is no fixed point nor
stable periodic orbit. Therefore Poincaré-Bendixon’s theorem leads to a contradiction, and
the stable manifold necesarily connects to the repulsive fixed point. This connection can be
one of two types (see figure a monotonous connection in the case where the eigenvalues
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12 Touboul & Brette
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Figure 2: Representation of the attraction basin and the stable manifold of the saddle fixed
point in different cases. Figure corresponds to the case where there exists a repulsive
limit cycle around the stable fixed point. The red line corresponds to this fixed point, the
back dased line to the stable manifold (see the indications in the figure). In the other three
figures, we represented the case where there is no limit cycle in the phase plane. The dashed
black line represent the nullclines, the green line the stable manifold of the saddle fixed point
and the blue region the attraction basin of the stable trajectory. Figure corresponds to
the case where the separatrix crosses both nullclines: it returns in the direction v > 0 but
will never reach the other part of the stable manifold (case of the AdExp model with original
parameters but a = 2g;, and 7, = Ty ); is the case where the stable manifold crosses no
nullcline: it is the graph of an increasing function of v which delineates the attraction basin
of the stable fixed point ((case of the dimensioned AdExp model with the original parameters
but a = 2¢g;, and 7, = 7, /3); is the case where the stable manifold only crosses the

w-nullcline. It was represented in the case where the stable trajectory is a periodic orbit
(quartic model, a = 1, b = 2.51, [ = —0.5).
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Figure 3: Stable manifold of the saddle fixed point in the case of two unstable equilibria.
Dashed black curves are the nullclines of the system and the red curve is the stable manifold.

of the Jacobian matrix of the repulsive fixed point are real, and an oscillating connection
when the eigenvalues have a non-nul imaginary part. This branch of stable manifold is
therefore an heteroclinic orbit, connecting a repulsive equilibrium to a saddle equilibrium.
It is structurally stable, and disappears at the Hopf bifurcation. In the case where the Hopf
bifurcation is subcritical, the heteroclinic orbit connecting the repulsive fixed point and
the saddle fixed point converts into an heteroclinic orbit connecting the saddle fixed point
with the repulsive limit cycle and we are in the case of figure In the case where the
Hopf bifurcation is supercritical (after Bautin bifurcation) the heteroclinic orbit will simply
disappears. By continuity it will be after the bifurcation of type

2.5 Symbolic dynamics and spiking regions

This detailled description of the subthreshold dynamics allows us to get a better insight of
the dynamics and to make diagram [l more precise. Indeed, we are now able to provide a
Markov partition of the phase plane.

e Where there is no fixed point (see ﬁg, we part the phase plane into the up zone
above the v-nullcline, i.e. defined by {(v,w);w > F(v) + I}, the center zone between
the two nullclines and the spiking zone below the w-nullcline {(v,w); w < bv}. We
observe that any trajectory having its initial condition in the up zone enters in finite
time the center zone. Indeed, while the orbit in the up zone, the derivative of the
adaptatation variable is strictly inferior to —d(F'(v) 4+ I,bv) the distance between the
two nullclines. In the center zone, w is decreasing and v is increasing. Because of
the vector field along the v-nullcine, we observe that the orbit cannot enter back the
up zone. Since in this zone w is a decreasing function of v and the boundary bv an
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increasing function, it will enter in finite time the spiking zone. In this spiking zone
defined by w < buv, the trajectory keeps trapped, and the membrane potential will
blow up in finite time in this zone.

e In the case where there are stable subthreshold orbits, we reviewed the different shapes
of the related attraction basins. These regions corresponds to what we will call the rest
region, are stable under the dynamics, and do not communicate with the other zones(
see figures i(b)} ()] and ()] ). We define here again the spiking zone below both the
w-nullcline and the SMSFP. This zone is also stable under the dynamics. The right
zone is the zone above the w-nullcline and below the SMSFP. In this zone, for any
initial condition below the v-nullcline, v is increasing and w decreasing. Therefore, the
derivative of v increases, and the orbit will enter the spiking zone in finite time, since
the orbit is a non-increasing function of v and the boundary is strictly increasing. If the
initial condition is in the right zone below the SMSFP and above the v-nullcline, both
v and w will be decreasing and therefore the orbit cannot stay above the v-nullcline
indefinitely, because of the presence of the unstable manifold of the saddle fixed point,
and therefore will be in the right zone below the v nullcline after a finite time, and
therefore in the spiking zone in finite time. The up zone is the rest of the phase plane.
In this zone, orbits do not stay indefinitely, and cannot enter neither the rest zone or
the right zone, hence enter in finite time the spiking zone.

e In the cases where are two unstable fixed points and no stable limit cycles (Figures
and [i{T)]), there is no stable subthreshold orbit (SSO) except from the SMSFP.
We define the up zone above both the w-nullcline and the SMSFP, the right zone the
zone between the SMSFP and the w-nullcline and the spiking zone below both the
w-nullcline and the SMSFP. In the spiking zone, as we will see, the system will fire.
For any initial condition in the right zone, since the orbit will not cross the SMSFP,
it will necesarilly enter the spiking zone in finite time.

This is very important in terms of spikes. Indeed, we can prove that for any initial condition
in the bottom region, the membrane potential v will blow up in finite time, and therefore a
sike will be emitted. Indeed, let (vg,wp) be a given initial condition in the bottom region
at time ty. According to the shape of the vector field, as presented in our Markov partition,
the whole trajectory will be trapped in this zone. But in this zone, we always have w < v
and therefore for all ¢ > ¢y we have w(t) < bw(t) . According to Gronwall’s theorem, the
membrane potential at time ¢ > tg will be greater or equall to the solution of:

v =F@)—bo+1
(ts) =w(ts)

<

which blows up in finite time by the virtue of assumption

Therefore any trajectory entering the bottom region will spike, and furthermore any
trajectory having its initial condition outside the rest region will fall in the bottom region
in finite time, and elicit a spike. As we have seen, the dynamics of the reset after a spike
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Figure 4: Markov partition of the dynamics: the bottom region is a stable region where each
trajectory starting from the up or right region will end up in finite time. The rest region
composed of the attraction basin of the possible stable trajectory is an isolated region.
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depends on the value of the adaptation variable at the times of the spikes, which we describe
in the following section.

2.6 Behavior of the adaptation at the times of the spikes

In the spiking zone, we have seen that the membrane potential blew up in finite time. This
zone does not intersect the v-nullcline. Therefore, in this zone, the orbit (v, w) with initial
condition (v, wp) at time ty inside the spiking zone can be written as the graph of a function
of v for all t > tg, i.e. w(t) = W(v(t)) where the function W is the solution of the differential

equation:
AW a(bv—w)

dv T Fu)—w+I (2_2)
W('UQ) = Wo

Proof. VI‘J/ES 5(t)d W(v(t)) — w(t). We have §(tp) = 0 and furthermore, since the value of F(v) — w + I > (I)j

48 — dW dv _ dw — ( and hence §(t) = 0.

To study the value of the adaptation variable at the explosion time of the membrane
potential, we simply study the limit of the equation of the orbits when v — in fty. We prove
here that this value is finite under assumption and that if F(v)/v? is asymptotically
bounded, the adaptation value tends to infinity. This theorem justifies the introduction of
this assumption.

Theorem 2.2. Under assumption the adaptation variable is finite at the times of
the spikes. If F(v)/v? is bounded when v — oo, the adaptation variable at the times of the
spikes tends to infinity.

Proof. In sectionZ0 we proved that all the orbits of the system that are not in the attraction
basin of the possible stable fixed point will be trapped after a finite time the spiking zone
fully included in the half space {w < bwv} and in this zone the membrane potential blows up
in finite time.

The value of the adaptation variable at the time of the spike can therefore be computed
using the orbital equation 2). We consider (v(t),w(t)) an orbit of the differential system
([T such that the membrane potential blows up at time ¢*. Let (v1 = v(t1), w1 = w(ty))
a point of the orbit inside the spiking zone. We recall that In the spiking zone, we have
w(t)) < bwv(t) and w(t) is non-decreasing. Hence we have

d_W< a(bv—w)
dv = F(v)—bv+1

Y a(bu—wy)
0SB

If F satisfies assumption then the this integral converges when v — oo. Therefore,
W (v) (resp. w(t)) is an upperbounded nondecreasing function of v (resp. time), and there-
fore has a finite value when v — oo (resp. ¢ — t*).

(2.3)

and hence
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In the case where F'(v)/v? is bounded, this integral does not converge. Let us lowerbound
this value. Using the same technique, we have:
dw S _a b —-WwW)
dv = Fv) —wi + 1’
Gronwall’s theorem ensures us that the solution of equation ([ZZ) will be

lowerbounded for v > v; by the solution of the linear ordinary differential equation:

(2.4)

dz _ (b—2)
dv F(v)—wi+I (25)
Z(’Ul) = w1

that reads:

v abu
_ o wrm =) g(v)
z(v) </v1 F(u)—wl—i—le du+w1))e

where g(v) = f;’l —#‘ZIH. Because of assumption the integrand is integrable,
and the function g has a finite limit g(co) when v — oo. The exponential terms will hence
converge when v — oco. But the integral involved in the particular solution diverges in the

case where F(v) grows slower than v?, since the integrand is equivalent when v — 0o to

abu

F(u)

e—9()

When F(u) grows slower than v? there exists o > 0 such that F(v) < av? asymptotically
and therefore the solution of the linear differential equation () tends to infinity when
v — oo faster than a logarithmic function of v, and so does W (v), and hence w(t) blows up
at the time when v(t) blows up. In the case where F(v) grows slower than v?~¢, the solution
of the differential equation diverges faster than v®. O

We therefore conclude that in the case of the quadratic adaptive model, the adaptation
variable blows up at the explosion time of the membrane potential variable v, and in the
case of the quartic and exponential models, the adaptation variable remains bounded.

For the quadratic models, and models such that the nonlinear function F(v) grows slower
than a quadratic function when v — oo, the system can only be defined using a cutoff value
for the spikes. The value of the adaptation variable at the cutoff 6 will be given by W (9),
and therefore will heavily depend on the cutoff value.

In the quartic and exponential models, and for any model such that F'(v) grows faster
than v2*¢ for a given € > 0, the adaptation variable converges, and hence the model can be
defined with an infinite threshold. These models have intrinsic properties independently of
the possible cutoff. As stated in [Touboul, 2008b], this property is very important to shape
the spike patterns, and therefore we will be interested in this chapter only to models such
that the adaptation variable converges. This is the reason why we introduce assumption
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In these cases, for technical reasons we will use a transformed version of the orbital
equation (ZZ2) obtained by changing variables. We consider u = (v—wp41)~%/2 where ¢ > 0
is given by assumption When v(t) blows up, u(t) tends to zero, and the orbit in the
plane (v,u) satisfies the equation:

aw _ 2a(bu”?/ —W+p) _. i
(;l_u T cu 2/ (F(u-2/fquo—1)—W+HI) g(’U:; W) (26)
W(l) = Wy

where §=b(vg — 1)

As we can see in equation ([IJ), at the times where the membrane potential blow up
and since the adaptation variable remains bounded, the derivative of adaptation variable
tends to infinity when v blows up. For this reason, accurate numerical simulations are quite
hard to perform. But in the phase plane, the orbit has a regular equation. Therefore, an
accurate algorithm can be deduced from these facts. As soon as the orbit enters the spiking
zone, one could simulate the orbital equation [2) in order to get a precise evaluation of the
adaptation value at the time of the spike. Since the equation is regular, standard simulation
algorithms can be used (Runge-Kutta, Euler, ...).

2.7 Existence and uniqueness of solution

We first discuss the well-posedness of these equations. Mathematically, the problem is well-
posed if the system defined by equations (1)) and (L) together with an initial condition
(vg,wp) at time ¢y has a unique solution defined for all ¢ > ¢;. The precise study we just
performed gives us a better understanding of the dynamics of the subthreshold system. In
particular, we have seen that the solutions of the subthreshold equation ([IJ) blew up in
finite time, and under assumption the adaptation variable at these times has a finite
value. The solutions of the subthreshold are hence not well defined for all time. The reset
condition is therefore essential to have a forward solution to the problem defined for all
t > to. The reset condition is sufficient for the problem to be well posed, as we prove in the
following;:

Proposition 2.3. The equations () and ([CJ), together with initial conditions (vg, wy)
at time to has a unique solution defined for t > t,.

Proof. Because of the regularity assumption on F'; Cauchy-Lipschitz theorem of existence
and uniqueness of solution applies for equation ([LI]) up to the explosion time. If the solution
of () do not blow up in finite time, we have therefore existence and uniqueness of solutions
for the problem. If the solution blows up at time t*, then we are reset to a unique point,
defined by the reset condition and we are again in the case we already treated starting
from (v.,w(t*) + d) at time ¢t*. We can apply this mechanism again provided since the
value of w(t*) is finite. Furthermore, to be able to prove the existence and uniqueness of
solution for all ¢t > ¢y, we need to ensure that the spike time does not tend to 0 (i.e. spikes
do not accumulate at a given time location). The spike time decreases when the value of
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the adaptation on the reset line decreases. Therefore we have to ensure that the adaptation
value at the times of the spike do not tend to —oo. But for wy in the spiking zone, the
value of the adaptation variable is increasing all along the trajectory and therefore the new
adaptation value after a spike is emitted will be greater than the former value plus d, and
hence it is impossible that this reset value tends to —oo. Therefore, the spike times have
a lower bound on this trajectory, and between two spike times, we can prove a property
of existence and uniqueness of solution. Therefore we have existence and uniqueness of a
solution starting from (vg,wo) which is defined for any ¢ > ¢. O

In this proposition, we proved that there existed a unique forward solution to the problem
for a given initial condition.

Another interesting question would be to solve the related Cauchy problem. This prob-
lem consists in proving that there exists a unique solution defined for all ¢ € R. The Cauchy
problem problem was adressed by Romain Brette in [B 007 in the case of spiking
models defined by a one dimensional ODE with a finite spiking threshold and a reset condi-
tion. He found that the reset introduced a countable and ordered set of backward solutions
for a given initial condition, and this that this structure of solutions had important impli-
cations in terms of neural coding. The case of the system given by (1) and ([C2) can be

treated in the same fashion as done in [Brette, 2007]. It is done in appendix [Al

2.8 The Poincaré application

Now that we are ensured that there exists a unique solution to the forward problem given
by equations ((LT)) and (C2), we are interested in characterizing the spike patterns fired by a
neuron of this type. These patterns are governed by the initial condition of the system after
each spike, and this is why we now introduce an essential element of our work, a discrete
map called the Poincaré (or adaptation map).

Definition 2.1 (The adaptation (Poincaré) map). We denote by D the domain of adaptation
values wq such that the solution of () with initial condition (v,,wy) blows up in finite
time. Let wg € D, and denote (v(t), w(t)) the solution of ([T with initial condition (v,., wp)
and t* the blowing time of v. The Poincaré map & is the unique function such that

O(wy) = w(t™) +d

The Poincaré map gives the next reset location of a spiking orbit with initial condition
on the reset line v = v,.. If we are interested in the spike patterns generated from an initial
condition (vg,wp) where vy # v,., the analysis will be valid after the first spike is emitted.
More precisely, either (vg,wp) is in the attraction basin of a bounded trajectory or on the
stable manifold of the saddle fixed point, then it will not elicit a spike. If it is not, then it
will fire in finite time and be reset on the line v = v, at a given level, say w;. From this
point, the study of the iterations of the map ® will be valid.

Moreover, assume that in the dynamical system defined by ([I)) starting from the initial
condition (v,,wp) is in a tonic spiking behavior (i.e. fires after any given time T, hence
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elicits infinitely many spikes). Then let (¢,)n>0 be the sequence of spike times, and define

the sequence of adaptation reset points by w, := w(t,) = w(t,,) + d. The Poincare map of
this dynamical system is the function ® such that

(I)(wn) = Wn+1

Hence we will be able to apply techniques of nonlinear analysis of iterations of maps to study
the spiking location sequences and the spiking times.

For these reasons, we will be interested in the sequel in the dynamics of the iteration of
the map ® which corresponds to a trajectory starting from an initial condition on the reset
line. The intersections of the nullclines with the reset lines are of particular interest in the

study of ®. We omit for the sake of simplicity the dependency of these points with respect
to the parameters, and define:

(2.7)
Both point depend on the reset voltage v,. Interestingly enough, besides v,., the point w*
only depends on the input current and the nonlinearity, while the point w** only depends on
the parameter b. The figure FigHl represents bundles of trajectories for w < w* or w > w**

in the case where the nullclines do not intersect. It illustrates the qualitative distinctions
linked with the relative location of w with respect to w*.
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(a) Phase plane for wo < w*

(b) Phase plane for wo > w*

Figure 5: Phase plane and trajectories for the quartic model in the no-fixed point case. The
trajectories starting from w < w** have an increasing w all along the trajectory, which is
not the case for w > w**.

For w > w*, we observe that the trajectory turns around the
point (v, w*) and crosses again the line v = v, before spiking.

The time it takes the neuron to elicit a spike governs the inter-spike interval. It is
therefore a very pertinent information for a quantitative analysis of the models, or for
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Figure 6: Spike times 7 function for the quartic model for different values of a and b. We
can see that the function is not always increasing.

understanding the neural code. This map, as the Poincaré application ®, is defined on
the spiking domain D by: 7T : w — t*(w) where ¢*(w) is the spike time if the membrane
potential starts at (v, w) at time ¢ = 0. If this map is one-to-one, then the reset location is
directly linked with the interspike interval. Figure Figll represents the map 7 in the case of
the quartic model for different sets of parameters. We observe that this map is not always
injective. Let us describe quickly its dynamics in the case where there is no fixed point for
the subthreshold dynamics. In this case, 7 is defined for all w € R, it is increasing for
w < w*, as a straightforward application of the monotony of the modulus of the vector field
with respect to w and the shape of the phase diagram partition in trajectories. For w > w*,
the trajectory turns around the point (v,,w*) and crosses again the curve v = v,.. Here
again, it is clear that the time it takes for crossing again the curve v = v, increases with w.
This time increase is compensated by the fact that when w increases, the second crossing
location of the curve v = v, decreases. Eventually, as we prove in the sequel, the second
crossing location of the curve v = v, has a lower bound, and hence after a given time, the
map 7 will increases again.

As we will see, the non-injectivity of this map is not a big deal, and since we are interested
in qualitative properties of the spiking, this map will not be of great interest in our study.

Now that we introduced the main framework of our study, we will study the main prop-
erties of this map. The different spike patterns are linked with the topology of the domain
D and with properties of the map ®. We chose here to present our results in function of
the subthreshold dynamical properties, since it will make our mathematical analysis clearer.
We will summarize the different regions of parameters for which a given spike pattern is
produced in section

3 No fixed point case
In this section we consider the case where there is no fixed point in for the subthreshold

dynamical system. This case corresponds to the case where I > —m/(b) according to theorem
1 Tn that case the system has neither stable fixed point nor limit cycle, and hence no
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bounded trajectory. The neuron will emit a spike whatever its initial condition. Indeed, let
(vo, wp) be a given initial condition at time t( for the subthreshold system. According to the
diagram [ the trajectory will always be after a given finite time in the South zone, which
corresponds in this case to the bottom zone. As already discussed in section as soon
as the trajectory enters this zone, it keeps trapped in this zone and blows up in finite time
according to Gronwall’s theorem.

Therefore, the definition domain of the Poincaré map is D = R: for any initial condition,
the neuron will elicit a spike.

3.1 Description of the Poincaré application

We are now able to prove the following theorem.

Theorem 3.1. In the case I > —m(b) and under the condition the Poincaré map
satisfies the following properties (see figure Figlh):

e [t is increasing on (—oo,w*] and decreasing on [w*, o),

For all w < w** then ®(w) > w+d > w,

The map @ is reqular,

It is concave for w < w*,

It has a unique fized point in R,
e It has an horizontal asymptote (plateau) when w — oo

This theorem is quite important to understand the main properties of the Poincaré
sequence w, starting from a given initial condition wy € D defined by:

These properties are straightforwardly proved if we had a spiking threshold, the only
technical intricacy is the fact that the spike occurs when the membrane potential blows up.

Proof. The proof of this theorem is mainly based on a characterization of the orbits in the
phase plane, given by equations ([Z2) and [Z8]). We have using these equations the orbits
of the system starting initial condition (v,,wq) such that wy < bov,:

W (u; wo) = wo — / g(u, W (u, wo)) du. (3.2)

We have in particular ®(wg) = lim W (u,wy).

u—0
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Figure 7: The Poincaré application ® in the case of the quartic model for I > —m(b) (no-
fixed point). The blue line corresponds to the map ®, the red line to the identity map and
the black line localizes w*. We can observe easily on this diagram the main properties of ®
in this case stated in theorem Bl

e Monotony: Let wq(0) < wz(0) < w*. The orbits (v1(t),w;(t)) having initial condition

(vr,w1(0)) at time ¢ = 0 and (va(t), w2(t)) having initial condition (v,,w2(0)) at time
t = 0 will never cross because of Cauchy-Lipschitz theorem. Since they both are in
the center or in the spiking zone of diagram they satisfy equation ([Z2) and
therefore since they do not cross, we will always have Wh (v) < Wg(v), and therefore
D (w1 (0)) < B(w2(0)).
Let now w* < wy(0) < wy(0). In that case, the initial condition is in the up zone
of diagramm In this zone, we have seen that both variables v and w decrease
in the up zone. The orbit enters in finite time in the center zone where v increases
and w keeps decreasing. The orbits will therefore cross one time the reset line before
spiking. This reset line is a Jordan section, and Jordan’s theorem (see for instance
[Dieudonné, 1963, Chap. 9, appendix, p. 246]) implies that the solutions are always
ordered on this section, and the order of the adaptation value at the two new crossing
positions wi and w3 is inverted, i.e. w} < wi. By application of the previous case, we
obtain

@ (w1 (0)) = D(wy) > O(wy) = P(w2(0)).
We conclude that the map @ is increasing on (—oo, w*| and decreasing on [w*, 00).

e Behavior for w < w** : If w < w**, then w will increase all along the trajectory, and
hence w(ts) > w and hence ®(w) > w + d.
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e Regularity: The regularity of ® for w < w* comes from the theorem of regularity of

the solution of an ordinary differential equation with respect to its initial condition.
Since in the region w < w* (center and spiking regions of diagram the value
of F(v) —w + I never vanishes, the orbit starting from the initial condition (v, wp)
satisfy equations ([Z2) in the plane (v,w) and equation (ZH) in the plane (u,w). In
order to apply the regularity theorem with respect to the initial condition, we consider
here equation (6] and check the regularity conditions.

The function g is C°° in its variables on (0,1] x R. We prove that it is regular at
the point v = 0. First, the map ¢ tends to 0 when u — 0 because of condition
since it is equivalent when u — 0 to —2ab/(su't*¢F(u=2/¢ + v, — 1)) which tends to
0 (F(u=?* +v, —1) < au=*/#72). Furthermore it is Lipschitz on [0, 1] in the variable
W since the partial derivative of this function reads:

g 20 (Flu™2¢4v, —1)=bu +v,—1)+1)

oW cul+2/e (Flu=?/c+v, —1) =W +1)?

This derivative is therefore positive, and because of the divergence of F' and is equiv-
alent when u — 0 to ea/(2u'T?/¢F(u=2/¢ 4 v, — 1)) which tends to zero because of
assumption Therefore, using the theorem of Cauchy-Lipschitz with parameters,
we conlude that the map W is continuous with respect to the initial condition.

But we can get even more regularity, provided that we prove that the map g has limits
for its partial derivatives of higher order. The higher order partial derivatives of g
with respect to W will converge to zero using the same argument, and by induction,
we can prove that this is true for all the derivatives at 0 with respect to the variable
W. The partial derivative with respect to u are slightly more intricate in the general
case, but in the case of the quartic and exponential model, we can readily prove that
this function g is C*° in (u,w) and therefore the theorem of Cauchy-Lipschitz with
parameters implies that the map Wy (-) is C°.

For w > w*, the orbit will turn around the point (v,, w*). Hence ® is the composition
of the application giving the first crossing location of the orbit with the curve {v = v,.}
and ® for w < w*. The second is continuous because of the latter argument, and the
first one is C'* because of the standard theory of Poincaré applications (theorem of
Cauchy-Lipschitz with parameters for the system [LT]).

Concavity: As already stated, for w < w*, the solution of equation (LI) will never
cross the v nullcline, and the equation of the orbits in the phase plane (u,w) is given
by equation 28, and the equation of the orbit given by equation ([B2). We have:

89  _ 20  Fu ¥°4vu.—1)—b(u " tu,—1)+I -0

ow T eult2/e (F(u=2/e4v,.—1)—W+I)2 (3 3)
929 _ dab Fu ?*4v,.—1)—b(u 2/ v, —1)+I 0 ’
w? T zaltes . (F(u-itu,—1)—WAIP =

using the fact that F(v) —w+1 > 0 and w < bv. Hence we have the following formula
for the second derivative of ¢ with respect to wyg.
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Because of inequalities (B33) we have %iuvgv - ful ;—-V% %iuvg, and furthermore ?TVSV (1, wo)
0. Thus using Gronwall’s theorem we obtain the convexity of the function W (u,-) for

all u.

The Poincaré application ® is defined by

®(-) = lim W(u, )

u—0

Since g is at least C? in the second variable, so is the flow (Cauchy-Lipschitz theorem
with parameters) and hence ® has the same convexity property for w < w*.

e FEuxistence and uniqueness of fized point: Let wy < w*. Since we have for all x < w**
the property: ®(z) > x+d and for z > w*, ®(x) is a non-increasing function, we have
existence of at least one fixed point. The uniqueness is given by the concavity of ¢ for
w < w* and the decreasing behavior of ® for w > w*.

e Horizontal asymptote (plateau) : The principle of the proof is to show that there exists
a solution diverging to —oo when ¢ — —oo. This solution will therefore cut the phase
plane into two subdomains, and the orbits will be trapped in one or the other domain.
In the zone above this solution, the map ® will by decreasing and lowerbounded, hence
will converge.

To prove the existence of such a solution, we search for an invariant subspace of
the phase plane for the backwards dynamics (i.e for the dynamical system (uv(t) =
v(—t),wp(t) = w(—t)) which does not cross the v-nullcline N := {w = F(v) + I'}. We
first search for solutions fully contained in a domain B bounded by two lines:

B = {(v,w) | v <wp,w < wp + a(v—o)}

We show that we can find real parameters (vg, wp, &) such that this domain is invariant
by the dynamics and does not cross N.

First of all, for the boundary {v = vp,w < wp}, we want % < 0, which only means
wy < w*(vg) = F(vg) + 1.

Now we have to characterize both vy , wg and « such.that the vector field is flowing
out of this affine boundary. This simply means that (()[( %)) < 0 where (-|-) denotes
the euclidian dot product. This condition simply reads av — w < 0 and has to be
fulfilled on each point of the boundary, which is equivalent to:

a(bv —wp — a(v — vo)) > a(F(v) —wy — alv—1v9) + 1) (3.4)
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Using the assumption lim F'(v) < 0, hence there exists an affine function such that
V——00

forallve R F(v) + 1 > uv + §.

We consider now « < 0. Then condition 4] implies that

(ab—a(u— a) —aa)v+ (— awgy + aavg + awgy — azvo) >0

Hence the only thing to ensure is that (ab —ou —a) — aa) < 0. This condition

is achieved when the discriminant of this equation is strictly positive, i.e. for all
u > 2vab—a or u < —2vab — a.

The initial condition on u was to be greater than the minimum of F’ ) hence any
u > max (2vab — a, Hli]%{l F'(v)) will be convenient.
ve

In this case, for all v < v, and wy < w,, the intersection of {v = v,,} and the tangent
at F at the point x,, solution of F'(z,,) = u, the vector field is flowing out D and hence
flowing in this zone for the backward equation, hence B is flow invariant, hence every
solution in this zone does not cross the nullcline, hence goes to infinity with a speed
minored by the minimal distance between le nullcline and B.

Hence we have proved that there is a solution going to —oo, and which will spike since
the initial condition is below the v-nullcline N. This solution crosses necessarily the
line {v = v, }, and denote wy, the w associated to this intersection. This solution cuts
the phase space in two subspaces which do not communicate: every orbit starting in one
of the two subspaces will stay in this subspace. Hence for all w > w*, ®(w) > ®(wy,),
hence @ is decreasing and minored, hence converges to a finite value and presents an
horizontal asymptote.

O

We characterized in the case where the subthreshold system has no fixed point the shape
of the Poincaré application. In this case, the spiking will necesarilly be of tonic type, i.e.
the neuron will fire infinitely many spikes (this will be the case whenever ®(D) C D ). Since
the system is a tonic spiking behavior, the study of the Poincaré sequence of iterations of
® provides a good way to understand the different tonic spiking patterns observed in these
models.

3.2 Tonic spiking

As observed numerically in and as we can see in figure B we can see that
the regular spiking is linked with the present in the hybrid system of a generalized limit
cycle, the regular spiking limit cycle, virtually containing one point at infinity. From a
mathematical point of view, this corresponds simply to the convergence of the Poincaré

sequence (B1).
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vr

\Y

Figure 8: Spiking generalized limit cycle, case of the quartic model. In the simulation, we
have cut the trajectories to a given threshold. Threshold has been taken large enough to
ensure we simulate the intrinsic system. Green dotted curves represent the nullclines, the
red circles the sequence of reset positions, the solid black curves the orbit of the solution of
the differential equation and the dotted lines the reset.

The regular spiking behavior is linked with the convergence of the Poincaré sequence to a
fixed point. Indeed, if this sequence converges, then the frequency of the spikes will converge
also. If it does not, the only way to have spikes regularly corresponds to the case where the
ISI map 7 is not one-to-one when the Poincaré sequence jumps between the different values
corresponding to the same interspike interval. When this case occurs, then one of the point
of the cycle is lower than w* and hence corresponds to a sharp after-potential and the other
point is greater than w* and corresponds to a broad after potential, and the sequence will
then be considered as a regular bursting.

The initial conditions and the parameters where the map ® converges towards its unique
fixed point define the regular spiking regions. A necessary condition to have regular spiking
is that the fixed point is stable. In this case, the initial conditions wq for which the sequence
BN converges is given by the attraction basin of this fixed point.

Since we do not have closed form expressions for the map ®, we provide here sufficient
conditions on the dynamics of ® leading to a regular spiking behavior.

Theorem 3.2. Assume that ®(w*) < w*. Then the sequence of reset positions (W )n>0
defined in Bl will converge whatever the initial condition.

Proof. We first remark that the interval (—oo, w*] is stable under the action of ®. Indeed,
® is increasing on this interval, therefore for all w € (—oo, w*], ®(w) < P(w*) < w*. We
also note that ® maps the interval [w*, c0) on the interval (—oo,w*] since ® is decreasing
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Figure 9: Convergence towards fixed point.

on this interval, and therefore for all w € [w*, 00), we have ®(w) < &(w*) < w*. Therefore,
is is sufficient to prove that the sequence of iterates of ® converges on (—oo, w*]. Eventually
we note that in this case we necessarily have w** < w*, since theorem Bl ensures us that
for all w < w*x we have ®(w) > w.

On the interval (—oo,w*], the sequence (wy,),>0 is monotonous. Indeed, since ® is
increasing on this interval, let w € (—oo, w*] such that ®(w) < w. By an imediate induction

on n we have
" (w) < O™ (w)

and hence the sequence is non-increasing. If ®(w) > w, the same argument gives us that
the sequence (wy, ), is non-decreasing.

The subinterval [w**, w*| is also invariant under the action of ® since on one hande
® is increasing on this interval and ®(w**) > w** using theorem Bl and on the other
hand ®(w*) < w* by hypothesis. Therefore, the fixed point of ® is in this interval and
the sequence (w,,), is a monotonous sequence in a compact set, and hence will necessarily
converge to the unique fixed point of ®.

If w < w** then ®(w) > w + d and hence there exists an index N such that wy > w**,
and the previous result applies and gives us the convergence of the sequence.

We conclude therefore that for any initial condition w < w* the sequence converges to
the unique fixed point of ®, and since ® maps the interval [w*,o0) on (—oo,w*], for any
initial condition in this interval, the sequence BI]) will converge to the fixed point of . O

The following theorem gives us another sufficient condition on the dynamics to get regular
spiking.

INRIA



Spiking dynamics of bidimensional integrate-and-fire neurons 29

Theorem 3.3. Assume that ®(w*) > w* and ®?(w*) > w*. Then the sequence of reset
positions will converge to a fized point whatever the initial condition.

Proof. First of all, note that the interval [w*, ®(w™*)] is stable under @, since @ is decreasing
on this interval and because of the assumptions of the theorem. Let w € [w*, ®(w*)]. We
have by an imediate induction using that ® is decreasing on this interval:

(I)2n(w*) S (I)Qn(w) S (I)2n+1(,w*)
(I)2n+2(w*) < @271-{-1 (w) < (I)2n+l(w*)

Therefore the study of the sequences ®?"(w*) =: w3, and ®*"*'(w*) =: w3, are
essential to characterize the sequence related to any given w € [w*, ®(w*)]. Let us study
theses sequences. We have:

w* < O (w*) < d(w*)

and therefore by an imediate induction using the monotony of ® on this interval

(1)2n(w*) S (I)2n+l(w*) S (I)2n—1(w*)
(I)2n(w*) S (1)2n+2(w*) S (I)QnJrl(w*)

Hence the sequence (w3, )n>0 is an increasing and (w3, ;)n>1 is decreasing, and for all n,
we have wa,, < wa,+1. Hence the two sequences converge.

The limit of these sequences is necesarily a fixed point of the map ®2. Because of the
properties of ® and the assumptions of the theorem, this map has a unique fixed point, which
is the same as the fixed point of ®. Indeed, because of the shape of ®, it can either have
one or three fixed points. Let wy := min{® ! (w*)}. Then ®? is increasing on (—oo,wy),
decreasing on (wy,w*) and increasing again on (w*, 0o), interval on which the map converges
to a finite limit when w — co. On (—oo, w*), ®%(w) > w: it is clearly the case on (—o0,w;)
and the minimum of ®? is reached at w* where ®?(w*) > w*. We therefore conclude that
in this case ®2 has a unique fixed point, which is necesarily the same as ®.

Thus the two sequences converge to this same fixed point, and so do any sequence (B
having its initial condition in [w*, ®(w*)].

Let now wg be a given initial condition for the sequence ([Bl). Necessarily this sequence
wy, will be in the invariant interval [w*, ®(w*)] after a finite number of iterations. Indeed,
assume that wy < w*. The sequence cannot be upperbounded by w* since there is no
fixed point in (—oo,w*). Hence there will be an integer p such that ®”(wy) < w* and
®PH1(wy) > w*. Then because of the monotony of ® we have ®PH1(wy) < ®(w*). If
wp > ®(w*) > w*, then because of the monotony of ® we have ®(wy) < ®(w*) and hence
the related sequence converges because of the properties already proved. O

We have identified two simple sufficient conditions on ® to obtain a regular spiking
behavior. These criteria are not directly related to the parameters of the model, but they
will be useful in order to understand mathematically the dependency with respect to the
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Figure 10: Different types of convergence for the quartic model, when all the parameters
are fixed but the time scale of the adaptation variable a. The faster the adaptation is, the
slower the convergence is.

parameters as did in section B and also that can be easily used in numerical simulations
to compute the zones of parameters corresponding to this regular spiking behavior, as we
do in section

This analysis accounts for the stationary spiking behavior, and does account for the
transient phase, i.e. before the convergence of the sequence. In the spike patterns analysis,
we generally distinguish between two types or regular spiking: the spike frequency adaptation
that corresponds to the case where the spike frequency smoothly converges to its stationary
value, and mixed mode where the neuron transiently fires fast few spikes before reaching
its stationary spike frequency. From the biological point of view, the distinction between
these behaviors is not so clear, and we can continuously go from one behavior to the other.
The differences between these behaviors simply corresponds from a mathematical point of
view to the way the sequence of iterates converges towards the fixed point (see Fig[), and
we can quantify in our framework this convergence rate, which is directly linked with the
multiplier of the fixed point (the value of the derivative of ® at the fixed point). If the
absolute value of this multiplier is very small (close to 0), then the convergence will be very
fast, and we will see a short transient before the regular spiking, and hence we will have a
mixed mode (see Fig. . If the multiplier modulus is close to 1, then the convergence
will be very slow, and we will have spike frequency adaptation (see Fig. .

3.3 Tonic Bursting

In this case, we observed numerically in [Touboul, 20084] and as we can see in figure [T},
the bursting activity is linked with the existence of a generalized limit cycle of the hybrid
system, the bursting limit cycle, virtually contining many points having an infinite membrane
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Figure 11: Bursting generalized limit cycle. In the simulation, we have cut the trajectories
to a given threshold high enough to approximate the behavior of the intrinsic system. The
red curve corresponds to the bursting limit cycle, and the red circles the reset locations
on this cycles. The black trajectory is the transient phase, and the green dotted curves
correspond to the nullclines of the system.

potential. The regular bursting behavior, whatever the transient behavior, is linked with
the presence of such a cycle, and this cycle corresponds exactly to periodic points for the
the Poincaré map ®.

We can provide here a condition for having cycles of any period. Indeed, one of the
simplest application of Sarkovskii’s theorem (see e.g. [Devaney, 2003]) is that if there exist a
periodic point of period 3, then there exist periodic points of any period, hence bursts with
any number of spikes per burst. Theorem B4 gives us a simple criterion on the dynamics of
® to have a period 3 cycle.

Theorem 3.4 (Cycles of any period). Let wy := min{®~*(w*)}. Assume that:
D (w*) > w*
B2 (w*) < w (3.5)
O3 (w*) > w*
Then there exists a non-trivial period 3 cycle, hence the reset process has cycles of any period.
Proof. The only thing to prove is that there exist a real T" such that
®3(T)=T
O(T)#T

We know that there exists a unique fixed point of ®, which we denote wy, and which lies
in the interval [w*, ®(w*)]. Here we prove that there exists another solution of ®3(z) = .
Indeed, let us describe the function ®3:
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Figure 12: Different types of bursts and the periodic orbits of ® associated. The last example
of a point of period two shows that the system is quite excitable. Indeed, the precision of
our integration scheme is very high in this case. This irregularity we observe is linked with
numerical errors associated with the excitability of the system: we are very close of the
disappearance of this cycle.

e It is increasing on (—o0,w;) where wy = min{®~2(w*)}, and above the curve y = z
on this interval.

e decreasing on (wz,w1) and ®3(w;) = ®?(w*) < w; hence the curve crosses once the
curve y = x, at a point strictly inferior to w*.

Hence we have proved that there exists a period 3 cycle. Sarkovskii’s theorem (see e.g.
[Devaney, 2003]) ensures us that there are cycles of any period for the map ® . O

Remark 1. This theorem gives us a quite simple condition on ® to get period 3 cycles.
This implies that the system is chaotic, as shown in the excellent paper of Li and Yorke
[Ci and Yorke, 1975]. Nevertheless the chaos they find is a topological chaos. It means that
the set of cycles is dense. It does not corresponds to the usual definition of chaos used in
neuroscience, understood as sensitive dependency on initial conditions.

Conditions such as the one given in theorem B4l can be found for any period. The diffi-
culty is to prove that these conditions are satisfied, since we have no closed form expression
for the map ®, and in this case numerical simulation is helpfull. As we will see in section
B3 the system will undergo a period-adding bifurcation in function of the reset value of the
membrane potential, and therefore bursts of many periods will be observed.

3.4 Multistability

In section B2 we gave sufficient conditions on the map & for the convergence of the se-
quence ([BI) to the fixed point of ® whatever the initial condition. These theorems imply
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in particular that the fixed point of ® is stable. Nevertheless, in the case where the map ®
is not completely contracting, i.e. when

!/
rgleaﬂiq@ () >1

it is possible to have multistable behaviors. Indeed, except in the cases covered by the
theorems of section B2 different types of behavior can appear depending on the initial
condition of the sequence ([BJ)). For instance, the map ® can have a stable fixed point and
the map ®2 two other stable fixed points. In that case, we can observe either a regular
spiking when the initial condition of the Poincaré sequence is contained in the attraction
basin of the stable fixed point of ®, or a regular bursting with two spikes per burst in the
case where the initial condition of the Poincaré sequence is in the attraction basin of the
cycle.

3.5 Dependency on the parameters

We have seen that in the case where the subthreshold dynamics has no fixed point can
correspond to tonic spiking, tonic bursting, or both at the same time depending on the
initial condition. The question we address in this section is to characterize the dependency
of the system with respect to the parameters of the model, and the bifurcations from one
behavior to the other.

3.5.1 Bifurcations in the spike-triggered adaptation parameter

The parameter having the simplest effect on the dynamics is the adaptation parameter d:
it simply shifts vertically the Poincaré map, and does not change its shape. This simple
behavior allows us to understand qualitatively the changes in the behavior of the Poincaré
sequence.

Therefore, if the Poincaré map is globally contracting, we will not observe bifurcations
in the parameter d, and the system will always converge to the unique fixed points, which
increases when increasing d. We denote this fixed point wy,(d).

If the map is not globally contracting, bifurcations can appear with respect to the pa-
rameter d. Denote by I the zone where the derivative of ® is greater than 1 in absolute
value. This interval is a bounded interval fully included in [w*(d), c0), because of the con-
vexity assumption and the presence of the plateau that implies that the derivative of ® with
respect to w tends to 0. As stated, since the shape of ® does not depend on d, I; do not
depend on d either.

If wyrp(0) > max I, then the fixed point of the system is always stable for all d > 0 and
there is no bifurcation in d.

If wgp(0) € I, we denote by di = inf{d > 0;wy,(d) # I1}. The fixed point will be
unstable and the neuron will be bursting or chaotically spiking while d < d;, and for d > dy,
the fixed point becomes stable and the neuron will fire regularly . At the point where d = dj,
the fixed point will have a multiplier equal to —1, and the map undergoes a period doubling
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Figure 13: Orbits of ® for different initial conditions, varying the spike-triggered adaptation
parameter d, in the case of the dimensioned Adaptive Exponential model. We can observe
that for d small enough the system converges towards the fixed point of ®. When increasing
d, as described in the text, the fixed point loses stability via a period doubling bifurcation
and a cycle of period 2 appears. In the case (a) the system presents another period doubling
bifurcation for d ~ 0.8, and then returns to equilibrium via an inverted period doubling
bifurcation as described in the text. In the second simulation for V,. larger,

bifurcation provided that the genericity and the transversality conditions are satisfied (see
e.g. [Kuznetsov, 1998 section 4.5]). The transversality condition is always satisfied since

2 . . . o,
% = 1 and hence never vanishes. The genericity condition reads:

1 /d2e\* 1d%@
2 <dw2> iy 70 (36)
This condition is quite difficult to check since we do not have a closed form for the map ®,
but the value of ([BH) can be numerically computed quite easily.

If wsp(0) < minly, we similarly define d; = inf{d > 0,wy, € L1} and dy = sup{d >
di,wgp € Ii}. The system will undergo a period doubling bifurcation at the point w*(d:)
for d = dy and a period doubling bifurcation at the point w*(ds) for d = ds provided that
the genericity condition (BA) is satisfied. For d € (d1,ds), the system do not have a stable
fixed point. It can emit bursts, or even have a chaotic behavior in this zone (see figure [[3).

3.5.2 Stabilization by the input current

First of all, we are interested in the effect of the input current. Indeed, increasing the input
from the value I = —m(b) will let the system in the parameter zone where there is no fixed
point, and decreasing it will make the system switch to the case where there are two fixed
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points treated in section Bl In this section we are interested in the effect of increasing the
input current.

Interestingly, increasing the input current has a stabilizing effect on the behavior of the
neuron: we prove in theorem that for I large enough the Poincaré sequence will always
converge to a fixed point. Nevertheless, the complexity we described in the previous sections
will clearly affect the dynamics when we vary I. Note that this type of behavior is what is
sometimes called fast spiking behavior.

Theorem 3.5. Let a, b, v, d be fized parameters. There exists Is such that for all I > I
the sequence of iterates of ® converges.

Proof. The proof of this theorem is based on the changes induced by increasing the current
around the point (v, w*). We prove that increasing I enough will lead the system in the
case of theorem which will conclude the proof.

The point w* depends on I, and therefore we denote it w*(I) in this proof for the sake of
clarity. At this point (v, w*(I)), the vector field in the direction of v does not change when
increasing the input current, by the vector field in the direction of the adaptation variable
w it decreases proportionaly to I (i.e. increasing I by 61 amounts adding —d1 to the vector
field in the direction of w). This new dynamical system can be readily deduced from the
original one changing w in @ = w — I. Using this change of variable, we have w* = F(v,)
and the new Poincaré map reads:

() = d(w + 1) — I,
and the condition of theorem simply reads ®(w*) < @w*. In the plane (u,w) with
u = (v — v, +1)7%/2, the equation of the trajectory reads:
dw 20 buYE4pB-—W-—1

du — eult?/e F(u=2/¢ v, —1) =W

and the limit at zero of the solution (which exists because of the assumptions) satisfies
the equation:

1 —2/e ) —
. 2a  (bz +B8-W)-1
w(0,1,I) = F(v, 3
(0,1,1) (v )"’/0 co1t2/e F(z=2/c+v, —1) =W

1 —2/e _ M
2a  (bz + 8 —W+m(b))
— F(v, 0
(or) +/0 e/ p(z=2/e fy, — 1) — W dz

dz

1
1
—2a(l+ b/ 7
a( m( )) 0 521+2/5(F(z*2/5—|—vr—1)_w) ’

Hence there exists I, > —m(b) such that for all I > I, we have W(0,1,1) +d < F(v,).
This is equivalent to the condition of theorem therefore for all I > I, the system will

be in a regular spiking behavior.
O
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Figure 14: Orbits of ® when varying the input current I in the case of the dimensioned
Adaptive Exponential model. In the case the reset location is small enough and the
dynamics only presents a loss of stability via period doubling and then returns to equilibrium.
In the second case the fixed point is unstable when it appears and we have a period
two cycle immediately followed by a period 3 cycle, then via an inverted period-adding
bifurcation we return to a period two cycle, and then by inverted period doubling bifurcation
to the fast-spiking equilibrium. The transition from period three to period two presents a
chaotic behavior.

Therefore, we can see that increasing the input current has a stabilizing effect on the
dynamics. We present in figure [[4] some numerical results illustrating this stabilization effect
in the case of the exponential integrate-and-fire model. We observe for two different values
of v, that the system undergoes bifurcations with respect to the input current, sometimes
involving chaotic spiking, but after a given value of the input current, the system spikes
regularly, and the Poincaré sequence converges towards its fixed point.

3.5.3 Cascade of period adding bifurcations and chaos with respect to v,

A very interesting bifurcation parameter is the reset value of membrane potential v,.. The
dependency of the Poincaré application with respect to this parameter is very intricate.
The effect of increasing the reset value sharpens the Poincaré application, and therefore
destabilizes the possible stable fixed point or stable cycles. This qualitative observation
is confirmed by numerical simulations. In the case of the exponential model, for v, small
enough, the Poincaré application is smooth, because of the slope of the exponential function
for small v values tends to zero. But in the case of the quartic model, decreasing v, also
sharpens F' because of the fast divergence of the quartic function.

We provide in figure a graph of the stationary Poincaré sequence (i.e. removing
the transient phase) as a function of the reset voltage v, corresponding to the quartic
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Figure 15: The period adding bifurcation cascade in the Poincaré sequence for the quartic
model, ¢ = 0.03, b = 0.7, d = 1.15, and v, € [0,2], and a zoom on the transitions from
period 2 to period 3 and period 3 to period 4.

model. A similar diagram was given in the case of the adaptive exponential model in
[Touboul and Brette, 2008]. We observe that the system present sharp transitions from rest
(regular spiking) to cycles of period two (bursts with two spikes per burst) via a period
doubling bifurcation, and from cycles of period n to cycles of period n + 1 for n > 2 via
period adding bifurcations involving chaotic spiking regions.

4 Existence of fixed points

In the case where I < —m(b), the system has two fixed points, one of which is always a
saddle fixed point. We already studied in section Bl the stable manifold of this saddle fixed
point, and explained in the cases where there exists stable closed orbits (fixed points of
periodic orbit) how this manifold shaped the related attraction basin.

This stable manifold is essential for characterizing the definition domain and the the
dynamics of ® on this domain. The map ® will only be defined on the line {v = v,.} for
values of w such that (v,,w) is neither in the attraction basin of the possible closed orbit
nor on the stable manifold of the saddle fixed point.
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4.1 Case D =R

We are first interested in the cases where the reset line {v = v,.} neither crosses the saddle
manifold nor the attraction basin of the possible stable fixed point. We know that the
SMSFP is the graph of an unbounded increasing function of v for v > vy. Therefore, the
cases where the stable manifold do not cross the line {v = v,.} necesarilly correspond to the
cases where the stable manifold is fully included in a half plane {v > vyin}. This corresponds
to the cases where:

e the subthreshold system has two unstable fixed points and no stable limit cycle (Figs.
and B(b)).

e there exists an unstable limit cycle circling the stable fixed point (Fig. 2(a))
e or when the stable manifold crosses both nullclines (Fig. 2(b))).

possible attraction basin. Therefore, the Poincaré application ® is defined on R and the
proof of theorem Bl readily extends to this case. Hence in that case ® is a regular map
increasing and concave on (—oo, w*] and decreasing on [w*, c0), having a unique fixed point,
an horizontal asymptote at infinity and such that ®(w) > w + d for all w < w*x. Since
the map @ is defined on R (and therefore ®(D) C D, will either be at rest and fire no
spike (if there exists a resting state: stable equilibrium or stable periodic orbit) or in a tonic
spiking behavior. In the tonic spiking case, since the map satisfies the same properties as
one of the case where the subthreshold system has no fixed point, theorems B2, and B4,
and the firing can either correspond to chaotic spiking, regular spiking or regular bursting,
depending on the parameters of the system.

In these cases, for all v, < Uiy, the line {v = v} will not intersect the SMSFP nor any

4.2 Case D =R\ A where A is a countable set

The cases where the reset line crosses the SMSFP but not any attraction basin of SSO is
more intricate. It corresponds to the cases where:

e the subthreshold system has two unstable fixed points and no stable limit cycle, and

Uy > Umin and v, # v_. (cases of Figures @ and [3(b))

e the subthreshold system presents a stable fixed point and an unstable periodic orbit.
In that case let us denote by vpmax (respectively vpmin) the maximal (respectively
minimal) value of the variable v or the periodic orbit. The line {v = v,.} crosses the
stable manifold but not the attraction bassin when vpin < vy < Up min OF Uy > Vp max-

In these two cases, the reset line {v = v,} has finitely many intersections with the stable
manifold, and we denote by A the set of intersection points. The map & is defined on
R\ A. This set is a finite union of open intervals. On each interval, the map ® satisfies the
properties given in theorem Bl The of the orbits of the differential system (1) around
these intersection points completely changes because of the property that the orbits cannot
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cross the stable manifold, and therefore at each intersection point with the saddle manifold
the map ® undergoes jumps. Hence when the stable manifold oscillates around the fixed
point, the map ® will have arbitrary many discontinuity points.

If v, > vy then the map ® will have a unique point where it is undefined, for v, > v_,
an even number of such points, and for v, < v, < v_, an odd number. For v = v_, the
system will have an infinite countable number of discontinuities, composed of two sequences
(m4, i € N) such that m; < w_, is increasing and converges to w_ and (M;, ¢ € N) such
M; > w_, the sequence is decreasing and converges to w_ (see diagram [I6]).

The dynamics of ® in this region of parameters will therefore be very complex. It can
have multiple fixed points, no fixed point, and the map is discontinuous.

We denote by A the set of intersections of the reset line with the stable manifold of the
saddle fixed point. The set of adaptation values such that the system will be in a phasic
spiking state (i.e. fires finitely many spikes) is given by:

(Py=UJe W

o If v, < Viin, then @ is defined on R and the analysis done in the case where there is
no fixed point applies directly.

e If there is no fixed point for the map ® (for instance if the identity line crosses the
discontinuity), then regular spiking is impossible, and hence we will have bursts or
irregular spiking necessarily.

e If there is a unique fixed point, then regular spiking and bursts can coexist depending
on the initial condition. Indeed, the map ® is discontinuous and can present stable
cycles together with the presence of a stable fixed point. For instance assume that
v < vy. In this case, denote by wy is the discontinuity point (the intersection of
v = v, with the stable manifold of the saddle fixed point). We have wy < w*. If
furthermore ®(w,; ) < wq, then the image of (wq,00) by @ is included in (—o0,wq)
which is stable under the action of ®. Hence the dynamics of ® is after possible one
iteration described by the dynamics of ® on (—oo,wy). It is easy to prove that in this
case the sequence converges towards the fixed point of ®. This proof readily extends

to the case where v, > vy and SUp,¢(_ oo u,) () < wa.

e The case where there are many fixed points is way more complex. In this case the sys-
tem could have different regular spiking frequencies, depending on the initial condition.
In this case of multiple attractors, the system could switch between these attractors,
be chaotic, present hysteresis, and its computational capabilities are increased as well
as its sentivity.

4.3 Phasic behaviors

In this section, we consider the cases where the reset line intersects the attraction basin B
of a stable closed orbit and by C the stable manifold of the saddle fixed point. The set of
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(a) Nullclines and different reset locations vy1, vy2, vr3, vra corresponding to different
qualitative behaviors for the map ®.
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Figure 16: Case of two unstable fixed points for the classical adaptive exponential model.
Phase plane and graph of the map @ for different values of v,., for the same set of parameters.
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adaptation values that do not lead to system to fire is given by:
A={weR; (v,,w) € Bor (v,,w) € C}.
Therefore, definition domain of the Poincaré application in this case is
D=R\A,

and the set of initial conditions corresponding to a phasic spiking (i.e. emission of a finite
number of spikes) is given by

P)=UJe "«
n=0

and the complementary of this set corresponds to the tonic spiking cases.

To study further the behavior of the system in this case, we discuss different cases
depending on the shape of the stable manifold and the position of v, with respect to the fixed
point v4. Interestingly, the shape of the stable manifold only depends on the parameters of
the subthreshold system.

4.3.1 The stable manifold does not cross the v-nullcline

We first consider the case where the manifold I'™ does not cross the v-nullcline.
For v < v, two cases can be distinguised:

e In the case where the I'~ intersects no nullcline (case of figure , the definition
domain D is an open interval (—o00, Wpax(vy)) such that wyax(v,) < min(w*, w**). On
this interval, the proof of theorem Bl can be applied and we obtain that ® is increasing
and that ®(w) > w + d for all w € D. Therefore, provided that d > 0, there exists
N > 0 such that @V (w) > wpax(v,). This implies that the neuron starting from any
initial condition (v,,w) such that w € D will fire a finite number of spikes and then
returns to equilibrium (fixed point of stable periodic orbit).

e When manifold I'~ crosses only the w-nullcline (case of figure , the definition
domain is also an open interval (—00, Wmax(v,)). Let us define the interval T = [vy1, v9]
such that the stable manifold is below the two nullclines. We have v; < v_ and
vg > vy. For v, € I, the neuron will necesarily fire finitely many spikes and return
to rest from the spiking point of view, as we proved in the latter case. For v, < vy,
we have w** < wpax(v,) < w*. Therefore the map ® will be increasing on D. If
D (Wmax) < Wmax, then there exists a fixed point for the map ®, which will be stable,
we can easily prove (the proof is essentially the same as the one of theorem B2) that
the Poincaré sequence will converge to the fixed point of the map ®. In this case the
system presents a bistable behavior (see figure [[§): there exists a stable subthreshold
behavior and a stable spiking behavior that coexist. If ®(wmax) > Wmax, because of
the convexity property (which can be proved exactly the same way as in theorem B1I),
there exists € > 0 such that ®(w) —w > & and therefore the system will return to rest
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after firing finitely many spikes. Therefore the whole behavior of ® depends on the
sign of @ (wWmax(vr)) — Wmax (vr).

These two cases are very similar for v > v . Indeed, in that case, the manifold I'" delin-
eating the attraction basin of the nonspiking trajectory is the graph of an increasing function
of v, and is above the two nullclines. The definition domain of the Poincaré application is
here again an open interval (—o0, Wmax(vr)) With wWmax (v,-) > max(w*, w**).

e In the case where ®(wWmax(vr)) > Wmax(v,) we are able to define & > 0 such that
®(w) — w > ¢ and the system will be in a phasic spiking behavior.

e In the case where ®(w*) < wpax(vy), then we have (D) C D and therefore the system
will fire infinitely many spikes. Depending on the properties of the map ®, the system
can either spike regularly (when the fixed point is stable), emit bursts of chaotic spike
patterns.

e In the case where ®(w*) > wpax(vr), we do not have ®(D) C D. In this case, D can
be separated into two different sets that can have quite intricate shapes: a set of values
of the adaptation variable where the neuron fires finite many spikes and a set where
the neuron fires infinitely many spikes. To study these sets, we define

P ={weD; ®w) > wmax(vr)}

This set corresponds to the set of adaptation values w such that ®(w) € D and hence
that will fire one spike and then return to a subthreshold stable orbit. We then define
recursively the set P, ; = ®~(P,) of initial conditions such that the neuron will fire
exactly n spikes before beeing attracted by the stable subthreshold orbit. The set of
phasic spiking initial conditions is therefore defined by

P:Gm
n=1

and the set of tonic spiking is D\ P. In figure [[1 we represented the construction
of these two sets untill 75, and we observe the complexity of the set we will obtain.
If the fixed point is stable, both the tonic spiking and the phasic spiking sets will be
a countable union of non-empty intervals, and the Poincaré sequence will jump from
one interval to the other untill reaching the attraction basin of the fixed point of @,
where they keep trapped. If the fixed point is unstable, the tonic spiking set will be
composed of a countable points, which are the consecutive reciprocal images by ® of
the unstable fixed point. Therefore the neuron will not present cycles. In this case,
the behavior of ® strongly depends on the initial condition.

4.3.2 Unbounded stable manifold crossing the v-nullcline

If the stable manifold crosses the v-nullcline as in figure then for each v > vy;, the
reset line will intersect the attraction bassin on a bounded interval (wpmin (v ), Wimax (vr)) and
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Figure 17: Construction of the phasic spiking set, for two iterations. The red curve is the
map ® and the black line the identity map. The green construction line correspond to the
contribution of the set Ty for w > w* to T3.

the definition domain of the Poincaré application is the union of two semi-infinite intervals:
D = (=00, Win (Vr)) U (Wmax(vy), 00) =: I U .

Furthermore any orbit starting from (v,, w) with w € Iy will cross the reset line on I; after
a finite time, and therefore we have ®(Iy) C ®(I;). Because of the shape of the separatrix,
there exists Umin < v1 < v_ such that on (v1,v;) we have Wiy (v,) < min(w*, w**)

o If sup,c7, P(w) € [Wmin(vr), Wmax(vr)], the system will fire finitely many spikes.
Indeed, if vmin < v, < v1, for all w € I} we have w + d < ®(w) < Whpax(v,), and

therefore the Poincaré sequence is strictly increasing and will necessarily end up in the
attraction basin or on the stable manifold, and hence stops firing.

If v, < wy or v, > vy, there exists o > 0 such that sup,,c;, ®(w)—w > o and therefore
any orbit will be in the attraction basin of the SSO and will stop firing after a given
number of spike fired.

For any initial condition w € Iy we have ®(w) C ®(I;) and therefore either ®(w) is
in the attraction basin of the subthreshold equilibrium, or it is in I; and the above
analysis applies and the system is in a phasic spiking mode.

o If sup,c;, (W) < Wmin(vr), then necessarily ®(/1) C I; and the map ® has a fixed
point in I;. Furthermore, we have ®(D) C I; and therefore the system will be in a
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tonic spiking behavior. If v, < vy, we have wyi, < w*, the fixed point is attracting
and all the Poincaré sequences converge to this fixed point (see proof of theorem B2).
If v, < vy, the type of tonic spiking depends on the properties of the map, the system
will possibly fire chaotic, regular or bursting patterns.

o If sup,c;, ®(w) > Wmax(vr), then there exists an interval J C D such that all the
trajectory with initial condition (v, w) with w € J will stop firing after one spike. We
can build the phasic and the tonic subspaces of D recursively as we did in the previous
case. The shape of this set can be quite complex, and the behavior of the Poincaré
sequence depends on the initial condition on this set.

4.3.3 Bounded attraction basin

In the case where there exists an unstable periodic orbit in the system, we have seen that
the attraction basin of the stable fixed point was bounded, delineated by this periodic orbit,
and that the stable manifold winds around this orbit. In this case, let us denote by vmin
the minimal value of the membrane voltage on the cycle and by wvy.x its maximal value.
The behavior of the system for v, € (Umin, Umax) is very complex. Indeed, the reset line
will cross the attraction basin on an interval of values for the adaptation (Wmin, Wmax),
but since the stable manifold, since it oscillates around the orbit converging to it, there
is a countable sequence of intersection points of the reset line with the stable manifold:
(m;,i € N) converging to wmin and (M;,i € N) converging to wmax. At each of this point
the map ® is undefined and there is a jump of the values of the map ® at these points.
Hence the definition domain of the map ® has a quite complex shape, and ® an intricate
discontinuous dynamics on it.

For v > vmax the reset line will cross the stable manifold on a finite set of adaptation
values, and at these points the map @ is undefined and jumps. This case can be studied as
the case of two unstable fixed points and no stable periodic orbits treated at the beginning
of the section.

5 Discussion

5.1 Phasic behaviors

We have seen that in many cases when there exists stable subthreshold orbits that the system
can fire finitely many spikes before converging to this subthreshold orbit. These behaviors are
known as phasic behaviors. In |[Louboul, 2008b, {lzhikevich, 2003, |Brette and Gerstner, 2005],
the authors distinguished between two main types of phasic behaviors : phasic spiking and
phasic bursting. In our framework, the phasic spiking corresponds to the case where the
neuron only fires a spike before returning to rest, which corresponds for instance to the set
T, of figure [T and the phasic burstings to the the rest of the phasic set, in which case the
neuron fires few spikes before returning to its subthreshold equilibrium.
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Figure 18: Bistability in the case of the quartic model

5.2 Bistability

Furthermore, we have seen that there exists cases where both the subthreshold dynamics and
the adaptation sequence present stable orbits. These cases correspond to multistability: two
different stable behaviors can appear depending on the initial condition, and perturbations
can lead to switch from one behavior to the other (see figure [}

5.3 Chaos

It is quite interesting to observe chaos in this model. Indeed, the firing patterns observed
in the nervous system are often chaotic. For instance in the Purkinje cell, it has been
observed that as the temperature increases for a given input current, the calcium spik-
ing presented a period doubling during in vitro experiments (see [Mandelblat et al., 2001,
[Etzion and Grossman, 1998 [Llinas and Sugimori, 1980, [Hounsgaard and Midtgaard, 1989]).
The appearance of doublets was also observed in vivo on recordings done by Jaeger and
Bower on the ketamine-anesthetized guinea pig when the inhibition is blocked [Jaeger and Bower, 1994].
This type of route to chaos has also been shown in classical neuron models. For instance
Rinzel and Miller in [Rinzel and Miller, 1980] located a period doubling on the interspike
interval in the Hodgkin-Huxley model by computing eigenvalues along a family of periodic
orbits. It has then been shown in other neuronal models, for instance in a version of the
Hodgkin-Huxley model taking into account the temperature [Feudel et al., 2000]. In this
case, the system undergoes a period doubling cascade when varying the temperature.
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5.4 A good model of Purkinje cell
5.5 Electrophysiological classes

6 Conclusion

In this chapter we studied the spike patterns produced by neurons in the class of models
introduced in [Touboul, 2008b]. We proved that the divergence of the nonlinearity F had to
be fast enough for the model to be well defined. In this case, the study of a discrete map,
the Poincaré application, lead us to distinguish between the different spike patterns fired,
and the precise study of this map allows us to define electrophysiological classes depending
on the parameters of the system having similar behaviors when varying the input current.
We also proved that the system presented bifurcations in function of the reset value of the
membrane potential, which can be related to in-vivo and in-vitro experiments.

A Cauchy Problem

The Cauchy problem consists in proving that there exists a unique solution to the problem
1@ and ([C2Z) defined for all ¢ € R for a given initial condition (vg,wp) at time ¢o. It
was adressed by Romain Brette in in the case of spiking models defined by a
one dimensional ODE with a finite spiking threshold and a reset condition. He found that
the reset introduced a countable and ordered set of backward solutions for a given initial
condition, and this that this structure of solutions had important implications in terms of
neural coding.

The case of the system given by (1) and (C2) is slightly more complex, but can be
treated in the same fashion as done in [Brette, 2007]. We have seen in section 27 that there
exists a unique solution to the forward problem. Therefore in this appendix we are interested
only in the backward solutions. The backward problem of equations (1) and () with
initial conditions (vg,wp) at time to corresponds to the forward solutions vy (t) = v(to — t)
and wy(t) = w(to —t). of the system:

do — _P)y+w—1T

dt

dwy, _ _ _

ait = —a(bv —w) (A1)
up(0) = v

wp(0) = wo

The nullclines for this system are the same as the nullclines of the forward problem, but
the direction of the vector field changes. A new issue appears here: the membrane potential
can may to —oo in finite time. In this case, the solution is not admissible. In the case of the
adaptive exponential model, the backward membrane potential and the backward adaptation
value will never blow up in finite time. Therefore, this solution is always an admissible
solution. But in the case of the quartic model for instance, the membrane potential will
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always blow up in finite time when the backward solution do not cross the v-nullcline, and
such solutions will exist, for instance in the case where there is no fixed point: in the proof
of theorem Bl we show that there exist a spiking solution for which the backward solution
tends to infinity. For initial conditions of the backward problem below this orbit, because
of Gronwall’s theorem, the membrane potential will tend to —oo in finite time.

e If the backward solution does not blow up in finite time and does not cross the line
{vp = v}, then the solution of the backward equation is unique, and there exists a
unique solution of the problem which is defined on IR.

e If the backward membrane potential blows up at time ¢; and its orbit does not intersect
the line {vy, = v,.} there is no solution to the Cauchy problem for ¢ < ¢;.

e If the backward orbit intersects the line {v, = v, } then the problem splits in two solu-
tions, one of which corresponding to a reset, and the other corresponding to the solution
of the system ([AJ]). The branch of solution corresponding to a regular subthreshold
backward problem is treated as described above. For the solution corresponding to a
reset, we check if the value of the membrane potential at this point is inside the image
of the Poincaré application. If it is the case, the admissible solutions correspond to
the different reciprocal images of this value under ®. There can exist two possible
values: one that is inferior or equal to w* and another one greater than w*, and these
two possible points are on the same orbit (the orbit starting above w* crosses the line
v = v, at the point below w*). To avoid the difficulty or resetting at an infinite value
of the membrane potential, we directly jump to the reciprocal image of this point by
®, and compute the same way the possible branches of backward solutions.

Interestingly, in the case of the exponential model, since the backward solutions do not
blow up in finite time, the backward solution is always an admissible solution. Therefore,
we have a countable number of backward solution in this case.

In the case of the quartic model, the number admissible solutions is smaller. Indeed, the
reciprocal images of ® decrease, and when they are below the spiking trajectory diverging
when v — —o0, the backward equation blows up in finite time. Therefore the only admissible
solution is a spiking solution. Figure [ illustrates the construction of a backward solution
and of the Cauchy problem. From a given initial condition (vg,wy), if the backward solution
never crosses the reset line {v = v, } there is only one admissible solution provided it does
not blow up in finite time. If the backward solution crosses the reset line (star (1) and (2) of
figure M), the solution splits into two solutions, one of which corresponds to a spike when
it exists (star (1)) and the other one corresponding to the regular solution of the backward
equation (for star (2) no spiking solution correspond to the related adaptation value). Below
the bold line corresponding to a diverging solution of the backward equation, in the case of
models such as the quartic one, the only admissible solution is a spiking solution (star (3)).
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Figure 19: Construction of the backward set of solutions. Description in the text.
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B Oscillations

To understand whether the stable manifold can cross the w-nullcline and possibly the V-
nullcline, we study the asymptotic behavior of the solutions when ¢ — —oo. The idea is the
following: if the manifold goes to —oo (for V'), then the derivative of the nonlinear term
vanishes tends to its limit F” __ which can either be finite, or —co. In the following we shall
assume that the manifold does not cross the V-nullcline. In that case, the voltage V() of
the manifold, seen as a solution of the system, goes to —oco as t — —oo, and we will look for
possible contradictions.

If we have F' = —oo, the trajectories are asymptotically horizontal and hence will
necessarily cross the w-nullcline, but not necesarily the v-nullcline. In the case where F’ _ >
—00, the approximated dynamics can be solved analytically. Asymptotically, the differential
equations satisfied by a given solution (v, w) of the rescaled model can be approximated by:

{1’) =F wv—w+I (B.1)

w =albv—w)

When t — —oo, the solutions of the linear system either spiral around the fixed point
(complex eigenvalues) or align asymptotically to the direction of eigenvector associated to
the smallest negative eigenvalue of the matrix L governing the dynamics of the linear system

G-
F . -1
L= ( ab —a )
(at+F.)?

If the eigenvalues of this matrix are complex, i.e., when b > 1o, then the solu-

tions spiral around the fixed point. Therefore the trajectories cross the V-nullcline, which
(a+F’ . )*

T (resonator regime), the stable

contradicts our initial hypothesis. Thus when b >
manifold crosses both nullclines.
If the eigenvalues are real, the trajectories of the linear system align asymptotically to

the direction of the lower eigenvalue

_ 1 / / 2
A= —5la- Fly+ V(FL +a)2 —dab)

This eigenvalue is always strictly negative hence solutions will diverge when ¢ — —oc.
The eigenvector associated with this eigenvalue is:

2
( a+FLoo+\/(FLm+a)2—4ab )
1

The slope of that eigenvector is always inferior to F’ __, so that (linearized) trajectories
do not cross the V-nullcline. However they can cross the w-nullcline when the slope of the
eigenvector is smaller than b, i.e.:
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a+F' o+ /(F o +a)?—4ab b
2

and this condition is satisfied when b > 1(a + F’ ). Assuming @ > 0, the inequality is
always true if 7, > —F’ __; when when 7, < —F’ __, the inequality is never true given that

’ 2
the eigenvalues are real (b > %)

In summary, the stable manifold crosses both nullclines when b > %(a—i— F’ _)(resonator

regime), and it crosses at least the w-nullcline when 7, > —F’ _ or F/ _ = —cc.
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