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The Spike-and-reset dynamis for non-linearintegrate-and-�re neuron modelsRésumé : Non-linear integrate and �re neuron models introdued in [22℄, suh as Izhi-kevih and Brette-Gerstner neuron models, are hybrid dynamial systems, de�ned both bya ontinuous dynamis, the subthreshold behavior, and a disrete dynamis, the spike andreset proess. Interestingly enough, the reset indues in bidimensional models behaviorsonly observed in higher dimensional ontinuous systems (bursting, haos,. . . ). The subthre-shold behavior (ontinuous system) has been studied in previous papers. Here we study thedisrete dynamis of spikes. To this purpose, we introdue and study a Poinaré map whihharaterizes the dynamis of the model. We �nd that the behavior of the model (regularspiking, bursting, spike frequeny adaptation, bistability, ...) an be explained by the dyna-mial properties of that map (�xed point, yles...). In partiular, the sytem an exhibit atransition to haos via period doubling, whih was previously observed in Hodgkin-Huxleymodels and in Purkinje ells.Mots-lés : Pas de motlef



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 3IntrodutionThis introdution has to be hanged: opied from SIAP paperDuring the past few years, the neuro-omputing ommunity has made a huge e�ort to �nda omputationally simple and biologially realisti model of neuron. Indeed, there is moreand more need to to ompare experimental reordings with numerial simulations of large-sale brain models. The key problem is to �nd a model of neuron realizing a ompromisebetween its simulation e�ieny and its ability to reprodue what is observed at the elllevel, often onsidering in-vitro experiments [12, 16, 20℄.Among the numerous neuron models, from the detailed Hodgkin-Huxley model [9℄ stillonsidered as the referene, but unfortunately omputationally intratable when onsideringneuronal networks, down to the simplest integrate and �re model [7℄ very e�etive ompu-tationally, but unrealistially simple and unable to reprodue many behaviors observed, twomodels seem to stand out [12℄: the adaptive quadrati (Izhikevih, [11℄, and related modelssuh as the the theta model with adaptation [4, 8℄) and exponential (Brette and Gerstner,[1℄) neuron models. These models are based on the viewpoint that neurons are exitablesystems and that the main e�et to model is the transition from silene to spike. Thesemodels all �t in a general lass of nonlinear bidimensional neuron models sharing ommonproperties, introdued in [22℄. Models of this lass are omputationally almost as e�ientas the linear integrate and �re model. They are also biologially plausible, and reprodueseveral important neuronal regimes with a good adequay with biologial data, espeially inhigh-ondutane states, typial of ortial in-vivo ativity. One of these models has reentlybeen used in order to simulate a large sale brain model (see [13℄).These models are spiking models. They are de�ned by a subthreshold dynamis de�nedby a ontinuous dynamial system, whih has been studied in [22℄. It is also de�ned by aspiking proess, whih de�nes the spike emission and adaptation in the neuron. As observedin [11, 1, 22℄, these systems show very interesting dynamis whih annot exist in twodimensional ontinuous dynamial systems, suh as bursting and haos. These e�ets arediretly linked with the spiking proess.The aim of this paper is to study this spiking proess, to get a grasp on the di�erent ob-served behaviors, and to get insights on the ranges of parameters to obtain a given behavior.In the �rst setion of this paper, we introdue the model we study and basi de�nitions whihwill be useful in the rest of the paper. We then introdue a Poinaré funtion desribingthis spiking dynamis, and haraterize some of its prinipal features, in the general ase.We then �nd some simple onditions on Φ to get regular spiking, spike frequeny adaptationand mixed mode. We then desribe some simple features on this funtion diretly linkedwith bursting solutions. Transient behaviors suh as phasi spiking or bursting are notstudied here. We then give an interpretation of the di�erent kinds of exitability observedin the model. The third setion is linked with results whih had been not yet observed sofar as we know: these models present haoti spiking ativity. The route to this haotiativity is a period doubling asade, as previously observed in Hodgkin-Huxley model andin intraellular reordings of the Prukinje ell.
RR n° 1



4 Touboul & Brette1 Basi de�nitionsIn this paper we onsider a nonlinear integrate neuron model of the lass of models introduedin [22℄. This lass inludes for instane the adaptive exponential integrate-and-�re model[1℄, the quadrati adaptive model [11℄, and the quarti adaptive model [22℄. This model isdesribed by a nonlinear subthreshold dynamis of type:
{dvdt

= F (v) − w + Idwdt
= a(bv − w)

(1.1)where a, b and I are real parameters and F is a real funtion satisfying the following as-sumptions (see [22℄:Assumption (A1). F is at least three times ontinuously di�erentiable.Assumption (A2). The funtion F is stritly onvex.Assumption (A3).






lim
x→−∞

F ′(x) < 0

lim
x→+∞

F ′(x) = +∞In this equation, v represents the membrane potential of the neuron, w is the adaptationvariable, I represents the input intensity of the neuron, 1/a the harateristi time of theadaptation variable and b aounts for the interation between the membrane potential andthe adaptation variable 1.We also assume there exists ε > 0 suh that F grows faster than v1+ε when v → ∞. Inthis ase, the solution of �rst equation (with a onstant w) an blow up in �nite time. Ifthe solution of the two-dimensional equation blows up at time t∗, we onsider that a spikeis emitted, and subsequently we have the following reset proess:
{

v(t∗) = vr

w(t∗) = w(t∗−) + d
(1.2)where vr is the onstant value of the reset of the membrane potential and d > 0 a realparameter aounting for the adaptation.Proposition 1.1. The equations (1.1) and (1.2), together with initial onditions (v0, w0)give us the existene and uniqueness of a forward solution on R+.Proof. Beause of the regularity ondition (A1), Cauhy-Lipshitz theorem of existene anduniqueness of solution applies untill the solution blows up. If the solution keeps bounded,then we have existene and uniqueness of solution. If the solution blows up at time t∗, thenwe are reset to a unique point, de�ned by the reset ondition 1.2, and we are again in thease we already treated, hene we have existene and uniqueness of forward solution.1Brette and Gerstner [1℄ made a great e�ort in relating these onstant to known biologial onstants, andobtain a good �t with biologial reordings. INRIA



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 5This system is an hybrid dynamial system: it is de�ned by both a ontinuous time dy-namial system given by the equations (1.1) and a disrete dynamial system alled the spikeand reset mehanism, given by the equations (1.2), with �ve real parameters (a, b, I, vr, d).The parameters (a, b, I) govern the subthreshold dynamis, while the parameters vr and dgovern the spike and reset mehanism. In the artile [22℄, the author studies the bifurationsof the subthreshold dynamis with respet to these three parameters. It appears that a isnot a bifuration parameter, and that the system undergoes a subritial Bogdanov-Takensbifuration. He also shows that under a simple ondition on F the model an undergo aBautin bifuration. This analysis aounts for the subthreshold behavior of the neuron,and for instane explains the existene for self-sustained subthreshold osillations when themodel undergoes a Bautin bifuration.Nevertheless, this former study does not explain the spiking behaviors of the neuron,whih are governed by the spike and reset mehanism. One of the greatest omputationalproperty is ontained in the spike sequene. In the present paper we adress the question ofharaterizing these behaviors.Beause of existene and uniqueness of solution obtained in proposition 1.1, we onludethat the whole dynamis between two spikes depends only on the initial ondition of theneuron, (vr, w0). The di�erenes in the spikes emitted is hene governed by the sequene ofreset positions of the adaptation variable w. If there is a �nite number of spikes, this meansthat the neuron stops �ring after a while, whih means that the trajetory of the neuronremains bounded in �nite time. This behavior an be thus explained by the subthresholddynamis after a spiking transient, and this is why it will not be our �rst interest in thispaper.We will be in this paper mainly interested in the ase when there are in�nitely manyspikes emitted by the neuron. In this ase, one of our main tool to qualify the dynamis willbe the Poinaré map governing the evolution of the adaptation reset point.Let us de�ned by D the domain of w suh that the solution of (1.1) with initial ondition
(vr, w0) blows up in �nite time.De�nition 1.1. Let w0 ∈ D, and denote (v(t), w(t)) the solution of (1.1) with initialondition (vr, w0) and t∗ the blowing time of v. The Poinaré map Φ is the unique funtionsuh that

Φ(w0) = w(t∗) + dRemark 1. Assume that in the dynamial system de�ned by (1.1) have a repetitive �ring(i.e. it �res after any given time T ). Then let (tn)n≥0 be the sequene of spike times, and Wede�ne the sequene of adaptation reset points by wn := w(tn) = w(t−n ) + d. The Poinaremap of this dynamial system is the funtion Φ suh that
Φ(wn) = wn+1Hene we will be able to apply tehniques of nonlinear analysis of iterations of maps to studythe spiking loation sequenes and the spiking times.

RR n° 1



6 Touboul & BretteRemark 2. The Poinare map is only de�ned in D. It will be partiularly interesting tostudy ases when D is the greatest possible. This will be the ase for instane when there isneither stable �xed point nor attrating limit yle, for instane when the two nulllines donot ross or when after the Hopf bifuration. In other ases, there will be bounded solutions,and return to �rest�, rest meaning there that the solution onverges either to a �xed pointor to a limit yle (Poinaré Bendixon theorem).2 Repetitive spiking behaviorsIn this setion we assume that the subthreshold dynamial system do not have any �xedpoint, i.e. I > −m(b) where m(b) is the unique minimum of funtion G(b) = F (v) − bv(see [22℄), and that there is no attrative limit yle (for instane for Izhikevih or Brette-Gerstner models or for the quarti model before the Bautin bifuration). In this ase, thenulllines are of the form presented in �gure Fig.1 and the neuron will spike for any initialondition.
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The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 7
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Figure 2: An example of Φ funtion in the quarti model. We an see the ontinuity, themonotony and the onvergene for w → ∞.Theorem 2.1. Let us de�ne the intersetions of the urve {v = vr} and the nulllines:
{

w∗ = F (vr) + I

w∗∗ = bvr

(2.1)The Poinaré map satis�es the following properties:� It is inreasing on (−∞, w∗] and dereasing on [w∗,∞),� For all w < w∗∗ then Φ(w) ≥ w + d > w,� The map Φ is regular,� It has a unique �xed point in R,� It onverges to a �xed point when w → ∞This theorem is quite important to understand the main properties of the reset sequene.These properties are straightforwardly proved if we had a spiking threshold, the only teh-nial intriay is the fat that the spike ours when the membrane potential blows up. Fotthis reason, we put the proof of theorem 2.1 in the appendix A
RR n° 1



8 Touboul & Brette
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() Non bijetive TFigure 3: Spike times T funtion for the quarti model for di�erent values of a and b. Wean see that the funtion is not always inreasing as we suggested in the text, even if it isalways inreasing untill w∗. We also observe that for reasonnable values of the parametersthe funtion T is monotonousAnother important funtion to study is the map T : w 7→ t∗(w) where t∗(w) is thespike time if the membrane potential starts at (vr , w) at time t = 0. If this map was one-to-one, then the reset loation would be diretly linked with the interspike interval (ISI).Nevertheless, this is not always the ase in this type of models, as we an see in Fig. 3(),even if in most of the ases for a reasonnable range of parameters, we will see that the map
T will be one-to-one.A desription of the shape of the appliation T is also given in appendix A. Figure Fig.3represents the map T in the ase of the quarti model.In the ase where the map T is inreasing, the interspike interval and the spike timesare diretly linked with the reset loation. The ase where the neuron has yles of periodtwo with two points having the same spike time is nevertheless still onsidered as bursting,hene the study of the properties of the map Φ is the most important.Now that we have showed some properties of the map Φ, we relate dynamial propertiesof the iteration of this map to the neuroomputational behaviors observed.2.1 Regular spiking behaviorsIn the original paper [22℄, the author desribes the existene of a generalized limit yle,whih he alled spiking limit yle, virtually ontining a point at in�nity (see Fig. 4). Theregular spiking behavior, whatever the phasi behavior, is linked with the presene of suha yle. This yle desribed is exatly a �xed point of the Poinaré appliation Φ, and theonvergene to a regular spiking behavior is simply linked with the onvergene of the resetloation sequene to this �xed point.These two properties imply a simple su�ient ondition for regular spiking we makeexpliit in the following theorem.Theorem 2.2. Assume that Φ(w∗) ≤ w∗. Then the sequene of reset positions (wn)n≥0will onverge whatever the initial ondition. INRIA



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 9

Figure 4: Spiking generalized limit yle. In the simulation, we have ut the trajetories toa given threshold. At this threshold, we are sure that the solution will blow up, and thetrajetory is almost horizontal, hene the real piture is very similarProof. First of all, we deal with the ase w0 ≤ w∗. The sequene (wn)n≥0 is monotonoussine we have Φ inreasing on (−∞, w∗]. Indeed, assume that Φ(w) ≤ w, then by indutionon n we have
Φn+1(w) ≤ Φn(w)and hene the sequene is non-inreasing. If Φ(w) ≥ w, the same argument gives us thatthe sequene (wn)n is non-dereasing.Note that in this ase, we neesarilly have w∗∗ < w∗. Indeed, if it was not the ase,then proposition A.2 would imply that Φ(w) > w whih ontradits the hypothesis of thetheorem.If w ∈ [w∗∗, w∗], then we know by the hypothesis of the theorem and by the result of theproposition A.2 that this interval is invariant under Φ, and hene (wn)n is a monotonoussequene in a ompat set, and hene will neessarily onverge to a �xed point in [w∗∗, w∗].If w < w∗∗ then Φ(w) ≥ w + d and hene there exists an index N suh that wN ≥ w∗∗.We apply the result previously proved to obtain that (wn)n onverges to a �xed point in

[w∗∗, w∗].If w > w∗, then Φ is dereasing on this interval, and hene Φ(w) ≤ Φ(w∗) ≤ w∗, henewe an use the previous analysis to prove that the system will onverge to a �xed point in
[w∗∗, w∗].Remark 3. This result implies the property of regular spiking we observed in numerialsimulations. This would orresponds by analogy to the ondutane based models to ageneralized attrating spiking limit yle, generalized beause ontaining a spike in the lassof modeld of interest means ontaining a point (v = ∞, w) for some w.This result implies a su�ient ondition for having a regular spiking behavior. Notethat the regular spiking behavior is linked with the onvergene of the sequene (wn)n≥0.Indeed, if this sequene onverges, then the frequeny of the spikes will onverge also. If itRR n° 1
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() Sample path of (wn) =with w0 > w∗Figure 5: Convergene towards �xed point.does not, the only way to have regular spiking is to have a yle and eah point of the yleorresponds to the same spike time in the ase where the map T is not one-to-one. Thisase an our, but it is learly not generi.Theorem 2.3. Assume that Φ(w∗) > w∗ and Φ2(w∗) > w∗. Then the sequene of resetpositions will onverge to a �xed point whatever the initial ondition.Proof. First of all, we already noted that there exists a unique �xed point for the map Φand that this �xed point is in [w∗, Φ(w∗)]. If we have
w∗ < Φ2(w∗) < Φ(w∗)Then beause of the monotony of Φ on (w∗,∞), we have (by indution) for all n ≥ 1:

Φ2n(w∗) < Φ2n+1(w∗) < Φ2n−1(w∗)

Φ2n(w∗) < Φ2n+2(w∗) < Φ2n+1(w∗)Hene the sequene (w2n)n≥0 is an inreasing sequene and (w2n+1)n≥1 is dereasing, andfor all n, we have w2n < w2n+1. Hene the two sequenes onverge.We know that beause of the monotony onditions on Φ and the plateau that Φ2 haseither a unique �xed point (the same as Φ) or three �xed points. Let w1 := min{Φ−1(w∗)}.Then Φ2 is inreasing on (−∞, w1), dereasing on (w1, w
∗) and inreasing again on (w∗, ∞),and onverges to a �nite limit when w → ∞. On (−∞, w∗), Φ2(w) > w beause it is learlythe ase on (−∞, w1) and the minimum of Φ2 is reahed at w∗ where Φ2(w∗) > w∗, hene

Φ2 has a unique �xed point, whih is the same as Φ. INRIA



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 11Thus the two sequenes onverge to this same �xed point.Let now w0 be an initial ondition. Then neesarilly the sequene wn will be in theinvariant interval [w∗, Φ(w∗)]. Indeed, assume that w0 < w∗. Then we know that thesequene will not be bounded by w∗, sine there is no �xed point in (−∞, w∗). Hene therewill be an integer p suh that Φp(w0) ≤ w∗ and Φp+1(w0) ≥ w∗. Then beause of themonotony of Φ we have Φp+1(w0) ≤ Φ(w∗).Interestingly enough, the input urrent has a stabilizing e�et on the behavior of theneuron. We an even prove that for I large enough the sequene will always onverge to a�xed point. Nevertheless, the omplexity we desribed in the previous setions will learlya�et the dynamis when we vary I.Proposition 2.4. Let a, b, vr, d be �xed parameters. There exists Is suh that for all
I > Is the sequene of iterates of Φ onverges.Proof. Indeed, onsider the point w∗(I) and let I inrease. From this point w∗(I), the vetor�eld in the diretion of v does not hange, and in the diretion of the adaptation variable w,it dereases linearly (i.e. inreasing I by δI amounts adding −δI to the vetor �eld in thediretion of w). This new dynamial system an be dedued from the original one hanging
w in w̃ = w − I.The trajetories are ordered and the order dereases with I. Indeed, let I1 < I2. Theequation of the tajetory reads: dw̃dv

=
a(bv − w) − aI

F (v) − wand hene is dereasing with I. Furthermore, at the point w̃∗ = F (vr), the vetor �eldis vertial and the amplitude of the vetor �eld inreases with I. Hene all the trajetoriesare ordered, and Φ(w∗) − I is dereasing with I. Moreover, the trajetories are diverging,i.e. the distane between two trajetories inrease with time.Finally, it is lear that the trajetory in w is not bounded at the beginning of theevolution. Indeed, the vetor �eld at the initial instant is vertial and its amplitude tendsto −∞ when I → ∞.This an be proved easily by a redutio ad absurbum proof. Assume that w̃ had a lowerbound winf for any I. Then in this ase, we would have:
v̇ = F (v) − w̃ ≤ F (v) − w1 (2.2)and hene v(t) ≤ v1(t) the solution of this equation. This equation do not depend on I.Let dt be a �nite time smaller than the explosion time of the equation (2.2) suh that for

t ∈ [0, dt], v(t) ≤ v1 a given value ≥ vr. Then we have for I large enough:










a(bv − w) − aI ≤ a(bv1 − w1) − aI ≤ 0

0 ≤ F (v) − w ≤ F (v) − w1

−dwdv
= −a(bv−w)−aI

F (v)−w
≥ −a(bv1−w1)+aI

F (v)−w1RR n° 1



12 Touboul & Brette
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() Mixed Mode (multiplier 10−4)Figure 6: Di�erent types of onvergene for the quarti model, when all the parameters are�xed but the time sale of the adaptation variable a. The faster the adaptation is, the slowerthe onvergene is.This is not possible sine for v ∈ [vr , v1], when I inreases, w will be as small as one wants.Hene we have to simple riteria for regular spiking. Moreover, we have proved that foran input urrent large enough, the neuron will spike regularly. Nevertheless, this analysisdoesn't distinguishes the simple toni spiking from the mixed mode or the spike frequenyadaptation. The di�erenes between these behaviors is only the transient phase of spiking,whih orresponds from a mathematial point of view to the onvergene of the sequene ofiterates towards the �xed point (see Fig.6). From the biologial point of view, the distintionbetween these behaviors is not so lear either. In our framework, we an quanti�ate theonvergene speed, whih is diretly linked with the multiplier of the �xed point. If themodulus of this multiplier is very small (lose to 0), then the onvergene will be very fast,and we will see a short transient before the regular spiking, and hene we will have a mixedmode (see Fig. 6()). If the multiplier modulus is lose to 1, then the onvergene will bevery slow, and we will have spike frequeny adaptation (see Fig. 6(a)).2.2 BurstingIn the original paper [22℄ again, the author observed that bursting ativity was linked withthe existene of an attrating generalized limit yle, whih he alled bursting limit yle,virtually ontining many points having an in�nite membrane potential (see Fig. 7). Theregular bursting behavior, whatever the transient behavior, is linked with the presene ofsuh a yle, and this yle orresponds exatly to periodi points for the the Poinaré map
Φ. We an prove that there exists yles of any period. Indeed, one of the simplest appli-ation of Sarkovskii's theorem (see e.g. [2℄) is that if there exist a periodi point of periodINRIA
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Figure 7: Bursting generalized limit yle. In the simulation, we have ut the trajetoriesto a given threshold. At this threshold, we are sure that the solution will blow up, and thetrajetory is almost horizontal, hene the real piture is very similar
3, then there exist periodi points of any period, hene bursts of any period. Theorem 2.5gives us a simple riterion on the dynamis of Φ to have a period 3 yle.Theorem 2.5 (Cyles of any period). Let w1 := min{Φ−1(w∗)}. Assume that:











Φ(w∗) > w∗

Φ2(w∗) < w1

Φ3(w∗) > w∗

(2.3)Then there exists a non-trivial period 3 yle, hene the reset proess has yles of any period.Proof. The only thing to prove is that there exist a real T suh that
{

Φ3(T ) = T

Φ(T ) 6= TWe know that there exists a unique �xed point of Φ, whih we denote w∞ and whih liesin the interval [w∗, Φ(w∗)]. Here we prove that there exists another solution of Φ3(x) = x.Indeed, let us desribe the funtion Φ3:� It is inreasing on (−∞, w2) where w2 = min{Φ−2(w∗)}, and above the urve y = xon this interval.� dereasing on (w2, w1) and Φ3(w1) = Φ2(w∗) < w1 hene the urve rosses one theurve y = x, at a point stritly inferior to w∗.RR n° 1
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(a) Period three point (b) Period four point () Period two pointFigure 8: Di�erent types of bursts and the periodi orbits of Φ assoiated. The last exampleof a point of period two shows that the system is quite exitable. Indeed, the preision ofour integration sheme is very high in this ase. This irregularity we observe is linked withnumerial errors assoiated with the exitability of the system: we are very lose of thedisappearane of this yle.Hene we have proved that there exists a period 3 yle. Sarkovskii's theorem (see e.g. [2℄)ensures us that there are yles of any period for the map Φ .Remark 4. This theorem gives us a quite simple ondition on Φ to get period 3 yles.This implies that the system is haoti, as shown in the exellent paper of Li and Yorke [17℄.We will talk a little bit more of this point in the setion dediated to haos.We an easily �nd in our appliations periodi points of period 3, when vr varies. Wean also �nd experimentally periodi points of di�erent periods, as shown in �gure 8.2.3 Bifurations and ChaosNow we have seen that varying parameters an hange the behavior of the sequene ofiterates, from the onvergene to a single point to the onvergene towards yles. Hene anatural question arises: how does the behavior of the sequene of iterates depend upon theparameters.To understand better the transition between these di�erent types of behaviors, it isimportant to understand better the dependeny of the Poinaré map Φ in funtion of theparameters. The parameter having the simplest e�et on the dynamis is the adaptationparameter d whih only shifts the Poinaré map. Hene when d is very small, the �xed pointwill be attrative with a positive multiplier. When d will be very large, then the �xed pointwill be attrative with a negative multiplier, lose to 0 (the �xed point will be on the �atregion orresponding to the horizontal asymptote).As we have already seen, when I inreases, after a ertain value of I, the sequene willonverge towards a �xed point. Inreasing I has the e�et of linearly translating the point

w∗ = F (vr) + I, induing a smooth hange of the urve Φ (see �gure Fig.9. INRIA
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Figure 9: Poinaré appliation for the quarti model with a = 1, b = 0.5, vr = 3, d = 1 and
I ranging from 1 to 20.The behaviors with respet to these two parameters are hene quite regular. When d isbig or I is big, then we have regular spiking.The dependeny in the parameters a and b are also very smooth and monotonous. Themap Φ hardly depends on b and the dependeny in a is similar to the dependeny in I.A very interesting parameter would be the reset loation vr. As we will see in thesimulations, the behavior of the system with respet to this parameter is very interestingand omplex. The behavior of the set of urves Φ when varying vr is not monotonous, andannot be desribed very easily. First of all, the maximum if Φ, the point w∗ = F (vr) + I,will �rst dearease with vr when vr is inferior to the point where F takes its minimum, andthen will inrease again. The onvexity of F makes the behavior of Φ quite sharp in funtionof vr. Figure Fig.10 represents many urves when vr varies. As we an see, for reasonnablevalues of the parameter vr, the ruve Φ gets very sharp very fast and keeps sharper andsharper. As we see, the �xed point has a multiplier of absolute value stritly greater than 1in the ase presented for vr large. It is also interesting to see that for very small values of
vr the Poinaré map is very �at.If we study the �xed point and the stability of this map, we observe a very interestingbehavior. The only �xed point loses quite fast its stability via a period doubling bifuration.We numerially observe a asade of period doubling bifurations with some haoti regionswhere we observe the period 3 (see �gure Fig.11). It is quite interesting to observe haos inthis model. Indeed, the �ring patterns observed in the nervous system are often haoti. Forinstane in the Purkinje ell, it has been observed that as the temperature inreases for agiven input urrent, the alium spiking presented a onseutive period doublings during invitro experiments (see [19, 5, 18, 10℄). The appearane of doublets was also observed in vivoon reordings done by Jaeger and Bower on the ketamine-anesthetized guinea pig when the
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(b) A detail of the diagramFigure 10: Poinaré appliation for the quarti model with a = 1, b = 0.5, d = 1, I = 7 and
vr ranging from −5 to 20. The transition is very sharp, and the zoom let us see a little bitmore preisely what happens before the fast hange of Φ.inhibition is bloked [14℄. This type of route to haos has also been shown in lassial neuronmodels. For instane Rinzel and Miller in [21℄ loated a period doubling on the interspikeinterval in the Hodgkin-Huxley model by omputing eigenvalues along a family of periodiorbits. It has then been shown in other neuronal models, for instane in a version of theHodgkin-Huxley model taking into aount the temperature [6℄. In this ase, the systemundergoes a period doubling asade when varying the temperature.In the �gure Fig.11 we provide a diagram in the ase of the adaptive exponentialintegrate-and-�re model. Indeed, this model has the advantage to be based on a biologialanalysis and has been �tted autiously (see [1, 15℄). For this reason we hose to intantiatethe adaptive exponential neuron to be sure that the phenomenon ours in a plausible rangeof values.It is lear that this behavior in�uenes the dependeny in the other parameters, as weshow in Figure �g.12.3 Phasi behaviorsIn this setion, we onsider that there exist bounded trajetories, i.e. �xed points or attrat-ing limit yles. As shown in [22℄, there always exist �xed point when the input urrent I issmall enough. This is the set of parameters where the two types of dynamis really interat.The aim of this setion is to prove qualitatively some of the behaviors observed in thepapers [1, 11, 22℄ in the framework we introdue in the present paper. We will be partiularlyinterested in the type I and type II exitability observed in these models and the bistabilityand the phasi behaviors as phasi spiking and phasi bursting.
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Figure 11: The period doubling route to haos in the reset sequene for the adaptive expo-nential integrate-and-�re neuron, for the original parameters (see [1℄), with a = 0.01, and Vrranging from −55mV whih is the original value, to −43mV . We an learly see the periodthree and the haos it generates around, before the next period doubling bifuration.
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(b) Bifurations with respet to the param-eters dFigure 12: Fixed points and �xed yles in funtion of the adaptation parameter I and d.The period doubling observed generated strange behaviors whih are stabilized when theparameters inreaseA Charaterization of the Poinaré mapIn this setion we assume that the subthreshold dynamial system do not have any �xedpoint, i.e. I > −m(b) where m(b) is the unique minimum of funtion G(b) = F (v) − bv(see [22℄), and that there is no attrative limit yle (for instane for Izhikevih or Brette-Gerstner models or for the quarti model before the Bautin bifuration). In this ase, thenulllines are of the form presented in �gure Fig.1 and the neuron will spike for any initialondition.First of all, we will state and prove some general properties on the Poinare map. In thenext setion, we will instantiate a model and prove that the systems indeed has the expetedbehaviors we propose here.We reall that the intersetions of the urve {v = vr} and the nulllines are denoted (seeequation (2.1)):
{

w∗ = F (vr) + I

w∗∗ = bvr

(A.1)As already stated, between two spike times, subthreshold dynamis of the neuron satis�esthe Cauhy Lipshitz onditions on the de�nition interval of the solution. Hene two orbitsannot ross between two spikes, sine we have uniqueness of the solution for a given initialondition.Let us onsider the Jordan setion de�ned by the urve {v = vr}. By appliation ofJordan's theorem (see for instane [3, Chap. 9, appendix, p. 246℄), the solutions are alwaysordered on this setion. It means that if w0
1 < w0

2 and the two solutions ross again the
INRIA



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 19Jordan setion, then the order of the new rossing positions w1
1 and w1

2 is hanged, i.e.
w1

2 < w1
1 .Theorem A.1 (Monotony of Φ). The Poinaré map Φ is inreasing on (−∞, w∗] anddereasing on [w∗,∞).Proof. Let w1(0) < w2(0) ≤ w∗ two points in D. Let v1(t) and v2(t) be the solutions ofthe equations (1.1) with initial onditions {v1(0) = vr, w1(0)} and {v2(0) = vr, w2(0)}respetively. Then we just have to show that the monotony of the solutions is onservedasymptotially when v → ∞. Indeed, the solutions will not ross the v-nullline and henewill spike diretly. Sine the solutions will not ross and v is always inreasing, then thesolutions are ordered the same way as the initial ondition all along the trajetory and hene

w1(ts) ≤ w2(ts) where ts is the spike time. Hene Φ is inreasing on (−∞, w∗].Let now w∗ ≤ w1(0) < w2(0). Then the related solutions will derease in v at the begin-ning of the trajetory, will ross the v nullline, and then inrease. Hene those solutionswill ross the Jordan setion vr an odd times, and thus the order of the solutions will beinverted, so w1(ts) > w2(ts) and Φ is dereasing on [w∗,∞).Let us now desribe the in�uene of the relative position of w with respet to w∗∗ on Φ.Proposition A.2. If w < w∗∗ then Φ(w) ≥ w + d > w.Proof. Indeed, if w < w∗∗, then w will inrease along the trajetory, and hene w(ts) ≥ wand hene Φ(w) ≥ w + d.Theorem A.3 (Continuity of Φ). The map Φ is ontinuous.Proof. First of all, the ontinuity of Φ for w < w∗ is lear. Indeed, we reall that the orbitsform a partition of the phase plane. All the orbits are all oriented the same way for w < w∗,and the orbits are have vertial asymptotes (the equation of the orbit reads: dwdv
= a(bv−w)

F (v)−w+Ifor v large enough) and that the orbits do not ross, then the map is ontinuous.For w > w∗, the orbit will turn around the point (vr, w
∗). Hene Φ is the ompositionof the appliation giving the �rst rossing loation of the orbit with the urve {v = vr} and

Φ for w < w∗. The seond is ontinuous beause of the latter argument, and the �rst one islearly ontinuous. Indeed, we know that at the initial time both w and v will is derease.Fix w1 > w2 > w∗. Here again, the partition argument and the diretion of the vetor �eldensures us that the position of the new rossing point is ontinuous with respet to the intialondition.At the point w = w∗, the same argument is still valid, hene our theorem is proved.Theorem A.4 (Existene and uniqueness of the �xed point). Assume that I > −m(b).Then there is no �xed point in the system and the v-nullline is everywhere greater than the
w nullline (see [22℄). Then the Φ funtion has a unique �xed point in R.RR n° 1



20 Touboul & BretteProof. Let w0 < w∗.The solution of equation (1.1) will never ross the v nullline. Let us write the solutionof the orbit urves: dwdv
= g(v, w) :=

a(bv − w)

F (v) − w + I
(A.2)We onsider the �ow of the dynamial system (A.2) whih we denote ϕ(w0, v0, v) and weprove the onvexity ondition on ϕ :

∂2ϕ

∂w2
0

< 0 ∀ (w, v)Indeed, we have:










∂g
∂w

= −a F (v)−bv+I
(

F (v)−w+I
)

2

∂2g
∂w2 = 2 bv−F (v)−I

(

F (v)−w+I
)

3and we know that on the trajetory F (v) − w + I > 0 and that beause of the nulllinespositions bv − F (v) − I < 0. Hene we have
{

∂g
∂w

< 0
∂2g
∂w2 < 0Now let us ompute the seond derivative of ϕ with respet to w0. We have ϕ(w0, v0, v) =

w0 +
∫ v

v0

g(u, ϕ(w0, v0, u)) du and hene:
∂2ϕ

∂w2
0

=

∫ v

v0

∂2g

∂w2

(

∂ϕ

∂w0

)2

+
∂g

∂w

∂2ϕ

∂w2
0

,and hene we have ∂2ϕ

∂w2

0

≤
∫ v

v0

∂g
∂w

∂2ϕ

∂w2

0

. On the other hand, we an see using this equationthat ∂2ϕ

∂w2

0

(w0, v0, v0) = 0. Thus using Gronwall's theorem we obtain the onvexity of thefuntion ϕ(·, v0, v) for all v0 and all v.The Poinaré appliation Φ is de�ned by
Φ(·) = lim

v→∞
ϕ(·, vr , v)and hene Φ has the same onvexity property for w < w∗.Sine we have for all x < w∗∗ the property: Φ(x) ≥ x + d and for x > w∗, Φ(x) is anon-inreasing funtion, we have existene of at least one �xed point. The uniqueness isgiven by the onavity of Φ when it inreases and the derease after.Theorem A.5 (Limit of Φ at ∞.). Then the Poinaré map Φ onverges to a onstant when

w → ∞. INRIA



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 21Proof. The only thing to prove is the existene of a solution diverging to −∞ when t → −∞.To do so, we seah for an invariant subspae of the phase plane for the inverse dynamis (i.efor the dynamial system (v(−t), w(−t)) whih does not ross the v nullline : N := {w =
F (v) + I}.For instane, we searh for a domain bounded by two lines:

B := {(v, w) | v ≤ v0, w ≤ w0 + α(v − v0)}We show that we an �nd real parameters (v0, w0, α) suh that this domain is invariantby the dynamis and does not ross N .First of all, for the boundary {v = v0, w ≤ w0}, we want v̇ ≥ 0, whih only means
w ≤ w∗(v0) = F (v0) + I.Now we have to haraterize both v0 , w0 and α suh that the vetor �eld is �owing outof this a�ne boundary. This simply means that 〈( v̇

ẇ

)

|
(

α
−1

)

〉 ≤ 0, i.e.: αv̇ − ẇ ≤ 0, on eahpoint of the boundary, whih is equivalent to:
a
(

bv − w0 − α(v − v0)
)

≥ α(F (v) − w0 − α(v − v0) + I) (A.3)Using the assumption lim
v→−∞

F ′(v) < 0, hene there exists an a�ne funtion suh thatfor all v ∈ R F (v) + I ≥ uv + β.We onsider now α < 0. Then ondition (A.3) implies that
(

ab − α(u − α) − aα
)

v +
(

− aw0 + αav0 + αw0 − α2v0

)

≥ 0Hene the only thing to ensure is that (

ab − α(u − α) − aα
)

< 0. This ondition isahieved when the disriminant of this equation is stritly positive, i.e. for all u > 2
√

ab− aor u < −2
√

ab − a.The initial ondition on u was to be greater than the minimum of F ′, hene any u >
max

(

2
√

ab − a, min
v∈RF ′(v)

) will be onvenient, and α = a+u
2 .In this ase, for all v < vm and w0 < wu the intersetion of {v = vm} and the tangent at

F at the point xu solution of F ′(xu) = u, the vetor �eld is �owing out D and hene whenwe invert the time diretion, the vetor �eld is �owing in this zone, hene D is �ow invariant,hene every solution in this zone does not ross the nullline, hene goes to in�nity with aspeed minored by the minimal distane between le nullline and D.Hene we have proved that there is a solution going to −∞, and whih will spike byassumption. This solution rosses neessarily the line {v = vr}, and denote wL the wassoiated to this intersetion. This solution uts the phase spae in two subspaes whihdo not ommuniate: every orbit starting in one of the two subspaes will stay in thissubspae. Hene for all w > w∗, Φ(w) ≥ Φ(wL), hene Φ is dereasing and minored, heneonverges to a ertain value.Another important funtion to study is the map T : w 7→ t∗(w) where t∗(w) is the spiketime if the membrane potential starts at (vr, w) at time t = 0. It would be quite interestingRR n° 1



22 Touboul & Bretteto be able to show that this map is one-to-one. If it was the ase, then the reset loationwould be diretly linked with the ISI. Nevertheless, as we an see in Fig. 3(), it will notbe always the ase. Nevertheless, we an state some simple results on the funtion T , andwe will see that in the situations where the parameters are reasonnable, the map T will beone-to-one.Proposition A.6. The map T is inreasing for w ≤ w∗.Proof. This is a straightforward appliation of the monotony of the modulus of the vetor�eld with respet to w and the shape of the phase diagram partition in trajetories.For w > w∗, the trajetory turns around the point (vr, w
∗) and rosses again the urve

v = vr. Here again, it is lear that the time it takes for rossing again the urve v = vrinreases with w. This time inrease is ompensated by the fat that when w inreases, theseond rossing position of the urve v = vr dereases. Figures Fig.3 displays di�erent Tfuntions and illustrates the fat that the funtion an be one-to-one or not.Nevertheless, as we have seen, the seond rossing loation of the urve v = vr onverges,hene after a given time, the map T inreases again, hene the omposed appliation T ◦Φwill also have a unique maximum, and will onverge to a �xed value.In the ase where the map T is inreasing, the interspike interval and the spike timesare diretly linked with the reset loation.Referenes[1℄ R. Brette and W. Gerstner. Adaptive exponential integrate-and-�re model as an e�etive desription ofneuronal ativity. J Neurophysiol, 94:3637�3642, 2005.[2℄ R.L. Devaney. An Introdution to Chaoti Dynamial Systems. Westview Press, 2003.[3℄ Jean Dieudonné. Éléments d'analyse - Tome I : Fondements de l'analyse moderne. Gauthier-Villars, 1963.[4℄ B. Ermentrout, M. Pasal, and B. Gutkin. The e�ets of spike frequeny adaptation and negative feedbakon the synhronization of neural osillators. Neural Comput, 13(6):1285�1310, Jun 2001.[5℄ Y. Etzion and Y. Grossman. Potassium urrents modulation of alium spike �ring in dendrites of erebellarPurkinje ells. Experimental Brain Researh, 122(3):283�294, 1998.[6℄ U. Feudel, A. Neiman, X. Pei, W. Wojtenek, H. Braun, M. Huber, and F. Moss. Homolini bifuration ina Hodgkin�Huxley model of thermally sensitive neurons. Chaos: An Interdisiplinary Journal of NonlinearSiene, 10:231, 2000.[7℄ W. Gerstner and W.M. Kistler. Spiking Neuron Models. Cambridge University Press, 2002.[8℄ B. Gutkin, B. Ermentrout, and A. Reyes. Phase-response urves give the responses of neurons to transientinputs. J Neurophysiol, 94(2):1623�1635, Aug 2005.[9℄ A.L. Hodgkin and A.F. Huxley. A quantitative desription of membrane urrent and its appliation to on-dution and exitation in nerve. Journal of Physiology, 117:500�544, 1952.[10℄ J. Hounsgaard and J. Midtgaard. Synapti ontrol of exitability in turtle erebellar Purkinje ells. TheJournal of Physiology, 409:157, 1989.[11℄ E.M. Izhikevih. Simple model of spiking neurons. IEEE Transations on Neural Networks,, 14(6):1569�1572,November 2003. INRIA



The Spike-and-reset dynamis for non-linear integrate-and-�re neuron models. 23[12℄ E.M. Izhikevih. Whih model to use for ortial spiking neurons? IEEE Trans Neural Netw, 15(5):1063�1070,September 2004.[13℄ Eugene M Izhikevih and Gerald M Edelman. Large-sale model of mammalian thalamoortial systems. ProNatl Aad Si U S A, 105(9):3593�3598, Mar 2008.[14℄ D. Jaeger and J.M. Bower. Prolonged responses in rat erebellar Purkinje ells following ativation of thegranule ell layer: an intraellular in vitro and in vivo investigation. Experimental Brain Researh, 100(2):200�214, 1994.[15℄ R. Jolivet, R. Kobayashi, A. Rauh, R. Naud, S. Shinomoto, and W. Gerstner. A benhmark test for aquantitative assessment of simple neuron models. Journal of Neurosiene Methods, 169(2):417�424, 2008.[16℄ C. Koh and I. Segev, editors. Methods in Neuronal Modeling: From Ions to Networks. The MIT Press,1998.[17℄ T.Y. Li and J. Yorke. Period three implies haos. Amerian Mathematial Monthly, 82:985�992, 1975.[18℄ R. Llinas and M. Sugimori. Eletrophysiologial properties of in vitro Purkinje ell somata in mammalianerebellar slies. The Journal of Physiology, 305(1):171�195, 1980.[19℄ Y. Mandelblat, Y. Etzion, Y. Grossman, and D. Golomb. Period Doubling of Calium Spike Firing in a Modelof a Purkinje Cell Dendrite. Journal of Computational Neurosiene, 11(1):43�62, 2001.[20℄ J. Rinzel and B. Ermentrout. Analysis of neural exitability and osillations. MIT Press, Cambridge, MA,USA, 1989.[21℄ J. Rinzel and R.N. Miller. Numerial alulation of stable and unstable periodi solutions to the Hodgkin-Huxley equations. Math. Biosi, 49:27�59, 1980.[22℄ Jonathan Touboul. Bifuration analysis of a general lass of nonlinear integrate-and-�re neurons. Siam Appl.Math., 68:1045�1079, 2008.

RR n° 1



Unité de recherche INRIA Sophia Antipolis
2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis Cedex (France)

Unité de recherche INRIA Futurs : Parc Club Orsay Université- ZAC des Vignes
4, rue Jacques Monod - 91893 ORSAY Cedex (France)

Unité de recherche INRIA Lorraine : LORIA, Technopôle de Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lès-Nancy Cedex (France)

Unité de recherche INRIA Rennes : IRISA, Campus universitaire de Beaulieu - 35042 Rennes Cedex (France)
Unité de recherche INRIA Rhône-Alpes : 655, avenue de l’Europe - 38334 Montbonnot Saint-Ismier (France)

Unité de recherche INRIA Rocquencourt : Domaine de Voluceau- Rocquencourt - BP 105 - 78153 Le Chesnay Cedex (France)

Éditeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Le Chesnay Cedex (France)http://www.inria.fr

ISSN 0249-6399


	Basic definitions
	Repetitive spiking behaviors
	Regular spiking behaviors
	Bursting
	Bifurcations and Chaos

	Phasic behaviors
	Characterization of the Poincaré map

