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Fast state estimation in linear time-invariant systems:
an algebraic approach

Yang TIAN, Thierry FLOQUET and Wilfrid PERRUQUETTI

Abstract— In this note, an algebraic approach for state Il. PROBLEM STATEMENT

estimation of linear time invariant systems is developed. fiis

approach is based on the following mathematical tools: Lagice Consider the linear time invariant system:

transform, Leibniz formula and operational calculus. A gereral-

ized expression of the state variables in function of the irgtgrals X =AX+Bu 1
of the output and the input is obtained. The example of a DC y =Cx @)
motor system and simulation results are given to illustratethe

performance of the proposed approach. wherex € R" is the statep € R™ is the input andy € RY is

the outputA € R™" B e R™™ andC < R¥*" are constant
I. INTRODUCTION matrices. The system (1) is assumed to be observable, i.e. it

State estimation of linear systems has been extensiveigtisfies the Kalman rank condition ([6]):
studied in the literature because the associated problemns a
of great interest for engineers. Indeed, the state is natyaw
available by direct measurement and a state observer \%ereo(Ac) is the so-called matrix of observability:
dynamic auxiliary system), which gives a complete estimate
based on measurements and inputs, must be designed. Oac) = [CT7 (CA)T, . (CAnfl)T]T,

An observer can be constructed if the system is observable,

i.e. if any initial statex(tp) at to can be determined from In this article, an algebraic viewpoint for the state estima
the knowledge of the system outpypand the control.. In  tion problem is taken. In [1], [3], observability is discesis
the context of deterministic linear finite-dimensional ¢im from a differential algebra standpoint. In this context th
invariant systems, an observer was first introduced by Luenabservability of the system (1) is equivalent to the posisjbi
berger [8] leading to the asymptotic estimation of the statéo express all the variables of the system (in particular all
In the case of linear system with noise, where stochastibe state variables) as combinations of the componentsof th
phenomena appear, a so-called Kalman filter can be desigriegut, the output and of their time derivatives up to a finite
[el, [71. order. This criterion is valid not only for linear systemsit b

The purpose of this article is to design a fast reconstruct@so for nonlinear systems [2].
of the state for linear time-invariant systems using an-alge Here, observablenonovariable systems are considered,
braic approach, which is an extension of recent works froffat is to sayu € R andy € R. It is aimed to estimate the
Fliess and Sira-Ramirez [4], [5]. As a result, the process sftate x in a fast way and on the basis of possibly noisy
estimation is given by an exact formula, rather than by ameasurements. For this, exact expression of the state are
auxiliary dynamic system. In this approach, the successiterived in function of the integral of the output. The infleen
time derivatives of the output are expressed in function aif measurement noises can also be reduced with the integral
the integral of the outpuy itself and of the inputul so that operation which has a filtering effect.
the state can be estimated in function of the integral of For the sake of convenience, useful formulas which will
y, the inputu and a finite number of its time derivatives.be used hereafter are introduced:

The proposed method exhibits the following features: (i) (1d"Y(s))

RankOpc)=n

independence of tunable parameters, observer gains, (i) (i) £ (=

independence of noise models and its parameterizatidn, (ii s d¥f
formal and very fast computer computations, (iv) robusines [ J(r)*y(m)dr..dy, ifl>1
properties with respect to different noises. The third orde { d' (=) if 1<0
example of a DC motor highlights the efficacy of the dt ’

(t—=0'"y(1)
proposed approach. (ii) / /y 7)dry...d7 = / ﬁdr
0 _
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d’Ascq, France and with Equipe-Projet ALIEN, INRIA Lille t
- Nord Europe. Yang TIAN is also with Institute of Electric (iv) /5(,\,)\0)f()\)d)\ = f(Ao)
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I1l. ALGEBRAIC APPROACH OF STATE
ESTIMATION

¢From system (1), one can obtain the input-output rela-

tionship:

)

o Vi) T )
22V =

wherea, =1 andm< n, and one can express the statm
function ofy, u and their time derivatives:

Yy u
y U
_ (2) 2
X(t) = O A{C) y -M| U (3)
y(r;fl) u(r'ufz)
where
0 0 0
CB 0 0
M=| CAB CB 0
CA2B CA™SB CB

The matrix of observability is invertible since the syste
is observable. Thus, one can recover the state of the sybtem
one has the knowledge of the outputs and a finite number
their time derivatives. In the following, an algebraic nedh

is developed to obtain a fast and accurate estimate of those

variables.
Theorem 1:For the linear time invariant monovariable

system (1), the estimates of the successive time derigative

of the measured outpytare given by:

e’ () Ye(t)
ye(v) .| e
(3) 5 2)
Ye :(t) =— (ft)”R Ye :(t)
WD) w2
Di.1(u) Aa(y)
L o Di2(u) N Ai2(y)
D _ i
g 0 | g A o
Din-1(u) Ai,nfl(y>
with
Cosmobi [ & ayfot— 0PI (—n)lu(r)dr
Yelt) = (fto)” 2 - 2n—i—j -1
n<it |
_ Jiod Ny folt— 1) (—n)ly(r)dr
(—t)n ,Zo 2n—i— |1
n<i+j<2n

®)

and

aia 0 0 0
Oz1 022 0 0
R=| 031 032 033 0
On-11 On-12 0On-13 On-1n-1
n n
api= > & Cijf-1w+dpi-1
i=n—pH-1 j=2n—pH-1-i
C_._(n) i! W= pititi_on
SRRV A
e (W] Iy L /p ni(=1)nn Pk
ow = (—w+g)' » PkT k) Tn= prK)!
C T) W (—n)ly(r)dt
jZO (—w—1)!
p—n<w<0
. _ ( 1)| n p— 1 n (i)
Dl,p(u)— { (=) u(A)dA
Proof

The method is divided into three steps.
Step 1. Expresye, the estimate ofy, in function of the

rT]ntegral of the outpuy and the inputu.

} Apply the Laplace transform to the I/O relationship (2).
IRICER o)
=5 bi (Sug—95tu
iZO i ( (9

b) Algebraic manipulations.

Deriving the preceding expressiantimes with respect to
s to eliminate the initial conditions and using the Leibniz
formula:

(0]

_yE

d"X(9¥(s) _ < (h) d"i(x(s)) di(y(s))
ds *,Zo i) d$T T ds
and the relation:
sk, if0<k<l
dz(j) = (l k>07 if0<l<k (6)
Ik if 1 <0<k
one gets
o s (M) dis)
iZOa j_ZO (i)(i+j—n)! ds
i+j>n
o (M) _itsT" di(u(s)
Zo Zo()'+]n ds (7)



Setcij = (’J‘)(+J o7 and multiply each side of (7) by ™

" gy (S))_m oGy di(u(s)
ZO Zo Pn—i—] ' _i;b' & 1 dd
|+J>n i+j=>n
(8)

¢) Return to time domain.
Using the two formulagi) and (ii), one gets:

L (1dY(9)) - =0k
fl(g a& )_/0 (VI
Thus,

a1 diyse)

A 1(SZn—i—j ds )_
{ fo = ngnl |J Jl( 1)T1>Jy(r)dT7 if2n—i—j>1
( )"y(t), if j=i=n

and the inverse Laplace transform of (8) is given by:
LGt =) I (—1)ly(r)de
J.; (2n—i—j—1)!

n
Z}ai
i=
n<i+j<2n

+(=1)"y(t)

LG folt =TI (1) lu(r)de

:i;b‘ J; (2n—i—j—1)!

n<i+j

Then, the estimatg. can be expressed as in (5) and only

depends on the integral gfandu.

p)

Step 2: Expressé in function of the integral ofy andu

(the integral action attenuates the measurement noises).

a) Algebraic manipulations.

Apply the Laplace transform to the I/O relationship (2),

derive the obtained expressiartimes with respect tg and
multiply each side by (" P):

n dy m d".z (t)
Zja*sﬁlp E@ )_Zjb'gwlp E@ )

G.p '5i,p
With similar manipulations as in the first step, one has:

(9)

W=p+i+j—2n

b) Return to time domain.
By using the formulas (i) and (ii), one gets:

(o2

fOL)UJ(T)dT if w<0

d((-t)y())

aw 5 if w>0

Thus:

~ - n W ((_+)]
27 Go) =Apt)+ 3 q, T (COMO)

o<w<p

dP ((—)"y(t))
AT

(10

A n tt_ —w—1/_ 1\] d
Aiply) = J;] q_,—fO( T)(_W_(l;) y(T)dt

p—ngw<0

Applying the Leibniz formula and the relation (6), one gets:

" ((-t)! 1)iti 9 do(y(t))
dt"" B Z)( ) J—W+g) dtg (11)
dP ((=1)"y(t)) _ n!(—1)"t" P dX(y(t)
dtP 0"y Z ( ) n—p+Kk)! dtk
(12)
Using the results of (10), (11) and (12), one gets:
Z}af Z}aﬂu p(y) + ()Y (t) (13)
with
~1)It "9 d9(y(t))
1-32 3, 5, (0) imwear o
O<w<p
n!(=1)"" P d¥(y(t))
+Z ( ) N_prk!  di

It can be shown that

Mp(Y) = [@n(Cnn—pf0,0 + Cnn—pr1fo1 + .. + Can-1fo,p-1)

+an-1(Ch-1,n—p+1f00+ .- + Cn-1nf0.p-1) + ...

+an—pCn—pnfooly + Jp.,oy

+ [@n(Cnn—p+1f1,1 + Cnn—p2fr2+ ... + Chn-1f1p-1)
+an-1(Ch-1n—p2fr1+ ... +Cn1nf1p-1) + ...
+an-pt1Cn-priafr i)yt +dp iy +

+ [ancn,nflrpfl,pfl + anflcnfl,nrpfl,pfl]y( =D

+dpp-1y®Y

=0p1y+ Gp,zy(l> + .t apypy(p—n
p

=y apy' Y

=

with
n n )
Gpr=_ D> @ GijFi— 1w+ dpi—1
i=n—pH-1 j=2n—pH-1-i

In order to express? 1 (5i,p), one applies the convolu-
tion theorem given by:

2 H(91(92(8)) = Qu(t) * G(t)

This leads to
_ th—P-1g(t
Dip(u) = 27 (Dip) = ©

CETE (—t)"ut),



whereg(t) is tklle step function. where
If is a C*—function such thag;(0) =0 andg, is a _ -
C°—ft?ﬁction then: €0 % Fpj = {(t=2)" P =AM

={(A2=tA)"PL(—x)pta()

t
01(t - 1)g2(A )2 L) 4020 d (A
/0 A b tdat=2) (2 :'ZD@ e "
i\t — . ) .
= ot [ twan] - [FEG ([ oatuan ) o — 3 ()OOt o (AP,

= (/ ’ G2k}l ) 1.

This result can be extended for two distributioms, () di-f(AZ—ta)-P-Y
with left hand side limited supports which implies the > T
existence of the convolution produgit+ g, and the following d(A%-1a) _
more general result _ { (—p DIAZ AP e i fopnpo1

(n—p—1—j+f)! ’
t t . 0, ifn—p-1<j—f
|| it=2)g0dr = [ ga(t—)gp(A)on
which reads as

Gu(t) = G2(t) = Qa(t) * Ga(t), (14)
. . . . . . . -1 i it o .
where the prime notation denotes the distribution devati Di p(U) = (n( p) o /O {(t—A)"P 1(—)\)“}('>u(/\)d/\

Using the relation (6), one gets:

So
i1 t

3y [Fosu®™72()] =0,

0

Using the formulas (i)—(iv) and (14), one has:

n—p-1 s (—t)u® (15)
t(m) £+ (R0 . _ Using (9), (13) and (15), one gets the expression of the
= [(n—p—1)t”’p’2~€(t)H""“’lé(t)]*/0(—U)n“(')dT1 estimateye” as follows:
(i ) (iv) (nfP*1)t”’p’2£(t)*/Ol(,rl)”uﬁ)drl ® 1 (m no_

. Ye' = 5 | 2 PiDip(U) = > aAip(y) —Tp(Ye)
<1:4)(n—p—1)!e(t)*/o< " Cona S iZOI N iZD " o

(i) (n— 71)'/0\*'0)8(“r () Thus, one obtains (4). Due to the triangular structure of the
h P~ viTH matrix R, one gets the estimate of thee-th time derivative

— (- p—l)!/()<n7p)(—t)"u<i> of y in function of the integral ofy and the inpuu only.

iy [t i

<:)/0 (t—1)" P (—1)"udny Step 3: Reconstructor of states

Replacing the relation (3) with the estimatg&f’), one

where the following notations were used: ; .
9 obtains the estimate of the state:

(K) t T

|cvre= [ [ rramdn. . du Ve u

© (g yfal> u
| ett=m-nre » 2) el

t T, Xe(t) :O(AC) Ye —M

:/0 /0 &(T2—11)(—11)"@(11)d11 ... dT}; ' . :
_ -2
> t(t—A)n-p-t _ v i

Dip(u) :/o 7“]_ p_1)! (*/\)nu(')()‘)d)“ Remark 1:Let us mention that all these computations are

: . . ) singular at time = 0 but become valid in any arbitrary small
Then, applying the integration by parts generalized for thﬁ’]stant (see the example in section 1V).

1 1.
function of classC': The computation ofe is needed for two reasons: firstly, it

b i gives an estimate without noise of the noisy output signdl an
/a f(A)g"(A)dA secondly it is used in the estimation scheme of the sucaessiv
i1 b output derivatives in order to also get rid of the noise dffec
- . b ; ) . o
— Z (=R OO +(=1) / fO(A)g(A)dA In the above computations, since the successive derigative
K=o a a of the output depend on integrals (from Ot)o the whole

signal for these computations is not needed. However, one

does not need to keep all output measurements since these
integrals can be updated just using the new output values.

Thus, these formulas can be adapted to the case of integrals
over a sliding window of the signal.

one gets:

1

! ot
+(-1)' | F ‘iu(/\)d/\>
R AL



IV. EXAMPLE: DC MOTOR

Consider a DC motor system, given by Step 2: Expressél) , yéz) in function of the integral of.
. Multiply each side of (18) bys 2
{ X1 = X2
o =Kuxs LI /6 18d 2 3
2= /e 18dy(s) , d%y(s)  _d°y(s)
Lxs =—-Rxs—Kyxo+u Ky (SZY(S) s ds +9 42 +s d83
with y = x; as measured output; is the angular position 6dy(s) 6d2y(s 3y(s)
of the rotor,x, is the angular velocity of the rotoks is <52 ds s dsz Sg >
the current of the rotor and is the control input voltage. 3 d?y(s) 1d3 s 1d
K1,Kz,J,L andR are strictly positive constant parameters. > ay y 2
(i) g e @
A. Algebraic approach Multiply each side of (18) byt
Write the I/O relationship: ) .
LI /6 dy(s) | o dV(s) | 2d%(s)
LJ RJ . -~ (=
00k =ut) a8 K (SV<S>+18 is TS ag TS ds
2 3
The state is expressed in terms of the outpas L RI(BAYS) | (dY(s) AV
« yt) Ki \s ds d< ds
1 = 2 3 3
{ X2 =Y(t) +Kz (gd ys(zs) 19 VS@) _1d us(gs) (22)
Xg = Kily(Z)(t) s d d s d
Step 1: Estimateye in function of the integral of the output b) Return to time domain.
y and the inpu. Apply the inverse Laplace transform to (21) and (22),
a) Apply the Laplace transform to the relation (16): then inject the result of (20) in order to haye” (t) only
in function of the integral ofy(t):
LJ
-~ _ —97(0) —v?
<. (Y9 ~¥(0) -0 ~y?(0)) S
RJ . 1 K1K K
i (839~ 50) - ¥(0) - [0 (5600 L2 )vio + Euw)] ao
_ = 6
the(oe -y =ue an 14 f ( Lo —18p 112 3) Y(@)do + (f - f)yeo
b) Derive (17) w.r.sthrice to eliminate the initial conditions: (23)
[N 6y(s) 1Y) | g2d 2y(s) S@,dSY(S) With the result of (20), (23) one gets:
ds d§ ds3 2
dy(s) . d¥() <>) ye (1)
+ — (6 +6q +SZ 1 K K K
Ko\ ds d< t_3/ [(6 6—<p lfwz) y(¢)+L—j¢3U(<p)] do
+Ka (3d2y( )+°d3y( )) _ du (18) 3R 6 KiK 3 R
ag " 7d$ )" Tas R ) (-0 )W

Multiply each side of (18) bys 3
Step 3: Reconstruction of state.

LI /6 (s 18dy(s) | 9d3(s) n d3y(s) Finally, all the state is expressed in functionuit) and
K1 sy £ ds s d& dss the integral ofy(t) andu(t).
6 dy 6 d’y(s) 1d3(s o2
(53 d(s)+? dg s ds(3) xle:tia/ ‘ 2@ <(6‘GB“’+3KE§2“’2>V(“’)+%“’3“(“’)>d“’
2 3 3 Kle R
K K2 K
c) Applying the inverse Laplace transform to (19) and using *? /(t ) <6 6—¢+3 tj ¢2)y(¢)+L—3¢3U(¢)> do
the formula (ii) to simplify the expression from double 1 R , KiKa 5 6 R
integral to simple integral, one obtains the following estte _3/ <6E‘p “8-Ty "’)y((p)d"’* <F7E>ye(t)
for y(t). %é/( 6E¢+3KtJK2<p2)y(<o)+'E—j«ﬁu(«))) do
(t-9)? KK K J /3R1 6 KK 3
=22 ((MWH%?ZWH euo)de e (-5 mo+ (3-D)wo)

t (¢ 0)(6Re? — 180 — K1K2 3) 1 (992 — RB d
L Jo(t-o6lg 18 L§3<o>+<<p2 20))y(g)de 0




B. Simulation

20.56 #’WWJW“*
Hereafter, good estimate and robustness w.r.t noise is de- 2954 M %W
picted. The following parameters are usédt = 1(N/(m- 252 */M '
A), K2 =1(N/(m-A)), L =0.1(H), R=1(Q) and J = \\
5(N-&*/m-rad) with the initial conditions:x3(0) = 3(A), 2948/’” —
%2(0) = O(rad/s) and x1(0) = 1(rad). The control input 2046 N

voltage is chosen as(t) = 24sint. o oo
Note that all these computations are singular at tire0
but becomes valid for any arbitrary small instant. Therefor

one must to evaluate the formula not at time 0 but after
a small timee (heree = 0.05s and the state estimation is set
to O fort € [0, €]).

Fig. 3.  White noise.

V. CONCLUSION

In this paper, an algebraic approach for fast state estima-
tion for linear time-invariant systems has been introduced

30|

. s Additionally, a generalized exact formula for the estinsate

" has been derived. It should be stressed that this approach
i o exhibits good robustness properties with respect to white
o n0=40) noise.
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Fig. 2. Original values and its estimates (affected by whitése).

Fig. 1 shows that the estimator performs well because the
estimated value tracks exactly the real value after a short
time.

In Fig. 2, the measured sign&(t) was perturbed by a
white noise (see Fig. 3 where the right figure is a zoom of
the noisy output and its estimate) (generated by computer),
uniformly distributed in the interva]-0.0150.015, with a
measurement sampling rate of 1000Hz. It can be seen that
this estimator is quite robust w.r.t white noise.



