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A Convex Optimization Approach to Feedback Scheduling

Mongi Ben Gaid, Daniel Simon and Olivier Sename

Abstract— Adaptive tasks scheduling via feedback is an of the cost as a function of the sampling period). The exper-
effective solution for the optimization of closed-loop control jmental evaluation of the feedback scheduling concept was
performance under computing power limitation, as in the nqertaken in [9]. The issue of guaranteeing the stability and

computing nodes of embedded networked control systems. The f fth trolled t h hei i
problem of the feedback scheduling of a set of Linear-Quadratic Performance of the controlled systems, when their sampling

controllers, based on both plant-state and resource utilization Periods are varied on-line (by a feedback scheduler, for
measurements is considered. The proposed feedback schedulerexample), was addressed in [10], using Hhe approach for
acts on tasks periods in order to minimize a quadratic cost |inear parameter varying systems.
functlo_nal over an infinite horizon, f_qr th_e overall system, and Later, it was pointed out that the optimal sampling fre-
to achieve a desired processor utilization. Based on Karush- .
Kuhn-Tucker conditions, it is shown that if Riccati matrix quencies are also dependent on the controlled system actual
coefficients may be approximated using parabolic functions of State [11], [12], and not only on off-line considerations. The
the sampling frequency, the expressions of optimal sampling problem of the optimal integrated control and scheduling was
frequencies may be computed analytically. Examples where formalized (using a hybrid systems approach) and solved
itlrlluesstfa?epdprc?r)l(lg]z;?:grl}lsatri]c?rl\de?(l:mpﬁeesented and the approach is i, 113]. Heuristics for integrated control and non-preemptive
pie. scheduling were proposed, in particular the OPP [13] and
|. INTRODUCTION RPP [5] algorithms as well as the relaxed dynamic pro-
A constant challenge in embedded systems developmegii@mming based scheduling strategy [14]. A common point
is represented by computational resource limitations. In factp these heuristics is that the scheduling decisions (which
economic constraints impose to realize the desired funéask to execute or message to send) are determined on-line
tionalities with the lowest cost. These limitations call for athrough the comparison of a finite number of quadratic func-
more efficient use of the available resources. In this contexions of the extend state (actual state extended by previous
integrated control and scheduling methodologies have be@@ntrols). These quadratic cost functions are pre-computed
proposed in order to allow a more flexible and efficientoff-line based on the intrinsic characteristics of the controlled
utilization of the computational resources [1]. systems. Another common point is that concurrency was
The problem of optimal sampling period selection, subjecmnodeled in a finely grained way. Related approaches were
to schedulability constraints, was first introduced in [2].pproposed in [15], and where scheduling decisions are based
Considering a bubble control system benchmark, the reen the discrepancies between current and the most recently
lationship between the control cost (corresponding to &ansmitted values of nodes’ signals. These latter results may
step response) and the sampling periods were approximatee applied to the problem of dynamic scheduling of CAN
using convex exponential functions. Using the Karush-Kuhnhetworks.
Tucker (KKT) first order optimality conditions, the analytic ~ Other approaches relied on the notion of periodic task,
expressions of the optimal off-line sampling periods weré@nd used task periods as scheduling decision modification
established. The problem of the joint optimization of controhariable. In particular, in [16], the problem of the optimal
and off-line scheduling has been studied in [3], [4], [5]. sampling period selection of a set of LQG controllers, based
The idea of feedback scheduling was introduced in [6], [7]on plant states knowledge, was studied. It has been shown
First approaches in feedback scheduling considered feedbaittat the optimal solution to this problem is too complicated.
from resource utilization (for example tasks execution timesJhe optimal LQG cost, as a function of the sampling period,
in order to optimize the control performance [6], [8], or towas depicted for some selected numerical examples. Explicit
minimize a deadline miss ratio in soft real-time systems [7]formulas, relating the optimal sampling periods to the plant
Naturally, the online adjustment of sampling periods callstate were derived in the case of the minimum variance
for optimal sampling periods assignment. The approachewntrol of first order plants. The issue of the choice of the
in [6], [8] used a similar method to [2] in order find analytic feedback scheduler period was also studied. The same setting
expressions of the optimal sampling periods, under cost aptas considered in [17]. The on-line sampling period assign-
proximation assumptions (linear or quadratic approximatioment was based on a look-up table, which was constructed
This work was supported by the French National Research Agency (ANI%)EIJL?;EC]CM predefined Va!ues of the samplmg per.IOdS' Aﬁ
project Safe-NeCS under grant ANR-05-SSIA-0015-03 procedure, allowing the construction of this look
M. Ben Gaid and D. Simon are with the NeCS Project-TeamUp table was also proposed.
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allocate the computational resources in order to achieve othand based on both tasks execution tife}1<i<y and plants
control objectives such as the asymptotic stability [18] or &tates measuremenfs; }1<i<n, as shown in Fig. 1.
specifiedl, attenuation level [19].

However, all the previously cited approaches for state-|, .- ... | e,
feedback optimal scheduling did not exploit or investigate the X}
possible convexity properties of the optimal state-feedback: |

based resource allocation problem. In fact, in these ap—f Y Feedback N lf_{rl} T RS lf

i schedule

proches, the solutions were based on rather generic optimiza: {5}
tion methods or special heuristics. However, in optimization, Tasks
convexity is an interesting property that considerably simpli- =~~~ "j T mn oo
fies the obtained solutions. Convex optimization problems
have in general efficient solutions. In the context of the Fig. 1. Integrated plant-state and execution-time feedback scheduling
on-line state-feedback scheduling, the complexity of the . ] o
scheduling algorithm is a crucial point for its effectiveness. Remark 1. Usp represents the desired processor utilization

The ideas developed in this paper may be seen as tREtasks whose periods are controlled by the feedback sched-
generalization of the approaches of [2], [6], [8] to the context/I€r- It may be chosen by the designer in order to cope with
of optimal state-feedback scheduling Nf LQ controllers the presence of other tasks, whose processor ut|_I|zat|on is
with variable sampling periods. Instead of approximatind‘Ot cont_rolle.d by the feedback scheduler. In practice, even
the cost as a function of the sampling period, we suggest'8 the situations where aII_the tasks are controlled by the
sampling-period approximation of the different coefficientd®edback scheduler, choosihgy Iesi than the scheQLiIabIe
of the Riccati equations solutions, which are involved in thé'tilization bound allows to obtain a “utilization margin” and

LQ control design. We illustrate some examples where thi® avoid the overruns that may result from the variations of
approximation holds. We present then the algorithm allowindSks execution times.

the computation of the optimal state-dependant sampling|, CosT FUNCTIONS DEFINITION AND APPROXIMATION
periods. Finally, simulation results illustrate the propose% Cost functions definition
approach. '

For a given fixed sampling peridg of system¥;, assume
[I. PROBLEM FORMULATION that there exists an optimal sampled-data contraligy,

Consider a collection oN continuous-time LTI systems defined by the state-feedback control gifi, and which

{#}1<in- Each system is described by the state spaceminimizes the cost functional (2), subject to plant model (1)

representation and to zero-order hold constraints

Xi (t) — Aixi(t) + Biu; (t)7 (1) Ui h (t) =Un (khi) for khj <t < (k+ l)hi. 4)
wherex € R" andu; € R™. An infinite horizon continuous- The expression dk; may be found in control textbooks, for
time cost functionall;, defined by example [20]. The computation cb(;;i requires the solving

. of an algebraic Riccati equation (ARE).
Ji(xi,up) :/ (x"(©)QX(t) +ul (HRui(t)) dt,  (2) Let ti(k) be thek!" instant where the control input; is

0 updated and
is associated t@/, and represents the design specifications o T
of its ideal controller. We assume th@t andR; are positive  Ji(ti(K), X, Ui, ) :/ (XiT (H)QiXi (1) + Ui, (HR U, (t)) dt.
definite matrices of appropriate dimensions and that the pair i (5)
(Ai,Bi) is reachable. Each system| is controlled by a An interesting property in optimal LQ sampled-data control
control taskr;, characterized by a peridd and an execution- s that the cost functional, (ti(k),%, U, ) may be character-
time Ci. These two parameters may be time-varying. e jzed by a unique positive definite matiS(h;) of sizen; x n,
control tasks{7 },jy are executed on the same processoiyhich is the solution of the ARE. This property considerably
A global cost functional(xs, ..., Xy, U, ..., Un), defined by  simplifies the computation of cost function (5), when the

N optimal sampled-data contru[ﬁhi is used. In fact, instead of
J(X1,. .., XN, UL, ..o, UN) = Za)iJi (X, ui), (3) simulating the evolution of the sampled-data system (1)(4)
i=1 and using equation (5) for cost computation, it suffices to

is associated to the entire system, allowing the evaluation ofse the formula

its global performance. Constanfs; }1<ij<n are weighting " N u T S s,

factors, representing the reIativgi iméo?ténce of each control (8 (k). Uiy ) =it (K)) 7S ()% (8 (k).

loop. In the following, we will denote byS® the solution of
The main objective of this paper is to design a feedbacthe ARE associated to the problem of finding the optimal

scheduler, allowing assigning tasks peridds}i<i<n that continous time controlles;;, which minimizes the cost

optimize the global control performance (defined By functional (2), subject to plant dynamics (1). The quality of

subject to processor utilization constraints (definedJly), control (QoC) measure, associated to each system, will be the



Linearized X4 attitude

difference between the optimal sampled-data do(sq,ui’jhi)

' ' «+ Exact value of (S(h) — S¢); ;
and the optimal continous-time cad{(x;, U ). 0.025 " Parabolic approvimation of (S(4) — 5%,
Fa(0),h) = J (6, uly) =3 (%6, ulc) 0.0z
T 2
= %(0)7(S(h) ~)x(0) 2
|
and similarly §
— 0.0
J(x(ti(k),h) = J (t.(k) Xi, |h)*~]i (tl(k) Xi, Uy c)
0.005
= x(ti(k)" (S(h)—S)x(ti(k))
B. An introductory @(ample 0 0.005 001 0.015 0.02 0?25 063 0035 004 0045 0.05
Consider the linearized model of an unstable second order
pendulum, described by Fig. 3. X4 quadrotor : cost coefficients vs. sampling period
X(t) — Ax(t) + Bu(t)’ 4000 Full-vehicule linearized active suspension model
+ Exact value of (S(h) — 59);;
. 0 1 0 0 (t) 2504 — Parabolic approximation of (S(h) ~ §)i; _
with A= f, ],B:[ }andxt :{ - ,
[ 1 w2 O] e A

where6(t) represents the penerTIum andléts length,mits
weight, f, the viscous friction coefficient the gravitational
acceleration and(t) the control input. The numerical values
of these parameters ate=-1, m=1, f, =1, andg=9.81.
The design specifications are described by the weightir
matricesQ = Diag(100 10) andR= 0.05.

The blue '+ marks in Fig. 2 represent the values of the — _ . ‘ ‘
different coefficients of matrixS(h) — S°), as a function of 0008y, o0t 001
the sampling period. It easy to see that the coefficients of
(S(h) — ) may be approximated as a parabolic function Fig. 4. Active suspension : cost coefficients vs. sampling period
of h. The green curve in Fig. 2 represent the mean square
best fitting parabola ofS(h) — S°). Using a basic linear least

(S(h) =54

square method(h) — S¢ was approximated as These examples illustrate that in many situations, it is
5 possible to approximate the relationship between the solu-

S(h) - §°~ 6h7, tions of the Riccati equation and the sampling period, using

where polynomial interpolations, over a defined range of sampling
69.9541 209162 periods. In the remaining of this paper, we will assume that

©=1 2090162 62751 | for 0 <h; < hrex
— S~ O (6)

0 - UTStabf'es&"df':r: Note that although only this approximation is considered in

04 ‘—Pambohc approximation of (S(h) — 5, this paper, the obtained results may be easily generalized to

other polynomial approximations.

04 e Remark 2: The choice ofh™ depends on the quality
fo_s, /,,/’“ | and fche vali.di.ty of a_pproximating the tr_ue values of Riccati
sod S —5ns | matrix coefficient using pa_1rabc_)I|c func_uons. _

Z04 /,/ | Remark 3: Based on Riccati equation solutions approx-

imations, analytic expressions of the control gains as a
function of the sampling period may be easily deduced.
s Remark 4: The relationship between the cost function and
0001 002 003 004 0,05 006 007 008 008 01 the sampling frequencies may become more complicated,
and even non convex, when the frequencies are decreased

Fig. 2. Unstable pendulum : cost coefficients vs. sampling period N€ar the Nyquist rate, as illustrated in [6].

V. OPTIMAL SAMPLING PERIOD SELECTION
This parabolic evolution of the cost was observed in two

other benchmarks : a linearized model of the attitude of A Problem formulat|on
guadrotor helicopter [21] (for & h <50 ms) and a 14 order Let fj = h be the sampling frequency (corresponding to
car active suspension system [13] (foxth < 15 ms), as the samplmg periodh;). Assume thatC; are constant (we
illustrated in Figs. 3 and 4. will show in the next subsection how the time-variations of



C: may be handled). The optimal sampling period frequencwhere 1 is a forgetting factorC;i (khsys) and Ci(kh¢ps) are
selection problem may be formulated as follows. respectively the estimated and the measured execution-times
at instantkhyps.

fmlr; Z coi)qe')q In practice, using Algorithm 1, the optimal sampling
slﬁb]gclt %0 frequencies of a plant tend to be reduced to zero as the

(7) plant approaches the equilibrium. This has the drawback
Z Gifi <Ugp of reducing the disturbance rejection abilities of that plant.
f > £ for i =1,...,N Another drawback is that when all the plants approach
the equilibrium, coefficient$; tend to approach zero. The
where fMN = hl optimal sampling frequencies assignment may result in an
Remark5 In optimization problem (7), the values of undetermined form 0/0. Fortunately, all these issues may be
the sampling frequencies are implicitly upper bounded byolved if a constant term, representing “a prediction of the
the processor utilization constraint. Furthermore, it is alseost of future disturbances” is added to the cost functions 2.
straightforward to add upper bound constraints on the sanfhis amounts to replace

)

pling frequencies (i.e. by adding constraints< f™ or Bi = o O

equivalentlyh™" < h;). However, these additional constraints = OGO,

may lead to a slight complexification of the problem resoluby _

tion. Bi = wix! ©ixi + B,

B. Problem solving wherep; are constants coefficient, which have to chosen off-

Problem (7) has a convex objective function and affindine, according to the future disturbances that a given plant
inequality constraints. Consequently, if the feasibility regiormay be subjected to. These coefficients may be chosen by
is non empty, its optimal solution will exist, and may betrial and error, until the best behavior is obtained. A small
computed analytically using the Karush-Kuhn-Tucker (KKT)value of B increases the sensibility of the optimal sampling
conditions [22]. The analysis of the different conditions ofperiodhi” with respect to state values. A larger value reduces
KKT conditions leads to the following algorithm for the this state sensibility.

computation of the optimal sampling frequencies. Remark 6: The expression offi may be explicitly com-
puted if a linear quadratic Gaussian formulation and a finite

ComputeB; — axI O ; optimization horizon are adopted in the optimal sampling
! op frequency assignment problem (instead of the deterministic
Computel’; = G fmin® infinite horizon formulation that was adopted in this paper).
SortTj in increa'sing order (i.e. find the permutatipn
such thatlyp) < Ty < - < Top) ); V. SIMULATION RESULTS
Determine the Iargest integ@rsuch that In order to illustrate the proposed feedback scheduling
Z Co( fm.n Jr Z (ﬁ(,, Cop) )3 fmin < o - approach, we consider two unstable pendulums, as described
() )\ Bo(e)Cotiy !~ "(p) = TSP in Section 111-B. Each penduluiin(i € {1,2}) is controlled by
|f 1 <i<p then a taskr;. Tasks execution times are equallp=C, =20 ms.

‘ fod) = f(f;('if; ; The desired utilization of these two taskdig, = 80%. Tasks
endif periodsh; and h, that may be assigned by the feedback
if p+1<i<N then scheduling algorithm verify

f*(_>:(gw_2;)%w; 0< hy < h® and 0< hy < hiJ®,
_ ’ = p1Bes) o whereh® = hJ® = 300 ms. Constantg; andf3; are equal
endif to 10°3. The period of the feedback schedulertigys =

Algorithm 1: Optimal sampling frequencies computation 150 ms.
In these simulations, pendulum 1 is disturbed by a rectan-
Algorithm 1 is a the result of the direct application of gular signal of periodl =2 s, pulse widtho = 0.15, offset
KKT conditions. Its proof is given in Appendix. 0= 20 ms and with random amplitude(k), k € N, verifying
a uniform distribution in[—10,10]. This disturbance signal

is described by
The feedback scheduler is executed as a periodic task,

with period hyps. The choice of this period is a tradeoff ) _ {a(k) if KT+o<t<(k+a)T+o0

C. Feedback scheduling algorithm deployment

between the complexity of the feedback scheduler and the 0 if(k+0)T+0<t<(k+1)T+o.

performance improvements it brings, as illustrated in [16].
Tasks execution times may be estimated on-line and

smoothed using a first-order filter

Pendulum 2 is disturbed by a band-limited white noise
with sampling period 1 ms and noise powek 10~*. The
feedback scheduling approach (FBS) is compared to a fixed
Ci(khips) = AGi((k— 1)hsps) 4+ (1— A)Ci(kheps).  (8)  period scheduling (FPS), where the computational resources



are fairly distributed between the two control tasks (ie. sinc .3 ]
the two peUndquLrJns are identical, the tasks periods are set
—h, — _ _ « 0.2 1
hl—hz—zcii—zc—SZ—SornS). <
0.1- i
[ L L L L
Oo 2 4 6 8 10

~0.05 10

Time

Fig. 5.
feedback scheduling (FBS))
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Fig. 6. Cumulative total cost (using fixed-period scheduling (FPS) an

feedback scheduling (FBS))

Note that this example, tasks execution times were as-
sumed to be constant. For that reason, a resource based

Time

Time

Fig. 7. Tasksr; and 1, periods (using feedback scheduling (FBS))

scheduling approach induces robustness improvements which
are not directly observable on the control performance.

Pendulums outputs (using fixed-period scheduling (FPS) angy fact, as illustrated in [9], feedback scheduling allows

improving the robustness with respect to the temporal non
determinism of the implementation [23].

VI. CONCLUSIONS

This paper proposed ideas targeting to simplify the com-
plexity (in terms of computation and memory) of the problem
of optimal on-line sampling frequency assignment, through
the full exploitation of its convexity properties. The main
simplification comes from the approximation of Riccati ma-
trix coefficients, as a function of the sampling frequency. The
proposed strategy was applied using a feedback scheduling
scheme, and evaluated by simulation.

In this paper, the control performance was measured using
a Linear Quadratic cost. Future work aims at generalizing the
proposed ideas to the problems of optimal sampling period
assignment in the sense of tlie. performance criterion.
Future work will also include the real-time implementation
of the proposed approach on platforms where execution
resources are time-varying as well, allowing taking into
account the overhead of the feedback scheduling algorithm
and the uncertainties coming from the implementation.
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i=p+1 Bp Gi

To simplify the proof, and without loss of generality, Finally, we conclude that the optimal sampling frequencies
assume thafy, i € {1,...,N}, are arranged in increasing assignment is defined by
order. Assume also that there exists {1,...,N} such that . emin _
Bi # 0 (otherwise, we will have a trivial situation where any fir=1 ) i - fori=1...p

. . . . N\ 3 _vF L fmin

feasible solution is also optimal). fr— (%) U 2G0T fori—p+1,. N

We first introduce Lagrangian multipliefs, i € {1,...,N} SN o BECH
and A. Let f =[fy,...,fn]" and A = [A1,...,An]". The



