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Modeles comportementaux pour les systnes de
composants Epartis Fractal

Résune : Cet article pésente un mazle formel pour la sgcification comporte-
mentale, ainsi que son applicatiardifférents contextes, permettant dégsifier et de
vérifier le comportement de composarépartisa la Fractal. Notre @thode permet de
construire des mazes comportementaux pour des applications allant des asans
Fractal £quentiels, aux objet€partis, jusqu’aux composani@partis. Nos mogles
sont capables de reggentera la fois les comportements fonctionnels et les aspects
non-fonctionnels, ainsi que l'interaction entre les deux.

Par ailleurs, ce travail a doérieu au @veloppement d’outils logiciels permettant
un utilisateur non-expert de gpifier le comportement de ses composants, eédéer,
automatiqguement ou semi-automatiquement, leurs pFEsti

Mots-clés : Modeles comportementaux, Sgstes de transitions, Composarépartis,
Composants lirarchiques, Fractal,fification, Plateforme deérification
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| Introduction

Component models provide a structured programming pamadigpwing a better re-
usability of programs by the fact that both providedjuired services and application
structure are expressed statically in the compositions Tdkes even more importance
as the structure of distributed components acts as an atistrdor the component
distribution. However, this architectural descriptiomist always sfficient. Indeed,
in order to be able to safely composef‘the shelf” or even dynamically discovered
components, a form of specification language is requiredh @specification can only
rely on the existence of some well defined semantics for tlierlying programming
language or middleware.

Among the existing component mode#sactal [1] provides the following crucial
features: the explicit definition of provigtequired interfaces for expressing depen-
dencies between components; a hierarchical structuraialipto build components
by composition of smaller components; and the definition af-functional features
through specific interfaces, providing a clear separatiozoacern between functional
and non-functional aspects.

Globally, our work is placed in the context of large scalarilisited applications.
This work is strongly related to programming models that aineasing the program-
ming of distributed applications by providing high levekafactions of distributed fea-
tures together with anfigcient implementation of these features. More precisely, we
rely on theGrid Component Model (GCMR], which extends Fractal by addressing
large scale distributed aspects of components.

Moreover, in distributed context, adaptive componentsraeessary in order to
adapt the application to constantly evolving environmeatsl evolving requirements
in terms of quality of services. Our work is intended to befadd to the verification
of autonomous systems adapting and reconfiguring thenssielweder to better match
dynamic requirements of the application.

Our main objective is to provide tools to the programmer sfrithuted components
in order to verify the correct behaviour of his program. Weguiee those tools to be
intuitive and user-friendly for them to be usable by non-exxp of formal methods. To
this end we build an analysis toolset, including statebhef#art model-checking tools;
at the heart of this platform lie the model generation tobk fare the subject of this
article. In this context the choice of the behavioural madetrucial: it has to be
compact, expressive enough represent the behaviourahsiesdut not too much, to
allow an easy mapping to the model-checking input format.

Related work Historically, models of behaviours were defined in termsashantic-
level calculi, ranging from core Labelled Transition Syste(LTS), from the very be-
ginning of the process algebra era (see [3, 4]), and the sgnigdation vectors of [5],
to Milner’s nr-calculus|[6]. LTS is also, without contest, the most ofteedimodel for
the representing behaviours in analysis and verificatiofs&ts. At the other end of
the spectrum, the-calculus has only been used in a few research prototypeaube
its high expressivity comes with a very high complexity ofshelated algorithms.
Naturally, tool developers have tried to add data to theriratiemodels, in order to
keep them more compact. For example in the CADP toolbox fd,imternal model
is a version of Petri nets with data, that can be later unfbi@entually on-the-fly)
into LTSs suitable for model-checking. Recently a new sdicdevel format named
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4 Barros, Boulifa, Cansado, Henrio, Madelaine

NTIF [8], resembling our pLTS, has been devised as a moretsired and compact
intermediate form between LOTOS or ELOTOS programs and thBEengines.

Many works have been done based on process algebra foumsiagiod have led
to systems with a more developer-oriented specificatioguage. The FDR2 tool
[9] offers a high-level language for expressing CSP models, andtamal machine-
readable dialect of CSP [10] using a specific expressionuiage, more adapted to
generate the models needed by the verification engines. TBA tool [11] uses Finite
State Processes (FSP) as an intermediate language (witbsges and data parame-
ters) for modelling concurrent Java programs. Another edamf research showing
goals close to ours make use of Symbolic Transition Syst&mS) [12, 13], that are
structures akin to our pNets. In the STSLib toolset, ther@ dedicated specification
language (with abstract data types) for distributed conepts) that are modelled by
STS, themselves mapped to LOTOS programs that can be mbeeked with CADP.

In all these cases, two important questions are: 1) how daglate the program-
ming language (or specification language) semantics witlinternal model, and what
properties are preserved by this mapping? 2) how do youftvamsyour (parameter-
ized) internal models into finite structures suitable foalgmis (usually LTS)?

Contribution  This paper tries to answer these questions in the framewbdise
tributed component systems. Toward this challenging patsge, we developed a for-
mal and parametric behavioural model calf@dets We have used this formalism to
express models for ProActive distributed applicationsckal components, and GCM
distributed components. All our distributed models featasynchronous calls with
futures, which lowers latency while preserving a naturataeflow oriented synchroni-
sation.

One of the strong original aspects of this work is the focusgrunon-functional
properties, and the results we provide on the interleavitgrben functional and non-
functional concerns. Thus, the programmer should be abp@dee the correct be-
haviour of his distributed component system in presenceraluion (or reconfigura-
tion) of the system.

Structure of the paper In the next section we recall the features of Fractal that are
the most relevant to this study, describe the extensionsosed by the GCM model,
and sketch the informal semantics of the GEBxbActive implementation. In Section
MiMwe define formally our basic model, named pNets (this falisation unifies and
extends our previous publications in [14, 15, 16, 17]) arwhilethe main properties
of this model. In Section IV we describe the model constarcprinciples for 4 suc-
cessive kinds of applications, namely active objects dn@rical components, Fractal
components with synchronous controllers, and asynchm®@@OM components with
controllers. In Section V we present the CoCoME case-stihdywill be used to illus-
trate the rest of the paper. In Section VI we describe thedfereerification platform,
and its application to the case-study, from the input spetifins, the model generation
phase, to the verification of properties. We conclude wittaaalysis of perspectives
of this work.

INRIA
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I Context

1.1 Fractal, GCM and ProActive

The Grid Component Model (GCM) [2] is a novel component mdukihg defined
by the european Network of Excellence CoreGrid and impleadhy the EU project
GridCOMP. The GCM is based on the Fractal Component Modebfid extends it to
address Grid concerns.

From Fractal, GCM inherits a hierarchical structure wittosgy separation of con-
cerns between functional and non-functional behaviomduding for example life-
cycle and binding management. GCM also inherits from Flactaspection of com-
ponents and reconfiguration capabilities. Grids consideusands of computers all
over the world, for that, GCM extends Fractal using asynebus method calls for
dealing with latency. Grid applications usually have numosrsimilar components, so
the GCM defines collective interfaces which ease design mpteimentation of such
parallel components by providing synchronisation andrithistion capacities. There
are two kinds of collective interfaces in the GCM: multicasd gathercast. A client
interface may be a multicast interface, meaning that a eathtd this interface can be
distributed, with its parameters, to many server interfa&milarly, a server interface
may be a gathercast interface, meaning that multiple ctiaté will be synchronised
and their parameters gathered into a single call that wipdrormed towards the ser-
vice component. The GCM also allows control of componentstdesigned itself in
the form of components, and benefit from such a design; mergthe GCM specifies
interfaces for the autonomic management and adaptatioomponents.

The Architecture Description Language (ADL) of both Fractad the GCM is
an XML-based format, that contains both the structural défim of the system com-
ponents (subcomponents, interfaces and bindings), ané sl@ployment concerns.
Deployment relies omirtual nodes(VN) that are an abstraction of the physical infras-
tructure on which the application will be deployed. The ADtlyrefers to an abstract
architecture, and the mapping between the abstract actinieeand a real one is given
separately as a deployment descriptor.

1.2 A GCM Reference Implementation: GCM/ProActive

A GCM reference implementation is based on ProActive [18]Cpen Source mid-

dleware implementing the ASP calculus [19, 20]. In this iempéntation, an active

object is used to implement each primitive component antl eamposite membrane.
Although composite components do not have functional chdmselves, they have a
membrane that encapsulates controllers, and dispatchesdnal calls to inner sub-

components. As a consequence, this implementation alsoiiglsome constraints and
properties w.r.t. the programming model:

e components communicate through asynchronous methodvatiigransparent
futures (place-holders for promised replies): a methotiarah server interface
adds a request to the servequest queue

e communication semantics uses a “rendez-vous” ensuringabsal ordering of
communications;

e synchronisation between components is ensured with aftb&tasynchronisa-
tion calledwait-by-necessityfutures are first order objects that can be forwarded

RR n° 0123456789



6 Barros, Boulifa, Cansado, Henrio, Madelaine

to any component in a non-blocking manner, execution is bidgked if the
concrete value of the result is needed (accessed);

e there is no shared memory between components, and a singéeltis available
for each component.

Each primitive component is associated to an active objeittenr by the program-
mer, whereas the active object managing a composite is igeareat provided by the
GCM/ProActive platform. In general, composite components $§irfgpward the func-
tional requests it receives to its subcomponents. Prienitibmponent functionalities
are addressed by the encapsulated active object. Most tifteerequests are served
in a FIFO order but angervice policycan be specified when programming active ob-
jects (for primitive components), by writing a specific madrcalledrunActivity Q).
Note that futures create some kinds of implicit return clesywhich are only used to
return one value to a component that might need it. One péatity of this approach
is that it unifies the concept of component with the unit ofriisition and parallelism.

One essential property of GGMroActive is that the global behaviour of a com-
ponent system is totally independent of the physical Isatibn of components on a
distributed architecture.

[1.2.1 Life-cycle of GCM/ProActive components

Like in Fractal, when a component is stopped, only contrguests are served. A
component is started by invoking the non-functional retueisart (). For composite
components and the primitive components that implemenE®Hlolicy, as soon as a
stop request is encountered, the component can be stoppkthen serves (only) the
control requests.

GCM/ProActive implements the membrane of a composite as areaaiiject, thus
it contains a unique request queue and a single servicedthfé® requests to its exter-
nal server interfaces (including control requests) andhfits internal client interfaces
are dropped to its request queue. A graphical view of a coiteissshown in Fig. 1.

Err Epc
T T
\\\\ c runActivity ()
S LL LTI Quenec
C.skl —

—
C.cET

Subcomponents(S_i)

sEBl Membrane
Active
Object

Figure 1:ProActivecomposite component

If a primitive component has sunActivity() method, then it is started if and
only ifitis inside itsrunActivity () method. Since active objects are non-preemptive,
the exit from therunActivity () method cannot be forced: stop requests are signalled
by setting the local variablésActive to false; then, theunActivity() method
should eventually end its execution.

INRIA
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Note that astoppedcomponent will not emit functional calls on its requiredant
faces, even if its subcomponents are active and send reqoeatt internal interfaces.

1l Theoretical Model

In this section we give the formal definition of our intermat language that we call
Parameterized Networks of Synchronised Automata (pNEtS) language is not a new
calculusin the tradition of theoretical computer science that gaive lto A-calculus,
n-calculus, oro-calculus, on which we would build new theories or new largps
nor is it a new process algebra endowed with syntax, sensardind equivalences,
that could be used to study new constructs for distributedmding. Rather, pNets
give an intermediate and general formalism intended toigpaod synchronise the
behaviour of a set of automata. We built this model with twalgo give a formal
foundation to the model generation principles that we dgwedl for various families
of (distributed) component framework; and build a modet thauld be more machine-
oriented, and serve as a versatile internal format for sspvtools, meaning it must be
both expressive (from the universality of synchronised §)f&d compact (from the
conciseness of symbolic graphs).

The synchronisation product introduced by Arnold & Niva} i&both simple and
powerful, because it directly addresses the core of thelgnobOne of the main ad-
vantages of using its high abstraction level is that almdsparallel operators (or
interaction mechanisms) encountered so far in the prodgsbra literature become
particular cases of a very general concept: synchronisatetors. We structure the
synchronisation vectors as parts ofymchronisation networkContrary to synchroni-
sation constraints, the network allows dynamic reconfitioma between dierent sets
of synchronisation vectors throughtransducer.TS. Our definition of the synchroni-
sation product is semantically equivalent to the one giweAimold & Nivat.

At a next step, we use Lin’s [21] approach for adding paramsdatethe commu-
nications events of both transition systems and synchatinis networks. These com-
munication events can be guarded with conditions on theamaters. Our agents can
also be parameterized to encode sets of equivalent agemisigLin parallel. This leads
us to the definition of pNets, that will later appear as beiatural models of software
systems, because they correspond to the way in which dearslgpecify or program
these systems: the system structure is parameterized aodtsgl in a finite way (the
code is finite), but a specific instance is determined at ezebution, or even varies
dynamically.

We now give the formal definitions of the model in two steps. fik&t give our
definitions for LTSs, Nets, and synchronisation produaotsthare equivalent to those
found in the literature, but we want this article to be sefimined and with notations
coherent with the rest of the model. Then we give the defimitiof our parameterized
structures (pLTS and pNet), and of their instantiationsjrtkemantics are in terms of
standard (infinite) LTS.

Notations In the following definitions, we extensively use indexedistares (maps
or vectors) over some countable index sets. The indexesusilhlly be integers,
bounded or not. When this is not ambiguous, we shall by abusesetsvocabulary
and notations, and typically write “indexed set over J” wifiemally we should speak
of multisets, and still better write “mapping from J to thenw set ofA”.

RR n° 0123456789



8 Barros, Boulifa, Cansado, Henrio, Madelaine

We use uppercase lettefs B, 1,J,... to range over sets, and lowercase letters
a, b,i, j,... to range over elements of the sets. We wikgfor an indexed multiset
of sets (&J =< Aj >je3), andd; for an indexed multiset of elementsa;(=< a; >jJ),
where J can possibly be infinite. For indexed sets of elements or, setssayd; =
beJd=IaVjel a; = b; (element-wise equality). We write a.d; > for the con-
catenation of an elemeatat the beginning of an indexed sat, = &; for an indexed
set of equationsq X; = €j >jeJ), &{X; « &} for the parallel substitution of variables
X, by expressiong; within expressiore.

As part of our abusive notation, we extensively, and sormegiimplicitly, use the
following definition for indexed set membershig; & A; & Vj € J, a; € A;. Cartesian
product is naturally extended to indexed sets so that tHewolg is verified: ag €
Aondy € Ay =< a0.83 >€ [[jqoui Al

We use the usual notions from (typed) term algebmygerators free variables
closedandopen termsetc. Term algebras are endowed with a type system, thaidacl
at least a distinguishdBlooleantype and arAction type.

1.1 Networks of Synchronised Automata

We model the behaviour of a process as a Labelled Transigiete8 (TS) in a clas-
sical way [3]. The LTS transitions encode the actions thatoagss can perform in a
given state.

Definition 1 LTS. A labelled transition system is a tufl®, s, L, —) where S (possi-
bly infinite) is the set of states; § S is the initial state, L is the set of labels, is the

set of transitions >C S xLxS . We write > § for (s, @, §) €—.

We defineNetsin a form inspired by [5], that are used to synchronise a (mtd#y
infinite) number of processes.

Definition 2 Network of LTSs. Let Act be an action set. Metis atuple< Ag, J, 05T >
where A& C Actis a set of global actions, J is a countable set of argurnmeeixes, each
index je J is called aholeand is associated with sort O; ¢ Act. The transducer T
isaLTS(St, Sor, L1, —71), and Ly = (V =< ag.dy > .ag€ Ag, | CJIAViel,a €O}

Explanations Nets describe dynamic configurations of processes, in wthietpos-
sible synchronisations change with the state of the Nety @hetransducersn a sense
similar to the Lotomaton expressions [22, 23]. A transdupdhe Net is encoded as
a LTSs which labels are synchronisation vectovd,(each describing one particular
synchronisation between the actiong)(of different argument processes, generating a
global actionay. Each state of the transduckrcorresponds to a given configuration
of the network in which a given set of synchronisations issis. Some of those
synchronisations can trigger a change of the transdudaitis keading to a new config-
uration of the network, that is, it encodes a dynamic chamgie configuration of the
system.

We say that a Net istaticwhen its transducer contains only one state. Note that
each synchronisation vector can define a synchronisatibmele® one, two or more
actions from diferent arguments of the Net. When the synchronisation vemtohies
only one argument, its action can occur freely.

INRIA
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Definition 3 The Sort of a system is the set of actions that can be observed from
outside the system. It is determined directly by its topdlstructure, L for a LTS:
Sor{S, s, L, —) = L, and As for a Net: Sorf< A, J, 0;, T >) = A.

As this is often the case in process algebras, sorts herematned statically, and
are upper approximations of the set of actions that the systn dfectively perform.
The precision of this approximation depends naturally @wsiecific model generation
procedure, but in most cases an exact computation is noify®ss

Building hierarchical Nets A Net is a generalised parallel operator. Complex sys-
tems are built by combining LTSs in a hierarchical mannengisilets at each level.
There is a natural typing compatibility constraint for tieisnstruction, in term of the
sorts of the formal and actual parameters. The standard atiliijty relation is Sort
inclusion: a systen$ yscan be used as an actual argument of a Net at posjtany

if it agrees with the sort of the hol®; (Sor(Syg c Oj). Here also, the compatibil-
ity relation may depend on the language or formalism thatdslefied; for example

if actions represent Java-like method calls, the comggiliould take into account
sub-typing.

Our behavioural objects being LTSs, and Nets being opeyaieer LTSs, it is
natural to give their semantics in terms of products overd.T$She definition of the
synchronisation produbklow defines the LTS representing any closed Net expression
computed in a bottom-up manner. It would be also possibletime asymbolicprod-
uct over Nets that would reduce anpenNet expression to a single Net, in the spirit
of [22], but this is not necessary for our goals here.

Definition 4 Synchronisation Product Given an indexed sét; of LTSs

Py = (S3,%3. Ly, 3)), and a Net< A, 3,0, T = (Sr, S, L1, —71) >, such that
VjeJ Lj c Oy, we construct the product LTS, s, L, —) where S= []j¢yus Sj,
S =< So;.%, >, L € Ag, and the transition relation is defined as:

I S=<s.5>A8=<98.8> A
s— S & <ly.@>

s —=5 g eor. ICIAViels Dge o AVjells=5

1.2 Parameterized Networks of Synchronised Automata

Next we enrich the above definitions with parameters in thet s [21]. We start by
giving the notion of parameterized actions. We leave unfipddere the constructors
and operators of the action algebra, they will be definedttegenith the mapping of
some specific formalism to pNets.

Definition 5 Parameterized Actions. Let V be a set of nameg,5y a term algebra
built over V, including the constant actian We call ve V a parameter, and @ Lay
a parameterized actiorf3ay the set of boolean expressions (guards) aggl,.

Definition 6 pLTS. A parameterized labelled transition system is a tuple pL¥S
(V, S, s, L, =) where:

¢ V is afinite set of parameters, from which we construct the telgebrala v,

RR n° 0123456789



10 Barros, Boulifa, Cansado, Henrio, Madelaine

e S is a finite set of states; to each state S is associated a finite indexed set of
free variables f{s) = X3, C V,

e 5 € S is the initial state,

e L is the set of labels;> the transition relationc Sx L x S

o Labels have the form#< «, &, X;,:= & > such thatif s|—> s/, then:

a is a parameterized action, expressing a combination oftspia) < V
(defining new variables) and outputs(ag (using action expressions),

& € Bav is the guard,
the variablesX;, are assigned during the transition by expressiégs

with the constraints: f(og(a)) C iv(a) U X3, and fyey) U fV(&;,) C iv(e) U Xy U
%3, .

Definition 7 ApNetis atuple< V, pAg, J, ps, O;, T > where: V is a set of parameters,
pAs c Lay is its set of (parameterized) external actions, J is a firéso holes, each
hole j being associated with (at most) a parameteep/ and with a sort @ c Lay.
The transducer T is a LTESr, S, L1, T1), Which transition labels € Ly) are
synchronisation vectors of the formi =< lg, {at}iel tem > such that: 1C JA B C
Dom(pi) A aj € O A fu(ej) CV

Explanations Each hole in the pNet has a paramepgr expressing that this “pa-
rameterized hole” corresponds to as many actual argumemtsaessary in a given in-
stantiation of its parameter (we could have, without chagdhe expressivity, several
parameters per hole). In other words, the parameterizesshtetpresparameterized
topologiesof processes synchronised by a given Net. Each parametesizechro-
nisation vector in the transducer expresses a synchramsagtween some instances
({thes) of some of the pNet holed € J). The hole parameters being part of the vari-
ables of the action algebra, they can be used in communicatid synchronisation
between the processes.

A staticpNet has a unique state, but it has state variables that ersmode notion
of internal memory that can influence the synchronisatidatiSpNets have the nice
property that they can be easily represented graphicakyh&Vve used them in previous
publications to represent them in the Autograph editor.[24]

The sorts of our parameterized structures are sets of paeamer actions:

Definition 8 Parameterized sorts:
Sor(V,S, s, L, —) ZN{“HI eL.l= <a, &, X, =8, >}
Sort<V, pAs, J, p;3,0;, T >= pAs

Example The drawing in Fig.[ 2 shows a (static) pNet representing éopbpher
problem table, with 2 parameterized holes (indexed by theeszariablek) for philoso-

phers and forks. On the right side are the correspondingezigsrof the formal pNet,
in which we use the syntaixs1.a to denote the action sét},t € {s}.

INRIA
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PhiloNet= <V, pAg, J ps, O3, T > with:
V = {k}
PAG = {Think!k, Eat!k, takeG!k, takeD!k,
takeG?k, takeD?k, dropG!k, dropD!'k}
J = {Philo, Fork}
Pehilo = K, Prork = K

, drop!} Ophilo = {Ext.Think, Ext.Eat, FD.take!, FG.take!,
FD.take?, FD.drop!, FG.drop!}

OFork = {Ph.Fake?, Ph.take!, Ph.drop?}: . .
T has a unique state, and transitions with the
following labels:

Ext: {Think, Eaf}

ake!, take?, dropt} FD: {take

L] Lt ={
Ph: {take?, tgke!, drop?} <Think'!k, Philo[k].Think>
<Eat!'k, Philo[k].Eat>
Fork [K] <takeG'!k, Philo[k].FG.take!, Fork[k].Ph.take?>
<takeD!k, Philo[k].FD.take!, Fork[k+1].Ph.take?>

<takeG?k, Philo[k].FG.take?, Fork[k].Ph.take!>
<takeD?k, Philo[k].FD.take?, Fork[k+1].Ph.take!>
<dropG'!k, Philo[k].FG.drop!, Fork[k].Ph.drop?>
<dropD'!k, Philo[k].FD.drop!, Fork[k+1].Ph.drop?> }

Figure 2: Example of pNet

Building hierarchical pNets Except from the occurrence of parameters in the struc-
ture of labels, the rest of the construction of complex systas hierarchical pNet
expressions is similar to the previous section, with theitamthl parameterization

of arguments: an actual (parameterized) argument of a ptNeobsition j is a pair

< SysD >, whereSysis a pNet (or pLTS) that agrees with the sort of the hole
(Sor(Sysg c 0j), andD is the actual domain for the hole paramepgri.e. denotes
the set of similar arguments inserted in this hole.

We do not define a synchronisation product for pLTS that wagilé some kind of
“early” or “symbolic” semantics of our generalised pNetsstead, we define instanti-
ations of the parameterized LTS and Nets, based on a (eVgrinfaite) domain for
each variable.

Given a hierarchical pNet expression, and instantiatiomaias for all parameters
in this expression, the definitions below allow us to cordtai(non parameterized)
Net expression, by applying instantiation separately ahgad. TS and each pNet in
the expression. This can be performed both for closed or pp&t expressions, the
result being, respectively, closed or open Net expressidnghe first case, closed
Net expressions can then be reduced to a single LTS (expgetbs global behaviour)
using the synchronous products in a bottom-up way.

Definition 9 pLTS Instantiation GivenapLTS P=<V, Sy, so,, Lp, =p>, WithV = Xy
and given a countabldomainfor each variableDy = {D(X)}xev, and an initial as-
signmentoo for the variables of the initial stateps the instantiationd(Py, Dy) is a
LTS P=<S, s, L, —>>

such that:

o S=Usges, {So%v « &/lIvx eV, Yey € D),
o 5= 5o,{fV(0,) « po(fV(0))},

o L is the set of ground actions (i.e. closed terms) of the adigebrala .y,
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e > (€SXLXg = Ut s, (1) is the union of instantiations the of parameterized
transitions, built in the following way:
lp=<ey, )?Js, = é_]s, a> .
lett= s ——————— s, be a transition,
let \; = fv(s) U fv(a) U fw(S) the free variables of t, an@y, their instantiation
domains, then

if ep{Xy, — &} == False therp
otherwise
o® = | J 1 lety = (% — &)

Dy | {w(s) Y9, st ) € I, x = xj, then x« y(g;)®) else x ex}}

Apart from the proliferation of indexes, this definition igitg natural and straight-
forward; only the case when variables of the target statess@ned during the tran-
sition needs care (see (*) in the equation), because thgressbpen expressioes,”
need themselves to be instantiated.

This operation has an upper-bound complexity that is exptielen the cardinality
of the instantiation domains, in number of states and ttiamsi.

Definition 10 pNet Instantiation Given a pNet N =< V, pAg, J, Py, 01, T >, with
the transducer T= (St, ST, LT, TT), and given domain®, for variables in V, the in-
stantiation®(N,, Dv) is a Net N=< A, J', G’J,, T >, withT =< Sy, so1, L7, T17 >
constructed in the following way:

1) expand the parameterized holes: J ®(J) = Ujc;D(p;) whereu is a disjoint
union (or concatenation) of sets; Ie} & J be the part of Jcorresponding to
the expansion of hole number j;

2) instantiate the sort of holes and the global sort:
forie J build O] = Uaco, ©(a)
A,G = UaepAG cD(a)

3) instantiate the transducer:
St =St
Sotr = Sot
Ly = UveLT{(D(V)} the expansion of the synchronisation vectors:
. foreachV =< lg, {aitlici 1ep, > letV = fV(V), Dy their instantiation domains,
for each possible valuatio®, of the variables in V,
lety = {% < &y} the corresponding instantiation function,
expand each parameterized actiondfyr;) = if j ¢ | then< x,...,* >
else< xq, ..., X >, with X = = if k ¢ B;, ¢(aj) otherwise,
build ®(¢, V) as a vector of cardinality)’| as the concatenation of subvec-
tors
X € ®(«j;) for each hole j J,

O(V) = (0(¢. V)l
Tr = Usv.sers (52 8),a€ (V)

Naturally, even if the above definition does not supposediir@ss of the parameter
domains, it will be used in practice with finite instantiatidomains, and finite vectors.
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Example Small instantiation of the philosopher system in Fig. 2:

®(PhiloNet D(k) = {1,2}) = < A, I, 0),, T’ > with:

A; = {Think!1, Think!2, Eat!1, ...}

J’ = {Philo, Philo, Fork, Fork}

O’philow = {Ext.Think, Ext.Eat, FD.take!, ...}
O’Philo(2> = {Ext.Think, Ext.Eat, FD.take!, }
LT/ = {

<Think!1, Think, *, *, *>

<Think!2, Think, *, *, *>

<takeG!1, FG.take!, *, Ph.take?, *>

<takeD!1, FG.take!, *, *, Ph.take?>

}

Expressivity In [14], we gave examples of pNets representing varioussivfdre-
cursive functions: The “data flow” within an index family oEpSs is expressed by an
adequate indexing within the synchronisation vectors.milar construction could be
used to show that the model is Turing-expressive.

In practice, and in this paper, we are more interested inesging specific patterns
of parallelism and synchronisation.

[11.3 Data Abstraction

The main interest of the instantiation mechanism definedsdd the ability to build

specific domain instantiations with specific propertiespanticular, if the instantiation
domains are finite, and are built in such a way that they ctutstabstract interpreta-
tions of the initial parameter domains, then the instaetidtiet is finite. Moreover if

parameters were only used as value-passing variables oritfieal pNet (by contrast
with parameters of the system topology), then we can appésalt from Cleaveland
and Riely [25] to justify the use of finite model-checking air instantiated model:

Property 1 Let Sys be a (closed) pNet expression, with parameters iconcfete)
parameter domain®y, and abstract parameter domait®y,, with the following hy-
potheses:

- eachA, is an abstract interpretati&‘nof the corresponding concrete doméik;

- the domains of pNet holes parameters in Sys are unchangt apstraction;
then the abstraction preserves thgecification preorder

Thespecification preordg25], or the better knowitesting preordg26] are closely
related to safety and liveness properties. Given a systairaaspecification (set of
properties), one can build a “most abstract” (finite) vahteipretation relatively to the
specification, and try to establish its satisfaction. I§thiicceeds, the result is valid also
for the concrete (potentially infinite) system; if it failsne can select a more concrete
(= more values) interpretation and repeat the analysis.

In cases where the instantiated variables are parametdh® afystem topology,
then the previous result does not apply. But the same proeedun be used to build a
finite model for one or more finite abstractions of the valumdms. Even if this does
not provide a proof of validity on the original system, it idlsa valuable debugging
tool.

1[25] was using a slightly relaxed condition called “galaisértions”
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<—*—F _ [Proxy
Response '
i\ Mco,futsoval Body
. | Serfve
reQuest ! ,co,fut,so,args,mode
'M,co futso,args |
] ! Queue

Clientrole ! ! Server Role 1

A
reQuest
M,so,args

3

Figure 3: Communication between two Active Objects

IV Behavioural Models for distributed Applications

IV.1 Active Objects

The first application of pNets that we have published was foABtive distributed ap-
plications, based on active objects, before the introdaadf components. In [14, 15]
we presented a methodology for generating behavioural leddeProActive, based
on static analysis of the Jg¥xoActive code. This method is composed of two steps:
first the source code is analysed by classical compilatiohriigues, with a special
attention to tracking references to remote objects in thiecand identifying remote
method calls. This analysis produces a graph including sthod call graph and some
data-flow information. The second step consists in applgiisgt of structured opera-
tional semantics (SOS) rules to the graph, computing thesstnd transitions of the
behavioural model. The pNets model fits well in this contexti allows us to build
compact models, with a natural relation to the code strectwe associate a hierarchi-
cal pNet to each active object of the application, and busgrachronisation network
to represent the communication between them.

Fig. [3 illustrates the structure of the pNets expressingsamehronous commu-
nication between 2 active objects. A method call to a remot®&ity goes through
a proxy, that locally creates a “future” object, while thejuest goes to the remote
request queue. The request arguments include the referémdle caller and callee
objects, but also to the future. Later, the request may eadigitoe served, and its result
value will be sent back and used to update the future value.

The construction of the extended graphs by static analgdischnically dfficult,
and fundamentally imprecise. Imprecision comes from aasseasons (having only
static information about variables, types, etc), but alsospecific sources: it may
not be decidable statically whether a variable referenclexa or a remote object.
Furthermore, the middleware libraries include a lot of dyiacode generation, and
the analysis would not be possible for code relying on refigxiclassically used to
manage some types of “dynamic topologies” in ProActive.

Nevertheless, for a reasonable subset of ProActive progjras have the following
result [15]:

Theorem 1 Finite pNet Construction: The analysis terminates, and (up to abstrac-
tion during analysis) each active object is modelled by ddipNet hierarchy.

IV.2 Hierarchical Components

Going from active objects to distributed and hierarchicahponents allows us to gain
precision in the generated models. The most significdferdince is that required inter-
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faces are explicitly declared, and are local in the compboede, so we always know
whether a method call is local or remote. Moreover, the pslétsmalism expresses
naturally the hierarchical structure of components.

To formalise the model generation for components, we giveefinition of the
structural information that is usually given through Anggture and Interface defini-
tion languages (ADL and IDL resp.). This definition extentighdly those used in
Fractal or in the GCM.

Definition 11 Component Structure:

A Component C is a tuple V, 2y, Elc, Ec >, where V is a set of parameteis, a
term aIgebra,IfIc is the set of external interfaces of C, agglthe content.

An Interface type Ity= < M > is a set of methods m < T,nameA > with T
its return type, and each A < T, name> a typed argument.

An Interface isatuple ItE < namelty, «, v, p >, where Ity is its interface type,
is the Fractal contingency (mandatory or optional)is the interface multiplicity, and
p the interface role (either required or provided).

The Content of a composite component is a tigle= < 11tf,SC B >, where
lItf is the set of internal interfaces the set of bindingsS C is the set of parameterized
subcomponents S€< v,C >, with ve V a parameter, and C a component.

A Binding B is a pair< Cj.cltf,Cy.sltf > with G = self| subJexpr € Zy]
identifies either the composite itself or one instance ofl@emponent, and cltf is a
client interface and sltf is a server interface.

Note that we leave here undefined the content of a primitivegament. It will
depend on the framework, and be used to generate a pLTS eafiresthe primitive
behaviour. We also leave undefined the algéhrahat is used to build expressions for
specifying indexes within the parameterized structurgyilit depend on the domains
used for the paramete¥sin a specific language.

From the information in a Component structure, it is stréfigiward to generate a
pNet representing the communication between the intesfaod the subcomponents,
from the following elements:

¢ the pNet has one hole for each (parametric) subcomponent;

e the pNet global actionpAs and hole sort€); are sets of actions of the form
Ci.Itf[!|?]m(afg) for performing/ serving a methodhwith each argumerdrg €
D2 JRVA

e its transducer has one parameterized synchronisatiooneteach binding in
B.

We have shown examples of proofs using such models in [27].

From now on, we have achieved a natural model generationpmatnetric) hi-
erarchical systems, that can be compared with existing odstlof other verification
frameworks, e.g. CADR;CRL, or zADL. One important diference is that we have
explicitly limited ourselves to (countable) static systemnd use a property-preserving
abstraction mechanism. Now we build on this result to inti@some management
and reconfiguration mechanisms in such a way that our veidicanethods still apply.
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IV.3 Hierarchical Components + Management Interfaces= Frac-
tal

In the Fractal model, and in Fractal implementations, thé.ABscribes a static view of
the architecture, and non-functional (NF) interfaces aeito control dynamically the
evolution of the system. In this section we define modelsHeritife-Cycle Controller
(LF) and the Binding Controller (BC), in terms of pLTS gertehfrom the Component
structure of the previous section.

Stopping a component in Fractal means that its functiortaligcis detained, while
NF calls are still allowed in order to allow reconfiguring tbemponent. This is mod-
elled with an interceptor of all incoming calls. Then, degeig in the components
life-cycle (started or stopped), functional calls are wakal or not. Similarly, we only
allow rebinding interfaces when the component is stopped.

A LF pLTS (see Fig. 4) is attached to each component. Conttadras (staystop)
are synchronised with the parent component and with allso§itbcomponents (note
that this will not be the case for the asynchronous versianj status actions (start-
edstopped) are synchronised with the component’s functibebbviour and with the
BC, because the BC may only allow rebinding of interfacesmdtepped.

ind(C;. It f) tunbind(Ci. Itf)
v BC
ind(C;.Itf) Punbind(C; ILf)
2start 2stop lunbound lbound(C;. It f)
© - 2bind(C.Itf)
LF B — CLItf
!St‘%ﬁeﬁ Istart Istarted i Itf
<>/_\ Tunbind(C;.Itf)
L J bound(C;. 1t f) lunbound
?stop p T~ /
’M IC; It f. M({ig)
!.gtopp.ed '5tu:ted lg

Figure 4: pLTS of Fractal Life Cycle and Binding Controllers

A BC pLTS (see Fig. 4) is attached to each interface. Contiibas (bindunbind)
are synchronised up to the higher level (Fractal defines teviddx definition for NF
actions) and with thefbected interface; status actions (bofumbound) are used to
allow method callsM(afg), to forward the call to the appropriate bound interface and
to signal errors. The latter is a distinguished act{anboundC, Itf), visible to the
higher level of hierarchy, and triggered whenever a methablis performed over an
unbound interface.

Note that we put external interface automata of a compomghei next level of the
hierarchy. This enables us to calculate toatroller automaton of a component before
knowing its environment. Thus, all the properties not imitaf) external interfaces can
be verified in a fully compositional manner.

By lack of space, we do not give here the detailed definitiothefpNet express-
ing the synchronisation of the IBC controllers of a component with its functional
behaviour, but we sketch its structure in Fig. 5. For synabrs Fractal components,
the role of the interceptor is to synchronise incoming resfsigvith the life-cycle state
(either started or stopped actions) in order to restrictahewed requests; allowed
requests are synchronised with the inner part of the comiqsee Fig. 6).
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!bind /unbind(sel f.cET™, C;.Itf) V
?start/stop 71)111( Junbind(sel f.cII", Sub(" sET5P)
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M(aig) -
sET™ Istart/stop M(atg) ~®
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/7\1; 2L 5 e cET
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Figure 5: Synchronisation pNet for a Fractal Composite Conent

?start  ?bind(CiItf,C;.Itf)
7stop Tunbind(C;. [tf C; [tf

/ Interceptor M (arg)
LF '5t0£ped
b start <
7stop started (aig)
Istart Wbind(C;.Itf, G,An £
Istop lunbind(C;. It f, C;.Itf)

Figure 6: Interceptor for Synchronous Fractal Components

In this drawing, the behaviour of subcomponents is repteselny the box named
SubC¥. For each interface defined in the component’s ADL desanipta box en-
coding the behaviour of its internatl| andsll) and external¢El andsEI) views is
incorporated. The doted edges inside the boxes indicatesality relation induced by
the data flow through the box. Primitive components have #aimutomaton without
subcomponents and internal interfaces.

Building and using variants of this model The previous model construction is ap-
plied bottom-up through the hierarchy. The generated madpbwerful enough to
prove properties about deployment, normal behaviour, coméiguration, of a whole
system. For pragmatic reasons, it is interesting to disistgvariants of this model
in which only selected management actions are visible draaised. We define the
following variants:

e [Static AutomatohThis is the model in which all controllers are initialisada
“started” state, and all control actions are hidden. If tHeLAvas correct, then
it should be equivalent (up to weak bisimulation) to the d&iehical component
model (without controllers) from the previous section,ethise, there will typ-
ically be reachable “unbound interface errors”. It is usedheck the normal
behaviour of the system.
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o [Deployment AutomatdrnVe define adeployment sequender each composite
as a sequence of control operations, expressed by an aotonesiding with a
distinguished successful actigh And we build arundeployed modedimilar to
the static model, but with controllers initialised in theithound resp.stopped
states. Then thdeployment automatais the product of the undeployed model
with the deployment sequences. It allows to check for comess of deployment
specifications, which is characterised by reachability/of

¢ [Reconfiguration Mode]df we build the full model, then we can check prop-
erties relative to reconfiguration. This can be very costgduse of the size of
the action alphabet, so it can be refined by only keeping leisiblected sets of
control actions.

IV.4 Distributed Components: GCM/ProActive

In the subsection IV.1 above we have shown how to build thedehr of ProActive
activities; this corresponds exactly to the functionaltpdithe behaviour of primitive
components in our distributed implementation of Fractak Wéw extend the model
of Section V.3 with this communication protocol in orderrtmdel GCMProActive
components.

Primitive Components Let us recall the principle of asynchronous communication
between two GCNProActive primitive components, inherited from ProActi{see
Fig.3). There, a method call on a client interface goes thinoa proxy, that locally
creates a “future” object, while the request goes to theestjqueue of theftected
component. The request arguments include a reference fotine, together with a
deep copy of the method’s arguments; this is because theceskaring between com-
ponents. Later, the request may eventually be served, amdstilt value will be sent
back to the future reference.

The Body box in Fig.[3 represents the component’s functional behayiand is
itself modelled by a synchronisation network made from greelronisation product of
therunActivity () method’s pLTS — ProActive’s service policy — with the belwawi
of service methods (methods defined by provided interfaces)

M,fut,args

1 stopped return
I

M,fut2,args
LF o

Istart Proxy

-
?Reponse

Istartel b
¢ M,fut2,args

J/staned

Istop

?Ser
startjstop
! startistop
T
?Serve
1ServeFirstNF bind/unbing{args
F,args
O ! bind/afbind (args)

M or NF fut,args Vibind/unbind,args

NewServe

®)
N

Figure 7: Behaviour model for a GGMroActive Primitive
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In the model of a GCProActive primitive component we enrich the controller of
the active object by adding two extra boxé§, andNewServe which correspond to
the Interceptor in Fig. 5. The resulting pNet is drawn in Fig.TheBody box is the
only part that cannot be generated automatically from thé& ACcomes from the user-
provided behaviour specification of the primitive (thoughsort is fully specified).

NewServeimplements the treatment of control requests. The actitert™sfires
the process representing the methachActivity() in the Body. “stop” triggers
the ! stop synchronisation witBody (Figl7). This synchronisation should eventually
lead to the termination of theunActivity() method (return synchronisation).
In the GCMProActive implementation, this is done through settinggtete variable
isActive to false, which should eventually cause thmActivity() method to fin-
ish, only then the component is considered to be stoppece that this may depend
on the programmer’s implementation of tlrenActivity() method, so it is worth
verifying in the generated model!

The Queuebox can perform three actions: (1) serve the first functionathod
corresponding to th8erve API primitive used in the body code, (2) serve a control
method only at the head of the queue, and (3) serve only damiethods in FIFO
order, bypassing the functional ones.

Composites Components A composite membrane in GGMroActive is an active
object. When started, it serves functional or control meshiad~=IFO order, forward-
ing method calls between internal and external functiomigrfaces. When stopped it
serves only control requests.

: . ! Eques!
| RunActive y
3 » ?call(M,args) M,Y)Litz,args
: »O/\ '
1 ! startistop ?Response
| — 3 IResponse IRequest W.fut2,args
! ?Serve M,fit,args M,fuf2,args |
! bind/unbing args !
| tfut.call (M
; | bind/nbind (args) > €
| M,fut2,args
' 9 fut
i Body T Proxy
2 Istart/stop 1ServeFirstNF
| NF,args
| Istopped
(-]
Composite
Membrane (Interceptors + LF)

i -

1 IServeFirst

| M or NFfut,args

| Queue

\ 'bind/inbind,args 'Response

A M,futiargs

Figure 8: Behaviour of a composite membrane

Fig.[8 shows the model of the membrane, that is similar tartterceptofrom Fig.
5], though more complex. The membrane model is created frendékcription of the
composite (given by the ADL). Note that the future referen&roxy box in Fig.| 8)
are updated in a chain following the membranes from the pikingserving the method
to the caller primitive. Since the method calls include tbference of the future in the
arguments, future updates can be addressed directly tcatles immediately before
in the chain. Consequently, like in the implementation,ftitare update would not be
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affected in case of a rebinding or a change in the life-cyclaistaf the components.
Our model is expressive enough to reflect this property.

In papers [28, 27] we have shown some preliminary resultsefysis performed
using this model. However, as will be discussed in the nesti® an automatic tool
support is not yet available for the full GGMroActive model generation.

V  Description of the CoCoME Case Study

TradingSystem CashDeskLine
CashDesk (numOfCashDesks)
Bank [®]rrroerrmeereessssaseene ‘-‘-‘ Application | | CreditCard LOthers... |
(numOfBanks) “" Aé A ? o
Inventory < - TN ‘*.,‘ V
EventBus :
\.’ : CashDeskChannel
'*,' S . (numOfCashDesks)
".‘ \i RN
"{ CommonBus |«-#| Coordinator

Figure 9: The CoCoME overview

As a matter of testing the behavioural model above, we medella full-fledged
case-study called Common Component Modelling Example @BAE[29]). As its
name suggests, CoCoME is a joint collaboration leaded bytHBagstuhl Research
Seminar for defining a common component example to servesis foa comparing
different component models. The system consists in a Poinb@f{80S) industrial
application. It is made of &ashDeskLine component, and afinventory compo-
nent. TheCashDeskLine deals with sales whereas tliaventory is in charge of the
database and of administrative management. MultipkhDesks are found within the
CashDeskLine, each of them connected to a common bus (modelled as a comtpone
as well). TheCashDesk’s peripherals, such as creditcard readers and printesssaar-
trolled by dedicated components that bridge the middlewdtie the hardware. An
outline of the system can be seen in Fig. 9.

The example showsfbmuch of pNets’s expressivity: (1) Components have non-
trivial functional behaviour. pLTSs allow us to keep anydtional behaviour fiecting
the application control flow including some data flow. (2) fiéhare multiple — similar
— components such @ashDesks. These are expressed as families of processes in
pNets allowing a generic (and condensed) representatioguments in method calls
can be used to address a specific component within the fa(@ilyf here are 5 layers
of composition wherein pNets’ hierarchical structure fits i

VI Platform Overview

Our platform comprises several tools for assisting thefieation process. Rather than
creating a new model-checker, we implement our model-geioer methods in a way
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that they diciently integrate with existing state-of-the-art tools &hecking compo-
nent specifications based on the models of Section IV.

Internal Model Verification

Abstraction /
[ pNets } [ Instantiation J ::r;:curteL/arﬂgl_Jragse
ADL + IDL + BDL -
High-Level Constructs
UML Specification
Domain Specific Model-Checker
High-Level Constructs CADP

Figure 10: The VERCORS architecture

User Input

Y

Fig.[10 gives a snapshot of the platform. In the next subsestive shall describe
in details its three parts: the input from the user (V1.1g behavioural model (VI12),
and the verification of properties (VI1.3). We illustrate qlatform through the formal
verification of the previously outlined case-study.

VI.1 User Input

For automatically building the behavioural model we take/a-fold approach: (1) the
architecture and hierarchy information are extracted ftbenADL (and IDL); and (2)
each of the primitive component’s functional behaviourpsdfied by the user in an
automata-based language which we call Behavioural Degmipanguage (BDL).

The architecture shown in Fig. 9 is specified in a XML file usihg Fractal ADL.
This file specifies the deployment topology of the compongstesn. The ADL for the
CashDesk is defined as:

<component name="CashDesk">

<!-- interfaces -->

<interface signature="CashDeskLine.if.CashBoxEventIf" role="client" name="cashBoxEventIf"/>

<interface signature="CashDeskLine.if.ScannerEventIf" role="client" name="scannerEventIf"/>
. other interfaces

<!-- subcomponents -->

<component name="ScannerController'>
. other subcomponents

<!-- bindings -->

<binding client="ScannerController.scannerEventIf" server="this.scannerEventIf"/>

Then, interface signatures are given with the Fractal fater Definition Language
(IDL). In the implementations we consider, this definitiengiven by Java interfaces
describing the signatures of the methods of each compontface. With this anal-
ysis, we are able to fill in the model of Section V.2 and IV.3.

Finally, the functional behaviour is given by a BDL. We nedibaaviour language
expressing transition systems with data, but much moreadistind user-friendly than
pNets, and that will be easily related with the componenicstire (ADL and IDL) In
our current prototype, we have used LOTOS, that is a nathi@te for interfacing with
the CADP toolset, but needs a complicated mapping with theoljects. Recently, we
have also developed a tool called CTTool [30], using UML2esteachines diagrams
to express pLTSs, and a variant of UML2 component structirespecify the system
architecture (but only in the static case). We also plan ¢wipe a textual specification
language that would integrate smoothly architecture arheur specifications for
GCM applications, but this is still in progress.
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VI.2 Internal Model

We start the analysis of the input files mentioned above ftoraatically building the
behavioural model in pNets seen in Secfion IV. This is doné\ly2N, which is a
tool written in Java for generating the behavioural modél&ractal components by
analysing the system’s ADL and IDL (see Section 1V.2).

Similar to a Fractal implementation, the use of BC and LF aaletrs allows one
to model the deployment of the system as well as to do basinfiguration within the
system. In our case checking the safeness of these can bestically by building
the Statig Deploymenbr Reconfiguratiorautomata of Section IV.3.

CashDesk

Queue Coordinator
o M .
.
EventBus I serve(saleRegistered,sale)
CashDeskChannel Body
i j % Iserve(saleRegistered,sale)
saleRegistered tau T 2waitForValue(sale)
Eventlf
expr —¢+9 thu | ‘expressModeControlIf[ANY].
expressMpde expressModeEnabled()
[n] | Controlifin]
lexpressModeControlIf[ANY].
CommonBus ) expressModeDisabled()

Figure 11: A partial pNets model of CoCoME

In practice the user ofDL2N will use the tool GUI to specify at the same time the
methods that will be visible, the arguments that are siggnificand the finite instanti-
ations of those parameters. The visibility of methods ardatbstraction (see Section
Ml.3) depend on the formulas to be checked. Although it $thdne possible to infer
safe abstractions given a set of formulas, for the momesttipito the user to provide
finite abstractions of the data domains.

The output ofADL2N is the pNets behavioural model of Section V.3 with the above
abstractions and with the selected actions hidden. In Fgvd include a sketch of a
pNets model for the CoCoME. For CoCoME, specifying instaidins in such a way
that we could check 6 formulas (expressing various usageasios), the generated
model had 81 distinct transition labels (instances of comication events). Its size
before reduction was approx. 1.25 million statesmillion transitions, and after re-
duction by branching bisimulation only 9800 stat&8 000 transitions.

For the moment, our tools are only generating the synchremeadels discussed
on Section IV. Although limiting, it allowed us to find someténesting properties of
the case-study discussed in the following.

VI.3 Verification

In the current toolset, we only interface with finite-statedal-checkers, and namely
with the Evaluator model-checker from the CADP toolsett fhature a very ficient
check of branching-time logics, together with on-the-fiygetion, cluster-based dis-
tributed state-generation, tau-confluence reduction, etc

We give here verification examples of various usage scenaritere are many
ways of encoding formulas. Some of them are very powerful-aalculus, but at the
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same time hardly usable by non-experts. We propose to vaiiteiflas using extended
automata. Their transitions contain predicates with lagiantifiers, and naturally the
same data-types than the system specification. Their statebe marked as either
acceptance or rejection. An automaton may change to arg/wtaise transition pred-
icates are satisfied. If a final state is unreachable, theuiaria false. Moreover, there
are special predicates:

- NOT(i), (i AND j), (i OR j) with their usual meaning,

- and ANYOTHER as a shortcut meaning that all labels not satisfying otleersir
tions from the state satisfies the predicate.

VI1.3.1 Absence of Deadlocks

There are basic formulas that can be proved, the most commiog the absence of
deadlocks. In the case of our CoCoME specification, this-apdseing trivially false
because of two reasons:

- the presence of exceptions: in our specification, raismgxeption blocks the
system. So we should rather search for deadlocks that af®li@mting an ex-
ception;

- the synchronous semantics of Fractal components useckinutirent state of
tools: our components are mono-threaded, and communisadi@ synchronous.
As a result, the system deadlocks due to race conditionstogdtventBus.

ANYOTHER To show this, we write a formula expressing that all
O deadlocks are the consequence of an exception, and model-
( ; check this formula. More precisely we write the negation,
NOT(Exception) i.e. that any transition is followed by some other transitio
as long as an exception has not been raised. The answer
we get when we evaluate the former formula is “false” (the
formula does not stand). The diagnostic trace shows twaalers on a race condition
over the EventBus. They form a dependency-cycle and thusyitem deadlocks.
Note that these kind of scenarios would not be present intahiited version us-
ing GCM/ ProActive because of the asynchronous method calls. Thegests are
buffered in the queues. Therefore, we have more deadlocks inchyrous imple-
mentation of the system than those we would have with PrgActi
Nevertheless, using the CTTool specification we were ablgréwe some inter-
esting scenarios, and to find some errors (or undersped@ifittwithin the reference
CoCoME specification.

VI.3.2 Safety of the Express Mode

NOT(BookSale<*>) An unspecified scenario was found
Q relating a Use Case from CoCoME. There
(O s nothing within the reference specifi-

® SaleStarted
8 ExceededNumProducts ~ Cation that states when a CashDesk may
NOT(ExpressModeEnabled) switch fromto anExpress Modeln fact,
the system ends-up in an inconsistent state
if an express mode signal is triggered dur-
ing an ongoing sale.
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This scenario can be found using the formula on the left. & s#rts within the
Normal Mode and before a sale is booked an exception unique t&xpeess Modés
raised.

VIl Conclusion and Perspectives

This article defines the pNet model, a powerful extensiomabélled transition systems,
that features more structuring in terms of hierarchicalcéyonisation networks, and
more expressivity through the use of parameters at both LAt Networks levels.
This model is used for representing the behaviour semanfidistributed systems,
starting with a basic active objects model, then introdgaitep by step a hierarchical
component structure, Fractal non-functional controllarsl finally the GC\Proactive
distributed implementation of Fractal.

This kind of semantic-level model is widely used inside gsal and verification
toolsets, because it provides a compact and well-definedhireidiate format for con-
necting code analysers or code generators with model-aingeok equivalence engines.
When dealing with concurrent or distributed systems, intstiate models often make
strong hypotheses on the type of synchronisation and conwation mechanisms ad-
dressed, for example LOTOS-like parallelism in CADP, chelsiin Promela, or Petri
nets in other cases. Our choice with the pNet model is to lmvédvel primitives (LTS
+ synchronisation vectors) that are able to represent masgilpe mechanisms. An-
other important trade{bis between parameterized representations (close to gmrslo
code) and lower-level explicit-state encodings that ageired by the model-checkers.

We argue that the pNets model allows for finite and compacatesgmtation of
systems, expressive enough to capture a large family ofvii@ival properties of both
synchronous and asynchronous applications.

Our definition of model-generation algorithms for distriéd component models
is part of a larger project, and we have stressed that an mmbigoal of this project
is to make these tools available to (non-specialist) dpgk The last section of this
article sketches the current state of our verification platf, and results of model con-
struction and analysis for a middle-size case-study. Thks tourrently allow to build
behavioural models for synchronous Fractal components pédttial support for non-
functional controllers. The case-study shows that it scafewell.

The Vercors platform (generation, instantiation and cosiea tools) and the CT-
Tool editor, as well as the CocoME case-study, are availatbeir websité&.

We are currently working on the controller generation fa@ @CMProactive asyn-
chronous components. Encoding their request queues lgrutith pNets is possible,
but can be very expensive in term of sfansition complexity. Possible solutions use
either dedicated algorithms or on-the-fly techniques fodel@eneration, or specific
parametric representations (and specialised “infindgestengines).

There is an open problem for properly integrating the betavidescription lan-
guage with the rest of the component descriptions. This lvélktill more important
when dealing with reconfiguration specifications. We arekivay on a specification
language integrating architectural and behavioural vjevith high-level constructs for
system reconfiguration, and for Grid specific features lididective interface policies.
Concretely, this will be a Java-like language that take&itectural aspects as prim-
itives within the language, and complex communication givas for dealing with
multiple components, asynchronous method calls, and dsttébdtion. This language

2http ://www-sop.inria.fr/oasis/Vercors
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can be used as an input for the Vercors platform, but alsodmistthat will generate
Java code-skeletons with strong guarantees.
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