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Modeles comportementaux pour les sygstnes de composantsapartis
Fractal

Résune: Cet article pesente un mazle formel pour la spcification comportementale, ainsi que son appli-
cationa differents contextes, permettant déifier et de erifier le comportement de composarépartisa
la Fractal. Notre rathode permet de construire des rale$ comportementaux pour des applications allant
des composants Fract@aientiels, aux objet&partis, jusqu’aux composanépartis. Nos mogles sont
capables de repsenter la fois les comportements fonctionnels et les aspectsamtionnels, ainsi que
I'interaction entre les deux.

Par ailleurs, ce travail a doénlieu au @&veloppement d'outils logiciels permettaitun utilisateur
non-expert de gifier le comportement de ses composants, eté&i#ier, automatiquement ou semi-
automatiquement, leurs proptés.

Mots-clés : Modeles comportementaux, Sgstes de transitions, Composarépartis, Composantsérarchiques,
Fractal, \erification, Plateforme deérification
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| Introduction

Component models provide a structured programming pamadigpwing a better re-usability of programs
by the fact that both providégkquired services and application structure are exprestagidally in the com-
position. This takes even more importance as the strucfulsmibuted components acts as an abstraction
for the component distribution. However, this architeatutescription is not always ficient. Indeed, in
order to be able to safely composeff‘the shelf” or even dynamically discovered components, afof
specification language is required. Such a specificatiorongnrely on the existence of some well defined
semantics for the underlying programming language or reiddlte.

Among the existing component modefsactal [10] provides the following crucial features: the explicit
definition of providérequired interfaces for expressing dependencies betwampanents; a hierarchical
structure allowing to build components by composition ofier components; and the definition of non-
functional features through specific interfaces, provgdinclear separation of concern between functional
and non-functional aspects.

Globally, our work is placed in the context of large scalédribsited applications. This work is strongly
related to programming models that aim at easing the progriamof distributed applications by providing
high level abstractions of distributed features togethith an eficient implementation of these features.
More precisely, we rely on thé&rid Component Model (GCM)LL6], which extends Fractal by addressing
large scale distributed aspects of components.

Moreover, in distributed context, adaptive componentaessary in order to adapt the application to
constantly evolving environments, and evolving requiretaén terms of quality of services. Our work is
intended to be adapted to the verification of autonomougsystdapting and reconfiguring themselves in
order to better match dynamic requirements of the appboati

Our main objective is to provide tools to the programmer atritbuted components in order to verify
the correct behaviour of his program. We require those ttwmlse intuitive and user-friendly for them
to be usable by non-experts of formal methods. To this enduwild Bn analysis toolset, including state-
of-the-art model-checking tools; at the heart of this mlatf lie the model generation tools that are the
subject of this article. In this context the choice of thedgbural model is crucial: it has to be compact,
expressive enough represent the behavioural semanticspbtoo much, to allow an easy mapping to the
model-checking input format.

Related work Historically, models of behaviours were defined in termsashantic-level calculi, ranging
from core Labelled Transition Systems (LTS), from the vegginning of the process algebra era (see
[25, 8]), and the synchronisation vectors of [2], to Milrger-calculus [24]. LTS is also, without contest,
the most often used model for the representing behaviousnatysis and verification toolsets. At the
other end of the spectrum, threcalculus has only been used in a few research prototypeaube its high
expressivity comes with a very high complexity of most rethalgorithms.

Naturally, tool developers have tried to add data to therriemodels, in order to keep them more
compact. For example in the CADP toolbox [19], the internalded is a version of Petri nets with data,
that can be later unfolded (eventually on-the-fly) into LES&able for model-checking. Recently a new
semantic-level format named NTIF [18], resembling our pL.h&s been devised as a more structured and
compact intermediate form between LOTOS or ELOTOS progranasthe CADP engines.

Many works have been done based on process algebra foumsiaitd have led to systems with a more
developer-oriented specification language. The FDR2 ®®]l ¢tfers a high-level language for expressing
CSP models, and an internal machine-readable dialect of[@3Rising a specific expression language,
more adapted to generate the models needed by the verifieatigines. The LTSA tool [23] uses Finite
State Processes (FSP) as an intermediate language (withsges and data parameters) for modelling
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4 Barros, Boulifa, Cansado, Henrio, Madelaine

concurrent Java programs. Another example of researchisj@gals close to ours make use of Symbolic
Transition Systems (STS) [28, 27], that are structures #akiour pNets. In the STSLib toolset, there is a
dedicated specification language (with abstract data jyfpedistributed components, that are modelled by
STS, themselves mapped to LOTOS programs that can be mbeeked with CADP.

In all these cases, two important questions are: 1) how dasglate the programming language (or spec-
ification language) semantics with the internal model, ahdtvproperties are preserved by this mapping?
2) how do you transform your (parameterized) internal mededo finite structures suitable for analysis
(usually LTS)?

Contribution  This paper tries to answer these questions in the framewfatistsibuted component sys-
tems. Toward this challenging perspective, we developedmdl and parametric behavioural model called
pNets We have used this formalism to express models for ProAdiseibuted applications, Fractal com-
ponents, and GCM distributed components. All our disteuinodels feature asynchronous calls with
futures, which lowers latency while preserving a naturataeflow oriented synchronisation.

One of the strong original aspects of this work is the focusgounon-functional properties, and the re-
sults we provide on the interleaving between functional@eafunctional concerns. Thus, the programmer
should be able to prove the correct behaviour of his distethwomponent system in presence of evolution
(or reconfiguration) of the system.

Structure of the paper In the next section we recall the features of Fractal thatle@enost relevant to
this study, describe the extensions proposed by the GCM inae sketch the informal semantics of the
GCM/ProActive implementation. In Section llll we define formatlyr basic model, named pNets (this
formalisation unifies and extends our previous publication4, 9, 6, 3]) and recall the main properties of
this model. In Section IV we describe the model construcfianciples for 4 successive kinds of appli-
cations, namely active objects, hierarchical componémts;tal components with synchronous controllers,
and asynchronous GCM components with controllers. In 8ed#f we present the CoCoME case-study,
that will be used to illustrate the rest of the paper. In Q¥ we describe the Vercors verification plat-
form, and its application to the case-study, from the inpetcfications, the model generation phase, to the
verification of properties. We conclude with an analysis efgpectives of this work.

[ Context

1.1 Fractal, GCM and ProActive

The Grid Component Model (GCM) [16] is a hovel component nibaéng defined by the european Net-
work of Excellence CoreGrid and implemented by the EU priof@édCOMP. The GCM is based on the
Fractal Component Model [10], and extends it to address Gnterns.

From Fractal, GCM inherits a hierarchical structure wittosg separation of concerns between func-
tional and non-functional behaviours, including for exaeniife-cycle and binding management. GCM
also inherits from Fractal introspection of components eswbnfiguration capabilities. Grids consider
thousands of computers all over the world, for that, GCM edgeFractal using asynchronous method calls
for dealing with latency. Grid applications usually havermarous similar components, so the GCM defines
collective interfaces which ease design and implememtaticuch parallel components by providing syn-
chronisation and distribution capacities. There are twalkiof collective interfaces in the GCM: multicast
and gathercast. A client interface may be a multicast iaterf meaning that a call toward this interface
can be distributed, with its parameters, to many serverfates. Similarly, a server interface may be a
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gathercast interface, meaning that multiple client cailslve synchronised and their parameters gathered
into a single call that will be performed towards the sendoeponent. The GCM also allows control of
components to be designed itself in the form of componentsbanefit from such a design; moreover, the
GCM specifies interfaces for the autonomic management amokaiion of components.

The Architecture Description Language (ADL) of both Fraetad the GCM is an XML-based format,
that contains both the structural definition of the systemponents (subcomponents, interfaces and bind-
ings), and some deployment concerns. Deployment reliegrtual nodes(VN) that are an abstraction
of the physical infrastructure on which the applicationlwi¢ deployed. The ADL only refers to an ab-
stract architecture, and the mapping between the abst@ttecture and a real one is given separately as
a deployment descriptor.

1.2 A GCM Reference Implementation: GCM/ProActive

A GCM reference implementation is based on ProActive [1&]Open Source middleware implementing
the ASP calculus [12, 13]. In this implementation, an actbgect is used to implement each primitive
component and each composite membrane. Although compasitponents do not have functional code
themselves, they have a membrane that encapsulates tenstraind dispatches functional calls to inner
subcomponents. As a consequence, this implementatiomndlsnts some constraints and properties w.r.t.
the programming model:

e components communicate through asynchronous methodwtilgansparent futures (place-holders
for promised replies): a method call on a server interfagisadrequest to the serverquest queue

e communication semantics uses a “rendez-vous” ensuringathsal ordering of communications;

e synchronisation between components is ensured with aflistasynchronisation calledvait-by-
necessity futures are first order objects that can be forwarded to amyponent in a non-blocking
manner, execution is only blocked if the concrete value efrésult is needed (accessed);

e there is no shared memory between components, and a singgeltis available for each component.

Each primitive component is associated to an active objeittem by the programmer, whereas the ac-
tive object managing a composite is generic and providechbyGCMProActive platform. In general,
composite components simply forward the functional retpiggeceives to its subcomponents. Primitive
component functionalities are addressed by the encapsiudative object. Most of the time, requests are
served in a FIFO order but arsgrvice policycan be specified when programming active objects (for primi-
tive components), by writing a specific method caltetiActivity (). Note that futures create some kinds
of implicit return channels, which are only used to reture @alue to a component that might need it. One
particularity of this approach is that it unifies the conceptomponent with the unit of distribution and
parallelism.

One essential property of GGMroActive is that the global behaviour of a component syssaiotally
independent of the physical localisation of components distaibuted architecture.

11.2.1 Life-cycle of GCM/ProActive components

Like in Fractal, when a component is stopped, only contrquests are served. A component is started by
invoking the non-functional requestitart (). For composite components and the primitive components
that implement a FIFO policy, as soon as a stop request isietee@d, the component can be stopped, and
then serves (only) the control requests.
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6 Barros, Boulifa, Cansado, Henrio, Madelaine

GCM/ProActive implements the membrane of a composite as areamtiject, thus it contains a unique
request queue and a single service thread. The requestsexiérnal server interfaces (including control
requests) and from its internal client interfaces are degp its request queue. A graphical view of a
composite is shown in Fig. 1.

Err Epc
T T
\\\\ c J runActivity ()
LTI
C.skT ——

%
C.cET

Subcomponents(S_i)

ilsET

Membrane
Active
Object

Figure 1:ProActivecomposite component

If a primitive component has aunActivity() method, then it is started if and only if it is inside
its runActivity () method. Since active objects are non-preemptive, the it therunActivity O
method cannot be forced: stop requests are signalled bggéte local variable sActive to false; then,
therunActivity () method should eventually end its execution.

Note that astoppedcomponent will not emit functional calls on its requireddrfaces, even if its
subcomponents are active and send requests to its intatagbices.

1l Theoretical Model

In this section we give the formal definition of our intermat@i language that we cdatarameterized Net-
works of Synchronised Automata (pNef®)is language is not a nemalculusin the tradition of theoretical
computer science that gave birthtacalculusr-calculus, ow-calculus, on which we would build new the-
ories or new languages; nor is it a new process algebra emtiaitie syntax, semantics, and equivalences,
that could be used to study new constructs for distributedpding. Rather, pNets give an intermediate
and general formalism intended to specify and synchromisebehaviour of a set of automata. We built
this model with two goals: give a formal foundation to the rabgeneration principles that we developed
for various families of (distributed) component framewaatkd build a model that would be more machine-
oriented, and serve as a versatile internal format for smvtools, meaning it must be both expressive
(from the universality of synchronised LTSs) and compaair{fthe conciseness of symbolic graphs).

The synchronisation product introduced by Arnold & Niva} i2both simple and powerful, because it
directly addresses the core of the problem. One of the maiaradges of using its high abstraction level
is that almost all parallel operators (or interaction megtas) encountered so far in the process algebra
literature become particular cases of a very general can@mchronisation vectors. We structure the
synchronisation vectors as parts obgnchronisation network Contrary to synchronisation constraints,
the network allows dynamic reconfigurations betweefedent sets of synchronisation vectors through a
transducerLTS. Our definition of the synchronisation product is serically equivalent to the one given
by Arnold & Nivat.
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At a next step, we use Lin’s [21] approach for adding paramete the communications events of
both transition systems and synchronisation networks.s&lm®mmunication events can be guarded with
conditions on their parameters. Our agents can also be ptedred to encode sets of equivalent agents
running in parallel. This leads us to the definition of pNést will later appear as being natural models
of software systems, because they correspond to the way ichvaevelopers specify or program these
systems: the system structure is parameterized and deddriba finite way (the code is finite), but a
specific instance is determined at each execution, or evéswdynamically.

We now give the formal definitions of the model in two steps. fik& give our definitions for LTSs,
Nets, and synchronisation product; these are equivaletttoge found in the literature, but we want this
article to be self-contained and with notations cohererhwhe rest of the model. Then we give the
definitions of our parameterized structures (pLTS and pNet)l of their instantiations; their semantics are
in terms of standard (infinite) LTS.

Notations In the following definitions, we extensively use indexedistures (maps or vectors) over some
countable index sets. The indexes will usually be intedmanded or not. When this is not ambiguous, we
shall by abuse use set vocabulary and notations, and tiypwedte “indexed set over J” when formally we
should speak of multisets, and still better write “mappirani J to the power set ofi”.

We use uppercase lette#sB, |, J, . .. to range over sets, and lowercase let&®ls i, j, ... to range over
elements of the sets. We wrify for an indexed multiset of setsf\j =< Aj >je3), andd; for an indexed
multiset of elementsa =< a; >jc3), WhereJ can possibly be infinite. For indexed sets of elements or sets
wesaydj=b & J=1AVjeJ a; = bj (element-wise equality). We write a.&; > for the concatenation
of an elemena at the beginning of an indexed s&j, = &; for an indexed set of equations §; = €j >jeJ),

e(X; « &;} for the parallel substitution of variableg By expressiongy within expressiore.

As part of our abusive notation, we extensively, and sometiimplicitly, use the following definition
for indexed set membershipy € A; & Vj € J a;j € A;. Cartesian product is naturally extended to indexed
sets so that the following is verifieds € Ag A &y € Ay =< 0.8 >€ [Tjcou A

We use the usual notions from (typed) term algebogerators free variablesclosedandopen terms
etc. Term algebras are endowed with a type system, thatdadtileast a distinguishéboleantype and
anActiontype.

.1 Networks of Synchronised Automata

We model the behaviour of a process as a Labelled Transitjste® (TS) in a classical way [25]. The
LTS transitions encode the actions that a process can peifoa given state.

Definition 1 LTS. A labelled transition system is a tufl§, so, L, —) where S (possibly infinite) is the set
of states, g€ S is the initial state, L is the set of labels, is the set of transitions >C S xLxS. We write

s o for (s, a,9) e—.

We defineNetsin a form inspired by [2], that are used to synchronise a (ptdd#y infinite) number of
processes.

Definition 2 Network of LTSs. Let Act be an action set. Ketis a tuple< Ag, J, O,, T >where A C Act
is a set of global actions, J is a countable set of argumerdied, each indexq J is called aholeand is
associated with @ort O; ¢ Act. The transducer T is a LTS, Sot, L1, —71), and Ly = (V =< ag.a) >
.ag€Ag, | CIAVYiel,aieO}
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8 Barros, Boulifa, Cansado, Henrio, Madelaine

Explanations Nets describe dynamic configurations of processes, in wthiehpossible synchronisa-
tions change with the state of the Net. They smmsducersin a sense similar to the Lotomaton expres-
sions [20, 26]. A transducer in the Net is encoded as a LTSstwlabels are synchronisation vectoms)(
each describing one particular synchronisation betweerattions ¢,) of different argument processes,
generating a global actios,. Each state of the transducercorresponds to a given configuration of the
network in which a given set of synchronisations is possiBleme of those synchronisations can trigger a
change of the transducer’s state leading to a new configarafithe network, that is, it encodes a dynamic
change on the configuration of the system.

We say that a Net istaticwhen its transducer contains only one state. Note that eaathsonisation
vector can define a synchronisation between one, two or natiena from diferent arguments of the Net.
When the synchronisation vector involves only one arguniengction can occur freely.

Definition 3 The Sort of a system is the set of actions that can be observed frondeutse system. It
is determined directly by its top-level structure, L for a3:TSor(S, s, L, —) = L, and A for a Net:
Sorf< Az, J O3, T >) = As.

As this is often the case in process algebras, sorts hereeteentned statically, and are upper approx-
imations of the set of actions that the system cdieatively perform. The precision of this approximation
depends naturally on the specific model generation proeediwut in most cases an exact computation is
not possible.

Building hierarchical Nets A Net is a generalised parallel operator. Complex systemsbaitt by com-
bining LTSs in a hierarchical manner using Nets at each leUdlere is a natural typing compatibility
constraint for this construction, in term of the sorts of themal and actual parameters. The standard com-
patibility relation is Sort inclusion: a systeBiyscan be used as an actual argument of a Net at posjtion
only if it agrees with the sort of the hol@; (Sor{Sy9 c O;). Here also, the compatibility relation may
depend on the language or formalism that is modelled; fomgta if actions represent Java-like method
calls, the compatibility could take into account sub-tgpin

Our behavioural objects being LTSs, and Nets being operateer LTSs, it is natural to give their
semantics in terms of products over LTSs. The definition efsynchronisation produttelow defines the
LTS representing any closed Net expression, computed ittarbeup manner. It would be also possible to
define asymbolicproduct over Nets that would reduce amgenNet expression to a single Net, in the spirit
of [20], but this is not necessary for our goals here.

Definition 4 Synchronisation Product Given an indexed sét; of LTSs

Py = (85, %5, Ly, 3), and a Net< Ag, 3,05, T = (St, %, L1, —7) >, such thatvj € J, L; ¢ Oj, we
construct the product LTE, s, L, —) where S= [j¢rusSj, S =< So.%, >, L € Ag, and the
transition relation is defined as:

I S=<5.5>A8=<g.58> A
s—»9 & <l.a> . @ .
ds —— g €—=7, I CI AViel,s—>5€ —i /\VJEJ\I,szs’j

[ll.2 Parameterized Networks of Synchronised Automata

Next we enrich the above definitions with parameters in thét s [21]. We start by giving the notion of
parameterized actions. We leave unspecified here the cotmts and operators of the action algebra, they
will be defined together with the mapping of some specific faliam to pNets.

INRIA



Behavioural Models for Distributed Fractal Components 9

Definition 5 Parameterized Actions.Let V be a set of nameg£,a v a term algebra built over V, including
the constant action. We call ve V a parameter, and & Layv a parameterized actiorBay the set of
boolean expressions (guards) oLy .

Definition 6 pLTS. A parameterized labelled transition system is a tuple pl®, S, s, L, —) where:
¢ V is afinite set of parameters, from which we construct thetelgebrala v,

e S is a finite set of states; to each state sS is associated a finite indexed set of free variables
fu(s) =%, CV,

So € S is the initial state,

L is the set of labelsy the transition relation~c Sx L x S

Labels have the form#< a, &, X;,:= &, > such that if s|—> s, then:

a is a parameterized action, expressing a combination oftmpge) C V (defining new vari-
ables) and outputs @e) (using action expressions),

& € Bay is the guard,
the variablesX;, are assigned during the transition by expressiégs
with the constraints: flog(e)) C iv(e) U X3, and f\ey) U fv(gy,) Civ(a) U X3, U Xy, .

Definition 7 A pNet is a tuple< V, pAg, J, |33,(53,T > where: V is a set of parameters, pAC Lav

is its set of (parameterized) external actions, J is a fingdedf holes, each hole j being associated with
(at most) a parameter jpe V and with a sort Q ¢ Lay. The transducer T is a LT, Sor, L1, T1),
which transition Iabels_(7 € L) are synchronisation vectors of the form: =< lg, {@tliel teg; > SuCh that:

I CIAB CcDom(pi) Aaj €O A fve) SV

Explanations Each hole in the pNet has a paramgtgrexpressing that this “parameterized hole” corre-
sponds to as many actual arguments as necessary in a giventiaton of its parameter (we could have,
without changing the expressivity, several parametershpt). In other words, the parameterized holes
expresgarameterized topologied processes synchronised by a given Net. Each parametesyrechro-
nisation vector in the transducer expresses a synchramsbetween some instances}{g) of some of
the pNet holesl(c J). The hole parameters being part of the variables of th@aatigebra, they can be
used in communication and synchronisation between theepsas.

A staticpNet has a unique state, but it has state variables that ersmde notion of internal memory
that can influence the synchronisation. Static pNets haweaite property that they can be easily repre-
sented graphically. We have used them in previous pubticatio represent them in the Autograph editor
[22].

The sorts of our parameterized structures are sets of p&earedl actions:

Definition 8 Parameterized sorts:
Sor(V,S, s, L, =) ={a|Ael.l= <a, &, X, =8, >}
Sort<V, pAs, J B3, 05, T >= pAs

Example The drawing in Fig.[ 2 shows a (static) pNet representing sopbpher problem table, with
2 parameterized holes (indexed by the same varigbfer philosophers and forks. On the right side are
the corresponding elements of the formal pNet, in which weethe syntax(s1.a to denote the action set
{ad, te {s}.
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10 Barros, Boulifa, Cansado, Henrio, Madelaine

PhiloNet= <V, pAg, J, ps, 05, T > with:
V = {k}

PAG = {Think!k, Eat!k, takeG'k, takeD!k,
takeG?k, takeD?k, dropG'k, dropD!k}

J = {Philo, Fork}

Pphilo = K, Prork = K

. drop!} Ophilo = {Ext.Think, Ext.Eat, FD.take!, FG.take!,

Ext: {Think, Eaf}

ake!, take?, dropt} FD: {take

FD.take?, FD.drop!, FG.drop! }

OFork = {Ph.take?, Ph.take!, Ph.drop?}

T has a unique state, and transitions with the
following labels:

Lt ={

Ph: {take?, take!, drop?} <Think'!k, Philo[k].Think>

<Eat!k, Philo[k].Eat>

<takeG'!k, Philo[k].FG.take!, Fork[k].Ph.take?>
<takeD!k, Philo[k].FD.take!, Fork[k+1].Ph.take?>
<takeG?k, Philo[k].FG.take?, Fork[k].Ph.take!>
<takeD?k, Philo[k].FD.take?, Fork[k+1].Ph.take!>
<dropG'k, Philo[k].FG.drop!, Fork[k].Ph.drop?>
<dropD!k, Philo[k].FD.drop!, Fork[k+1].Ph.drop?> }

Fork [K]

Figure 2: Example of pNet

Building hierarchical pNets Except from the occurrence of parameters in the structulabefls, the rest

of the construction of complex systems as hierarchical pXptessions is similar to the previous section,
with the additional parameterization of arguments: anadparameterized) argument of a pNet at position
Jis apair< SysD >, whereSysis a pNet (or pLTS) that agrees with the sort of the h@el(Syg c O;),
and® is the actual domain for the hole paramepgyi.e. denotes the set of similar arguments inserted in
this hole.

We do not define a synchronisation product for pLTS that wgitd some kind of “early” or “symbolic”
semantics of our generalised pNets. Instead, we defineninstians of the parameterized LTS and Nets,
based on a (eventually infinite) domain for each variable.

Given a hierarchical pNet expression, and instantiatiomaias for all parameters in this expression,
the definitions below allow us to construct a (non paramadel) Net expression, by applying instantiation
separately on each pLTS and each pNet in the expression.cahibe performed both for closed or open
pNet expressions, the result being, respectively, closepen Net expressions. In the first case, closed Net
expressions can then be reduced to a single LTS (expredsrngjabal behaviour) using the synchronous
products in a bottom-up way.

Definition 9 pLTS Instantiation GivenapLTS P=<V, Sy, s, Lp, —p>, With V = %, and given a count-
able domainfor each variableDy = {D(X)}xev, and an initial assignmenty for the variables of the initial
state g,, the instantiationd(Pp, Dy) isa LTS P=< S, so, L, —»>

such that:

o S = Usyes, [Splfv — &llvxe V. Yey € D(x)},
e S = So,{fV(so,) < po(fV(0))},
e L is the set of ground actions (i.e. closed terms) of the aatigebraLay,

e — (€ SXLX9 = Ut e, (1) is the union of instantiations the of parameterized transi, built in
the following way:
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Ip=<eg, )?Js,iz éJS, > .
lett=5———— s'p be a transition,

let Vi = fv(s) U fv(e) U fv(s) the free variables of t, an@y, their instantiation domains, then

if ep{Xy, < &} == False therp
otherwise
o®= | 1 letw = (%, — 8

D | i {w(s) M, St 3j € Je.x = x;.then xe— y(e)®) else x— ex}}

Apart from the proliferation of indexes, this definition isiite natural and straightforward; only the
case when variables of the target state are assigned dharigansition needs care (see (*) in the equation),
because the assigned open expressigns€ed themselves to be instantiated.

This operation has an upper-bound complexity that is expitedeén the cardinality of the instantiation
domains, in number of states and transitions.

Definition 10 pNet Instantiation Given a pNet Iy =< V, pAg, J, f)J,éJ,T >, with the transducer T=
(ST, Sor, Lt, Tt), and given domain®y for variables in V, the instantiatiod®(Np, Dy) is a Net N =<
A;, Y, 0, T >, with T" =< Sy/, so1v, L1, T1- > constructed in the following way:

1) expand the parameterized hole$:JP(J) = Uj3D(p;) whereu is a disjoint union (or concatena-
tion) of sets; let Jc be the part of Jcorresponding to the expansion of hole number j;

2) instantiate the sort of holes and the global sort:
fori e J;, build O] = Uaco, ©(2)
A/G = UaepAg (D(a)

3) instantiate the transducer:
ST/ = ST
Sotr = Sot
Lt = UveLT{(D(V)} the expansion of the synchronisation vectors:
. for eachV =< lg, {aitliciten > letV = fu(V), Dy their instantiation domains,
for each possible valuatio, of the variables in V,
lety = {% « &} the corresponding instantiation function,
expand each parameterized actiondfy;;) = if j ¢ | then< «, ..., x>
else< xg, ..., Xy >, with % = = if k ¢ B;, ¢(;:) otherwise,
build ®(¢, V) as a vector of cardinalityd’| as the concatenation of subvectors
X € ®(ajy) for each hole j J,
(V) = (0(4, V)}y
Tr = U s)er, (82, 8),a € O(V))

Naturally, even if the above definition does not supposediimdss of the parameter domains, it will be used
in practice with finite instantiation domains, and finite toes.

Example Small instantiation of the philosopher system in Fig. 2:
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12 Barros, Boulifa, Cansado, Henrio, Madelaine

@(PhiloNet D(k) = {1,2}) = < A;, ,0),, T’ > with:

Ag = {Think!1, Think!2, Eat!1, ...}

J’ = {Philo, Philo, Fork, Fork}

O/philgw = {Ext.Think, Ext.Eat, FD.take!, ...}
()/ph”dZ)ZZ {Ext.Think, Ext.Eat, FD.take!, ...}
L/ ={

<Think!1, Think, *, *, *>
<Think!2, Think, *, *, *>

<takeG!1l, FG.take!, *, Ph.take?, *>
<takeD!1, FG.take!, *, *, Ph.take?>
}

Expressivity In [4], we gave examples of pNets representing various kofdgcursive functions: The
“data flow” within an index family of pLTSs is expressed by atequate indexing within the synchronisa-
tion vectors. A similar construction could be used to shoat the model is Turing-expressive.

In practice, and in this paper, we are more interested inesging specific patterns of parallelism and
synchronisation.

111.3 Data Abstraction

The main interest of the instantiation mechanism definedasoig the ability to build specific domain
instantiations with specific properties. In particulanthié instantiation domains are finite, and are built in
such a way that they constitute abstract interpretatiotiseoihitial parameter domains, then the instantiated
Net is finite. Moreover if parameters were only used as valassing variables in the original pNet (by
contrast with parameters of the system topology), then weagmly a result from Cleaveland and Riely
[15] to justify the use of finite model-checking on our ingtated model:

Property 1 Let Sys be a (closed) pNet expression, with parameters iconcfete) parameter domains
Dy, and abstract parameter domaitfy,, with the following hypotheses:

- eachA, is an abstract interpretati(ﬂmf the corresponding concrete domdin;

- the domains of pNet holes parameters in Sys are unchangeug @pstraction;

then the abstraction preserves thgecification preorder

The specification preorddd.5], or the better knowrtesting preordefl4] are closely related to safety
and liveness properties. Given a system and a specificaginof properties), one can build a “most
abstract” (finite) value interpretation relatively to theesification, and try to establish its satisfaction. If
this succeeds, the result is valid also for the concretes(iatlly infinite) system; if it fails, one can select
a more concrete{ more values) interpretation and repeat the analysis.

In cases where the instantiated variables are paramettrs sfstem topology, then the previous result
does not apply. But the same procedure can be used to builiteerfindel for one or more finite abstractions
of the value domains. Even if this does not provide a proofadithty on the original system, it is still a
valuable debugging tool.

1[15] was using a slightly relaxed condition called “galaisértions”
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Figure 3: Communication between two Active Objects

IV Behavioural Models for distributed Applications

IV.1 Active Objects

The first application of pNets that we have published was foARtive distributed applications, based on
active objects, before the introduction of components4l®] we presented a methodology for generating
behavioural models for ProActive, based on static analgsite JavAProActive code. This method is
composed of two steps: first the source code is analysed bsictéd compilation techniques, with a special
attention to tracking references to remote objects in thiecand identifying remote method calls. This
analysis produces a graph including the method call graphsame data-flow information. The second
step consists in applying a set of structured operatiomabsgics (SOS) rules to the graph, computing the
states and transitions of the behavioural model. The pNeteihfits well in this context, and allows us
to build compact models, with a natural relation to the cadecture: we associate a hierarchical pNet to
each active object of the application, and build a synclsation network to represent the communication
between them.

Fig. Jillustrates the structure of the pNets expressingsgnehronous communication between 2 active
objects. A method call to a remote activity goes through ayprihat locally creates a “future” object, while
the request goes to the remote request queue. The requastearts include the references to the caller and
callee objects, but also to the future. Later, the requestenantually be served, and its result value will
be sent back and used to update the future value.

The construction of the extended graphs by static analgsischnically dificult, and fundamentally
imprecise. Imprecision comes from classical reasons (lgaenly static information about variables, types,
etc), but also for specific sources: it may not be decidalaticsily whether a variable references a local
or a remote object. Furthermore, the middleware libranetuide a lot of dynamic code generation, and
the analysis would not be possible for code relying on refigkiclassically used to manage some types of
“dynamic topologies” in ProActive.

Nevertheless, for a reasonable subset of ProActive progjreua have the following result [9]:

Theorem 1 Finite pNet Construction: The analysis terminates, and (up to abstraction during gsia)
each active object is modelled by a finite pNet hierarchy.

IV.2 Hierarchical Components

Going from active objects to distributed and hierarchiaainponents allows us to gain precision in the
generated models. The most significarfatience is that required interfaces are explicitly declaaed are
local in the component code, so we always know whether a rdetab is local or remote. Moreover, the
pNets’s formalism expresses naturally the hierarchicakcstire of components.
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14 Barros, Boulifa, Cansado, Henrio, Madelaine

To formalise the model generation for components, we givefaition of the structural information
that is usually given through Architecture and Interfacérdon languages (ADL and IDL resp.). This
definition extends slightly those used in Fractal or in theMGC

Definition 11 Component Structure:

A Component C is a tuple V, Xy, Elc,Ec >, where V is a set of parameteis, a term aIgebraEIc is
the set of external interfaces of C, aggthe content.

An Interface type Ity= < M > is a set of methods m < T,nameA > with T its return type, and
each A= < Tp,name> a typed argument.

An Interface is a tuple Itf= < namelty,«,v,p >, where Ity is its interface type, is the Fractal
contingency (mandatory or optional)js the interface multiplicity, and the interface role (either required
or provided).

The Content of a composite component is a tigle= < lItf,SC B >, wherelltf is the set of
internal interfaces the set of bindingsS C is the set of parameterized subcomponents=SG, C >,
with ve V a parameter, and C a component.

A Binding B is a pair< Cy.cltf,Cy.sltf > with G = self| subJexpr € Xy] identifies either the
composite itself or one instance of a subcomponent, andisl#f client interface and slitf is a server
interface.

Note that we leave here undefined the content of a primitivepmment. It will depend on the frame-
work, and be used to generate a pLTS representing the prinbehaviour. We also leave undefined the
algebraXy, that is used to build expressions for specifying indexebiwithe parameterized structure; it
will depend on the domains used for the parameéteirs a specific language.

From the information in a Component structure, it is stréfigiwvard to generate a pNet representing the
communication between the interfaces and the subcompmrfesrn the following elements:

¢ the pNet has one hole for each (parametric) subcomponent;

o the pNet global actionpAs and hole sort©); are sets of actions of the for@.Itf[!|?]m(afg) for
performing/ serving a methodh with each argumerdrg € Xr, v,

« its transducer has one parameterized synchronisatioomecteach binding irB.

We have shown examples of proofs using such models in [5].

From now on, we have achieved a natural model generatiorpéoatnetric) hierarchical systems, that
can be compared with existing methods of other verificatramgworks, e.g. CADR;CRL, or 7zADL.
One important dierence is that we have explicitly limited ourselves to (dabte) static systems, and use
a property-preserving abstraction mechanism. Now we harilthis result to introduce some management
and reconfiguration mechanisms in such a way that our vetigitanethods still apply.

IV.3 Hierarchical Components + Management Interfaces= Fractal

In the Fractal model, and in Fractal implementations, thd_Al@scribes a static view of the architecture,
and non-functional (NF) interfaces are used to control dyioally the evolution of the system. In this
section we define models for the Life-Cycle Controller (LiRgahe Binding Controller (BC), in terms of
pLTS generated from the Component structure of the prevseation.

Stopping a component in Fractal means that its functionligcis detained, while NF calls are still
allowed in order to allow reconfiguring the component. Thimiodelled with an interceptor of all incoming
calls. Then, depending in the components life-cycle (sthor stopped), functional calls are allowed or not.
Similarly, we only allow rebinding interfaces when the campnt is stopped.
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A LF pLTS (see Fig/ 4) is attached to each component. Conttibras (starstop) are synchronised
with the parent component and with all of its subcomponems(that this will not be the case for the asyn-
chronous version); and status actions (stastegped) are synchronised with the component’s functional
behaviour and with the BC, because the BC may only allow dib@of interfaces when stopped.

ind(C;. Itf) Tunbind(C;.Itf)
1 BC i
ind(Cy.Itf)  Tunbind(Citf)
?start ?stop tunbound lbound(C;.1tf)
- - @ Pbind(C;.Itf)
LF B — CItf
!Stf%% ?start Istarted i Itf
tunbind(C;. It f)
’@ lbound(C;.1tf) lunbound
?stop \ /'
? M(aig g \C;. It f M(GFg)
!stopptzd !sta:ted 5

Figure 4: pLTS of Fractal Life Cycle and Binding Controllers

A BC pLTS (see Figi 4) is attached to each interface. Contribas (bindunbind) are synchronised
up to the higher level (Fractal defines a white-box definifmrNF actions) and with theffected interface;
status actions (bouywhbound) are used to allow method cal§arg), to forward the call to the appropriate
bound interface and to signal errors. The latter is a disiistyed actior€(unboundC, Itf), visible to the
higher level of hierarchy, and triggered whenever a mettaldg performed over an unbound interface.

Note that we put external interface automata of a compometitd next level of the hierarchy. This
enables us to calculate tieentroller automaton of a component before knowing its environmentsThll
the properties not involving external interfaces can béieerin a fully compositional manner.

By lack of space, we do not give here the detailed definitiotmefoNet expressing the synchronisation
of the LF/BC controllers of a component with its functional behavijdurt we sketch its structure in Fig.
[5. For synchronous Fractal components, the role of thedafor is to synchronise incoming requests
with the life-cycle state (either started or stopped adjan order to restrict the allowed requests; allowed
requests are synchronised with the inner part of the compsee Fig. B).

In this drawing, the behaviour of subcomponents is reptteseby the box name8ubC*. For each
interface defined in the component’s ADL description, a baxogling the behaviour of its internal{ and
sll) and externaldE | andsEl) views is incorporated. The doted edges inside the boxésdteda causality
relation induced by the data flow through the box. Primitieenponents have a similar automaton without
subcomponents and internal interfaces.

Building and using variants of this model The previous model construction is applied bottom-up thou
the hierarchy. The generated model is powerful enough teeppooperties about deployment, normal be-
haviour, or reconfiguration, of a whole system. For pragora&asons, it is interesting to distinguish variants
of this model in which only selected management actionsiaikle or authorised. We define the following
variants:

e [Static AutomatohThis is the model in which all controllers are initialised a “started” state, and
all control actions are hidden. If the ADL was correct, theshould be equivalent (up to weak
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Figure 5: Synchronisation pNet for a Fractal Composite Coment
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LF !stoi ped
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?stop started IM(aFg)

Istart ind(C.Itf,C;.Itf)
Istop lunbind(C;.1tf, Cj.Itf)

Figure 6: Interceptor for Synchronous Fractal Components

bisimulation) to the hierarchical component model (withoantrollers) from the previous section,
otherwise, there will typically be reachable “unbound ifdee errors”. Itis used to check the normal
behaviour of the system.

[Deployment AutomatdriwWe define adeployment sequender each composite as a sequence of
control operations, expressed by an automaton, endingandthtinguished successful actigh And

we build anundeployed modedimilar to the static model, but with controllers initiaid in their
unbound resp. stopped states. Then thdeployment automatois the product of the undeployed
model with the deployment sequences. It allows to check dorectness of deployment specifica-
tions, which is characterised by reachability\af

[Reconfiguration ModeJsf we build the full model, then we can check properties tigkato recon-
figuration. This can be very costly because of the size of thiemalphabet, so it can be refined by
only keeping visible selected sets of control actions.
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IV.4 Distributed Components: GCM/ProActive

In the subsectioh V.1 above we have shown how to build thedelr of ProActive activities; this cor-
responds exactly to the functional part of the behaviourrohjive components in our distributed imple-
mentation of Fractal. We now extend the model of Sedtion WitB this communication protocol in order
to model GCMProActive components.

Primitive Components Let us recall the principle of asynchronous communicatietween two GCYProAc-
tive primitive components, inherited from ProActive (sdég/B). There, a method call on a client interface
goes through a proxy, that locally creates a “future” ohjadiile the request goes to the request queue of
the dfected component. The request arguments include a refeteiioe future, together with a deep copy
of the method’s arguments; this is because there is no ghbetween components. Later, the request may
eventually be served, and its result value will be sent badke future reference.

The Body box in Fig.[ 3 represents the component’s functional behayiand is itself modelled by a
synchronisation network made from the synchronisatiordped of therunActivity() method’s pLTS
— ProActive’s service policy — with the behaviour of servibethods (methods defined by provided inter-
faces).

M.fut,args 'l;equest
1Istopped- Ireturn b N/I.fulz.args
3 LF Istart roxy

Body = SR
?Reponse
Istarte istarted p

M,fut2,args

Istop

?Ser
startjstop
! startistop
?Serve
bind/unbing;args
O! bind/unbind (args)

NewServe

Mor NFfut,args V1bind/unbind,args
Figure 7: Behaviour model for a GGHroActive Primitive

In the model of a GCIYProActive primitive component we enrich the controller loétactive object by
adding two extra boxe4,F andNewServe which correspond to the Interceptor in Fig. 5. The resgltin
pNet is drawn in Fig/ 7. Th&ody box is the only part that cannot be generated automaticaiiy the
ADL; it comes from the user-provided behaviour specificataf the primitive (though its sort is fully
specified).

NewServeimplements the treatment of control requests. The actitart™sfires the process represent-
ing the methodrunActivity () in theBody. “stop” triggers the! stop synchronisation witlBody (Figl7).
This synchronisation should eventually lead to the tertidmaof the runActivity () method (return
synchronisation). In the GCNroActive implementation, this is done through setting stege variable
isActive to false, which should eventually cause thenActivity() method to finish, only then the
component is considered to be stopped. Note that this magndiegn the programmer’s implementation of
therunActivity () method, so it is worth verifying in the generated model!
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The Queuebox can perform three actions: (1) serve the first functionathod corresponding to the
Serve API primitive used in the body code, (2) serve a control mdtboly at the head of the queue, and
(3) serve only control methods in FIFO order, bypassing timetional ones.

Composites Components A composite membrane in GGMroActive is an active object. When started,
it serves functional or control methods in FIFO order, forsiag method calls between internal and external
functional interfaces. When stopped it serves only congqliests.

!.2:equesl

RunActive M,fgtz,args

2call(M,args)
start/stop
! startistop

?Response

?Serve
rgs 'Response Requyest M. fut2,args
M.fut,args M,fut2,args !

?Serve

bind/unbing/args
Ifut.call(M;args;
O ! bind/mbind (args)

?Res €
M.fut2,args

fut

Body Proxy
‘:‘ ?!slan/slop !S’\l‘elr:v eFirstNF
| ,args
Istopped | S
—
lstaned Composite
e D) Membrane (Interceptors + LF)

| IServeFirst

\ M or NF fut,args

| Queue

 !bind/unbind,args !Response

A M.fut,args

Figure 8: Behaviour of a composite membrane

Fig. 8 shows the model of the membrane, that is similar toitlerceptorfrom Fig. [5, though more
complex. The membrane model is created from the descripfitime composite (given by the ADL). Note
that the future reference®foxy box in Fig. [8) are updated in a chain following the membramemf
the primitive serving the method to the caller primitive.n& the method calls include the reference of
the future in the arguments, future updates can be addrefsadly to the caller immediately before in
the chain. Consequently, like in the implementation, theriupdate would not beffected in case of a
rebinding or a change in the life-cycle status of the compeOur model is expressive enough to reflect
this property.

In papers [7, 5] we have shown some preliminary results ofyaisaperformed using this model. How-
ever, as will be discussed in the next section, an automadlcsupport is not yet available for the full
GCM/ProActive model generation.

V Description of the CoCoME Case Study

As a matter of testing the behavioural model above, we medalla full-fledged case-study called Common
Component Modelling Example (CoCoME [17]). As its name ss3g, CoCoME is a joint collaboration
leaded by the Gl-Dagstuhl Research Seminar for defining arcmmtomponent example to serve as basis
for comparing diferent component models. The system consists in a Poina@f{80S) industrial appli-
cation. It is made of &ashDeskLine component, and alinventory component. Th&€ashDeskLine
deals with sales whereas tliaventory is in charge of the database and of administrative managemen
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Figure 9: The CoCoME overview

Multiple CashDesks are found within th€ashDeskLine, each of them connected to a common bus (mod-
elled as a component as well). TheshDesk’s peripherals, such as creditcard readers and printegs, ar
controlled by dedicated components that bridge the midalewvith the hardware. An outline of the sys-
tem can be seen in Fig| 9.

The example showsfibmuch of pNets’s expressivity: (1) Components have nonatrfunctional be-
haviour. pLTSs allow us to keep any functional behavidtieaing the application control flow including
some data flow. (2) There are multiple — similar — componeunty ®sCashDesks. These are expressed
as families of processes in pNets allowing a generic (andeosed) representation. Arguments in method
calls can be used to address a specific component within thié/fa3) There are 5 layers of composition
wherein pNets’ hierarchical structure fits in.

VI Platform Overview

Our platform comprises several tools for assisting thefieation process. Rather than creating a new
model-checker, we implement our model-generation metlodsway that they ficiently integrate with
existing state-of-the-art tools for checking componemicications based on the models of Section IV.

Internal Model Verification

Abstraction /
pNets o Input Language
] [ Instantiation ] Fiacre / LOTOS

User Input

ADL + IDL + BDL

>
High-Level Constructs
UML Specification

Model-Checker
CADP

Domain Specific
High-Level Constructs

iﬁ

Figure 10: The VERCORS architecture
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Fig. [10 gives a snapshot of the platform. In the next subsestive shall describe in details its three
parts: the input from the user (VI.1), the behavioural md@#I2), and the verification of propertigs (VI1.3).
We illustrate our platform through the formal verificatiofitbe previously outlined case-study.

V1.1 User Input

For automatically building the behavioural model we takeva-fold approach: (1) the architecture and
hierarchy information are extracted from the ADL (and IDBEpd (2) each of the primitive component’s
functional behaviour is specified by the user in an autorbated language which we call Behavioural
Description Language (BDL).

The architecture shown in Fig. 9 is specified in a XML file usthg Fractal ADL. This file specifies
the deployment topology of the component system. The ADIltHerCashDesk is defined as:

<component name="CashDesk">

<!-- interfaces -->

<interface signature="CashDeskLine.if.CashBoxEventIf" role="client" name="cashBoxEventIf"/>

<interface signature="CashDeskLine.if.ScannerEventIf" role="client" name="scannerEventIf"/>
. other interfaces

<!-- subcomponents -->

<component name="ScannerController">
. other subcomponents

<!-- bindings -->

<binding client="ScannerController.scannerEventIf" server="this.scannerEventIf"/>

Then, interface signatures are given with the Fractal fater Definition Language (IDL). In the imple-
mentations we consider, this definition is given by Javarfates describing the signatures of the methods
of each component interface. With this analysis, we are kil in the model of Section V.2 and 1V|3.

Finally, the functional behaviour is given by a BDL. We nedzbhaviour language expressing transition
systems with data, but much more abstract and user-frighdly pNets, and that will be easily related with
the component structure (ADL and IDL) In our current profmy we have used LOTOS, that is a natural
choice for interfacing with the CADP toolset, but needs a plicated mapping with the IDL objects.
Recently, we have also developed a tool called CTTool [IhgidML2 statemachines diagrams to express
pLTSs, and a variant of UML2 component structures to spehiysystem architecture (but only in the static
case). We also plan to provide a textual specification lagguhat would integrate smoothly architecture
and behaviour specifications for GCM applications, butihitill in progress.

VI.2 Internal Model

We start the analysis of the input files mentioned above ftoraatically building the behavioural model
in pNets seen in Section V. This is done BPL2N, which is a tool written in Java for generating the
behavioural models of Fractal components by analysingythes’'s ADL and IDL (see Section 1V.2).

Similar to a Fractal implementation, the use of BC and LF ruldrs allows one to model the de-
ployment of the system as well as to do basic reconfiguratitimmthe system. In our case checking the
safeness of these can be done statically by buildingthtic Deploymenbr Reconfiguratiorautomata of
Section IV.3.

In practice the user ADL2N will use the tool GUI to specify at the same time the methods will be
visible, the arguments that are significant, and the finggaintiations of those parameters. The visibility of
methods and the abstraction (see Section I11.3) dependeofotimulas to be checked. Although it should
be possible to infer safe abstractions given a set of forgdita the moment it is up to the user to provide
finite abstractions of the data domains.
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CashDesk

Queue Coordinator

[n]

4
EventBus serve(saleRegistered,sale)

CashDeskChannel Body

Iserve(saleRegistered,sale)

Q saleRegigtered tau [ 2waitForvalue(sale)
Eventlf

?expressModeEnabled()

- ol lexpressModeControlIf[ANY].

E);zrtﬁlsl';?‘.]‘je tau expressModeEnabled()

[n

lexpressModeControlIf[ANY].
CommonBus expressModeDisabled()

Figure 11: A partial pNets model of CoCoME

The output ofADL2N is the pNets behavioural model of Section 1V.3 with the ababstractions and
with the selected actions hidden. In Fig. 11 we include actkef a pNets model for the CoCoME. For
CoCoME, specifying instantiations in such a way that we datleck 6 formulas (expressing various usage
scenarios), the generated model had 81 distinct trandaioels (instances of communication events). Its
size before reduction was approx. 1.25 million statmillion transitions, and after reduction by branching
bisimulation only 9800 statg¢s33 000 transitions.

For the moment, our tools are only generating the synchremoodels discussed on Section IV. Al-
though limiting, it allowed us to find some interesting prdjess of the case-study discussed in the follow-

ing.

VI.3 \Verification

In the current toolset, we only interface with finite-statedal-checkers, and namely with the Evaluator
model-checker from the CADP toolset, that feature a véligient check of branching-time logics, together
with on-the-fly generation, cluster-based distributediestgeneration, tau-confluence reduction, etc.

We give here verification examples of various usage scenarihere are many ways of encoding
formulas. Some of them are very powerfulasalculus, but at the same time hardly usable by non-experts
We propose to write formulas using extended automata. Theiisitions contain predicates with logic
quantifiers, and naturally the same data-types than thersyspecification. Their states can be marked
as either acceptance or rejection. An automaton may changeyt state whose transition predicates are
satisfied. If a final state is unreachable, the formula isfdlidoreover, there are special predicates:

- NOT(i), (i AND j), (i OR j) with their usual meaning,

- and ANYOTHER as a shortcut meaning that all labels not satisfying othaarsitions from the state
satisfies the predicate.

VI.3.1 Absence of Deadlocks

There are basic formulas that can be proved, the most comeiag the absence of deadlocks. In the case
of our CoCoME specification, this ends-up being trivialljsabecause of two reasons:
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- the presence of exceptions: in our specification, raismeaeption blocks the system. So we should
rather search for deadlocks that are not following an exeapt

- the synchronous semantics of Fractal components usee icutinent state of tools: our components
are mono-threaded, and communications are synchronoua.régult, the system deadlocks due to
race conditions over the EventBus.

ANYOTHER To show this, we write a formula expressing that all deaddcate the con-
sequence of an exception, and model-check this formula.eNeegcisely we
write the negation, i.e. that any transition is followed loyree other transition

NOT(Exception) as long as an exception has not been raised. The answer wégetwe eval-

uate the former formula is “false” (the formula does not gfaThe diagnostic
trace shows two controllers on a race condition over the BBien They form
a dependency-cycle and thus the system deadlocks.

Note that these kind of scenarios would not be present intdhlited version using GCMProActive
because of the asynchronous method calls. These requedidiared in the queues. Therefore, we have
more deadlocks in a synchronous implementation of the sydtan those we would have with ProActive.

Nevertheless, using the CTTool specification we were abfgdee some interesting scenarios, and to
find some errors (or underspecifications) within the refeee@oCoME specification.

VI.3.2 Safety of the Express Mode

NOT(BookSale<*>) An unspecified scenario was found relating a Use Case
Q from CoCoME. There is nothing within the reference speci-
o 2lestarted O fication that states when a CashDesk may switch fromn
8 ExceededNumProducts  EXpress Modeln fact, the system ends-up in an inconsistent
NOT(ExpressModeEnabled) state if an express mode signal is triggered during an oggoin
sale.

This scenario can be found using the formula on the left.
A sale starts within th&lormal Mode and before a sale is booked an exception unique t&xpeess Mode
is raised.

VIl Conclusion and Perspectives

This article defines the pNet model, a powerful extensiorabélled transition systems, that features more
structuring in terms of hierarchical synchronisation natks, and more expressivity through the use of
parameters at both LTS and Networks levels. This model id tmerepresenting the behaviour semantics
of distributed systems, starting with a basic active olsjeobdel, then introducing step by step a hierar-
chical component structure, Fractal non-functional calfers, and finally the GCMProactive distributed
implementation of Fractal.

This kind of semantic-level model is widely used inside gsizl and verification toolsets, because it
provides a compact and well-defined intermediate formatémnecting code analysers or code generators
with model-checking or equivalence engines. When dealirij @oncurrent or distributed systems, inter-
mediate models often make strong hypotheses on the typenohsynisation and communication mecha-
nisms addressed, for example LOTOS-like parallelism in ®AEhannels in Promela, or Petri nets in other
cases. Our choice with the pNet model is to have low-levehjprres (LTS+ synchronisation vectors) that
are able to represent many possible mechanisms. Anotheriam trade-& is between parameterized
representations (close to developers code) and loweldsypdicit-state encodings that are required by the
model-checkers.
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We argue that the pNets model allows for finite and compaatessgmtation of systems, expressive
enough to capture a large family of behavioural propertidsoth synchronous and asynchronous applica-
tions.

Our definition of model-generation algorithms for disttied component models is part of a larger
project, and we have stressed that an ambitious goal of tbjegt is to make these tools available to (non-
specialist) developers. The last section of this articktakes the current state of our verification platform,
and results of model construction and analysis for a middte-case-study. The tools currently allow
to build behavioural models for synchronous Fractal congpds with partial support for non-functional
controllers. The case-study shows that it scales up well.

The Vercors platform (generation, instantiation and cosies tools) and the CTTool editor, as well as
the CocoME case-study, are available at our weBsite

We are currently working on the controller generation foe BCMProactive asynchronous compo-
nents. Encoding their request queues brutally with pNep@ssible, but can be very expensive in term of
statétransition complexity. Possible solutions use either datgid algorithms or on-the-fly techniques for
model generation, or specific parametric representatiang §pecialised “infinite-state” engines).

There is an open problem for properly integrating the behanmilescription language with the rest of the
component descriptions. This will be still more importarttem dealing with reconfiguration specifications.
We are working on a specification language integrating &chiral and behavioural views, with high-level
constructs for system reconfiguration, and for Grid sped&atures like collective interface policies. Con-
cretely, this will be a Java-like language that takes aechitral aspects as primitives within the language,
and complex communication primitives for dealing with nll components, asynchronous method calls,
and data distribution. This language can be used as an iaptitef Vercors platform, but also for tools that
will generate Java code-skeletons with strong guarantees.
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