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Commande passive pour la poursuite de trajectoires
dans les systmes Lagrangiens non-eguliers
multi-contraintes

Résune : Dans cette étude, on considere le probleme de la commaouteassurer
la poursuite des trajectoires pour une classe de systemg®ihgiens non-réguliers
soumis a des contraintes unilatérales sans frottemene ddmmande basée sur la
passivité garantit certaines propriétés de stabgiér le systeme en boucle fermée.
Une attention particuliere est accordée aux phases dsiti@ avec impacts et aux
phases de détachement. Ce travail étend précéderaaxraur le sujet car on considere
des systémes avec plusieurs contraintes eiegré de liberté.

Mots-clés : Systemes Lagrangiens, Probleme de complémentarif@adts, Stabilité,
Poursuite des trajectoires, Commande basé sur la pés$Syistemes non-réguliers
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1 Introduction

The tracking control problem under consideration was sd [4] mainly in the 1-
dof (degree-of-freedom) case andlih [4] in the&lof case. Both of these paper consider
systems with only one unilateral frictionless constrakére we not only consider the
multiconstraint case but the results in Seclibn 7 relax segnghard to verify condition
imposed inl[4]. We note that in the case of a single nonsmaogtact the exponential
stability and bounded-input bounded state (BIBS) stabilias studied in[[17] using
a state feedback control law. A study for a multiple degrekefeedom linear sys-
tems subject to nonsmooth impacts can be foundih [18]. Tpatomch proposes a
proportional-derivative control law in order to study BIB&bility via Lyapunov tech-
nigues. Another approach for the tracking control of nonsthanechanical systems
(so-called billiards) can be found in [10,]16].

This paper focuses on the problem of tracking control of clementarity La-
grangian systems [19] subject to frictionless unilateahstraints whose dynamics
may be expressed as:

0<Xx L F(X)
Collision rule

{ M(X)X +C(X, X)X +G(X) =U + VF(X)\x
>0, 1)

RR n° 6483



4 Morarescu & Brogliato

where X (t) € R™ is the vector of generalized coordinatéd,(X) = M7 (X) €
R™*™ is the positive definite inertia matri¥; (X)) € R™ represents the distance to the
constraintsC'(X, X) is the matrix containing Coriolis and centripetal forc€§,X)
contains conservative forcedx € R™ is the vector of the Lagrangian multipliers
associated to the constraints dide R™ is the vector of generalized torque inputs. For
the sake of completeness we precise ¥iatenotes the Euclidean gradiénf’(X) =
(VFi(X),...,VF,(X)) € R"*™ whereVF;(X) € R" represents the vector of
partial derivatives of;(-) w.r.t. the components aX. We assume that the functions
F;(-) are continuously differentiable and that; (X') # 0 for all X with F;(X) = 0.

It is worth to precise here that for a given functigf:) its derivative w.r.t. the time
will be denoted byf(-). For any functionf(-) the limit to the right at the instartwill

be denoted by (t7) and the limit to the left will be denoted bf(t~). A simple jump

of the functionf (-) at the moment = ¢, is denotedr (t,) = f(t}) — f(t,).

Definition 1 A Linear Complementarity Problem (LCP) is a system given by:

A>0
AN+b>0 (2)
AT(AN+b) =0
which is compactly re-written as
0<ALAN+DL>0 3)

Such an LCP has a unique solution for &if and only if A is a P-matrix [9].

The admissible domain associated to the sysitém (1) is tsedle® where the system
can evolve and it is described as follows:

$={X|P(X)200= ()] &.

1<i<m

where®, = {X | F;(X) > 0} considering that a vector is non-negative if and only
if all its components are non-negative. In order to have d-pated problem with a
physical meaning we consider thhtcontains at least a closed ball of positive radius.

Definition 2 A singularity of the boundarg® of ® is the intersection of two or more
codimension one surfacés = {X | F;(X) = 0}.

The presence ai® may induce some impacts that must be included in the dynarhics
the system. It is obvious that > 1 allows both simple impacts (when one constraint
is involved) and multiple impacts (when singularities orfaoes of codimension larger
than 1 are involved). In order to simplify the presentatiomimtroduce the following
notion ofp.-impact.

Definition 3 Lete > 0 be a fixed real number. We say thapaimpact occurs at the
instantt if

IF(xX@)l <e [[FR(XE)=0

i€l
wherel C 1,...,m, card(I) = p.

If e = 0thep surfacess;, i € I are stroked simultaneously. When> 0 the system
collideso® in a neighborhood of the intersectign, ., ¥;.

INRIA



Tracking control of multiconstraint complementarity &yat 5

Definition 4 [L9,[22] The tangentconet® = {X | F;(X) > 0,Vi =1,...,n} at
g € R" is defined as:

Ts(q) = {z € R" | 2TV Fi(q) >0, Vi = J(q)}

whereJ(q) £ {i € {1,...,n} | F;(q¢) <0}. Wheng € ® \ 9% one has/(q) = §) and
Tq)(q) =R".
The normal cone t@ at ¢ is defined as the polar cone &, (-):

No(q) = {y € R" | Vz € T(q),y" = < 0}

The collision (or restitution) rule irf{1), is a relation eten the post-impact velocity
and the pre-impact velocity. Among the various models ofigioh rules, Moreau’s
rule is an extension of Newton’s law which is energeticatipsistent([12] and is nu-
merically tractablellll]. For these reasons throughoutliger the collision rule will
be defined by Moreau’s relation [19]:

X(tF) = (1+¢e) argmin = [z~ X (1) x M(X(t)[ ~ X ()] - eX(t) (4)
2€Tp (X (te))

WhereX(t}) is the post-impact velocity),'((t;) is the pre-impact velocity and <
[0, 1] is the restitution coefficient. Denoting lythe kinetic energy of the system, we
can compute the kinetic energy loss at the impaets [14]:

—e

Tr(te) = 3110

(Xt = X" M(X (1) x [X(5) - X(t7)] <0 ()
The collision rule can be rewritten considering the vectiogeneralized velocities as
an element of the tangent space to the configuration spahe sfstem, equipped with
the kinetic energy metric. Doing so (see [5].8), the discontinuous velocity compo-
nentsX,,., and the continuous one¥,,,,, are identified. Precisely, ))(.("‘””" ) =
tang
. T
MX, M = ( ItlT ) M(X) wheren € R™ represents then unitary normal vec-
M_YX)VFi(X) i
VVE(X)TM-Y(X)VF;(X)’
ally independent unitary vectotts such thatt! M (X)n; = 0, Vi,j. In this case
the collision rule [4) at the impact time becomes the generalized Newton’s rule

! L -
( X-"m’m(tf ) ) = -7 ( X-"orm(té ) ) n = diag(eq,-..,em,0,...,0) wheree;

torsn; = = 1,...,m andt represents: — m mutu-

Xtang (fér) Xtang (1’;)
is the restitution coefficient w.r.t. the surfate. For the sake of simplicity we consider
in this paper that all the restitution coefficients are eguele; = ... =e,, £ e.

Remark1l 1) If X € ¥, (%, and the angle/(X1, ¥2) < 7 then in the neighbor-
hood ofX one hasb ~ Tg(X).

2) The casee = 0 is called a plastic impact and the cage= 1 is called an
elastic impact. In the first case the normal component of tecity becomes
zero and in the second case the normal component of the wettzinges only
its direction and preserves its magnitude. As we can easiyf®m [[b) in the
second case there is no loss of kinetic energy at the impattenb

RR n° 6483



6 Morarescu & Brogliato

3) One recalls that we deal with frictionless unilateral straints. Some frictional
contact laws that fit within the nonsmooth mechanic framé&\by can be found
in [L3].

The structure of the paper is as follows: in Secfibn 2 oneguesssome basic con-
cepts and prerequisites necessary for the further devednmnSectiohl3 is devoted to
the controller design. In Secti@h 4 one defines the desingtkogenous”) trajectories
entering the dynamics. The desired contact-force that meir on the phases where
the motion is constrained, is explicitly defined in SeclibrSectior[ focuses on the
strategy for take-off at the end of the constraint phases.rain results related to the
closed-loop stability analysis are presented in Seéfiddne example and concluding
remarks end the paper.

The following standard notations will be adopteld: || is the Euclidean norm,
b, € RP andb,,_, € R"~? are the vectors formed with the firstand the lask — p
components o € R", respectively.Ns (X, = 0) is the normal conéVs(X) to @ at
X [19,[22] whenX satisfiesX, = 0, Anin(-) andA,,qz(-) represent the smallest and
the largest eigenvalues, respectively.

2 Basic concepts

2.1 Typical task

In the casen = 1 (only one unilateral constraint) the time axis can be sptib inter-
vals Q2 and I, corresponding to specific phases of motibh [7]. Precigedy, corre-
sponds to free-motion phaseB'((X) > 0) and Q9,41 corresponds to constrained-
motion phasesK(X) = 0). Between free and constrained phases the dynamical
system always passes into a transition ph&seontaining some impacts. Since the
dynamics of the system does not change during the tran&igtween constrained and
free-motion phases, in the time domain one gets the follgwypical task representa-
tion:

Rt =QoUIhUQUQ UL U...UQy UL UQopyq U. .. (6)

In the casen > 2 (multiple constraints) things complicate since the nundfeypical
phases increases due to the singularities that must beitateaccount. Explicitly, the
constrained-motion phases need to be decomposed in sglegivhere some specific
constraints are active. Between two such sub-phases &imarhase occurs when the
number of active constraints increases. Neverthelesgqieatftask can be represented
in the time domain as:

mi
J Ik Ik,i
RT = U <Q2;; UIL*u (U 92;;“))
=1

k>0 (7)
Ji C Jk,l; Jk+1 C Jk,mk C thmk*l C ...Jk71
where the superscriph, represents the set of active constraiofs€ {i € {1,...,m} |

F;(X) = 0}) during the corresponding motion phase, dﬁddenotesthe transient be-
tween twoS2, phases when the number of active constraints increasesn tWaa&aum-
ber of active constraints decreases there is no impact,rtugher transition phases
are needed. We note th#{ = () corresponds to free-motion.

INRIA



Tracking control of multiconstraint complementarity &yat 7

For the sake of simplicity and without any loss of generaligyreplacé J;"* Q‘QI,’;H

by Qg,éﬂ whereJ;, C J;, andJ,y1 C Jj. Therefore the typical task simplifies as:

v = (o oruof,)
k>0 8

JkCJ]/C, Jk+1 CJ]/c

Since the tracking control problem involves no difficultyrohg the 2, phasesthe
central issue is the study of the passages between themglgignaf transition phases
I and detachment conditions), and the stability of the trtmjges evolving alond{8)

(i.e. an infinity of cycles). Throughout the paper, the seqed): U I;* U Qg;,;ﬂ
will be referred to as the cyclé of the system’s evolution. For robustness reasons
during transition phasek, we impose a closed-loop dynamics (containing impacts)

that mimics somehow the bouncing-ball dynamics (see g]y. [5

2.2 Stability analysis criteria

The system[{]1) is a complex nonsmooth and nonlinear dynamsyséem which in-

volves continuous and discrete time phases. A stabilitjnéwork for this type of

systems has been proposedlih [7] and extendedlin [4]. Thia isxtension of the
Lyapunov second method adapted to closed-loop mechanistgnss with unilateral
constraints. Since we use this criterion in the followiracking control strategy it is
worth to clarify the framework and to introduce some defons.

Let us introduce the trajectories playing a role in the dyitamand the design of the
controller:

« X™¢(.) denotes the desired trajectory of the unconstrained sy6temthe tra-
jectory that the system should track if there were no coirgBa We suppose
that F(X"™¢(t)) < 0 for somet, otherwise the problem reduces to the tracking
control of a system with no constraints.

* X(-) denotes the signal entering the control input and playirgrtie of the
desired trajectory during some parts of the motion.

* X,(-) represents the signal entering the Lyapunov function. Sigisal is set on
the boundary® after the first impact of each cycle.

These signals may coincide on some time intervals as we sballater. In order to
clarify the differences and the usefulness of these sigmalpresent a simple example
concerning a one-degree of freedom model.

Example 1 Let us consider the following one degree-of-freedom dyoalreystem:

(X =X +7X - X)) +7n(X - X)) =\
0<XLA>0 )
X(t)) = —en X(ty,)

whereX;(-) is a twice differentiable signal ang , v, are two gains. The real number
A represents the Lagrange multiplier associated to the camgtX > 0.

The systenl]9) represents the dynamics of a unitary mass ityithe right half
plane (X > 0) and moving on th®z axis (see figurEl1l). Thus, the system dynamics is

RR n° 6483



8 Morarescu & Brogliato

Figure 1:0ne degree of freedom: unitary mass dynamics

expressed byX = U + \ with the control lawl/ = X7 — yo(X — X3) — 1 (X — X73).
One considers that the Lyapunov functiéhX, X, t) of the closed-loop system is given
by a quadratic function of the tracking error.

In order to stabilize the system on the constraint suriadehere are two solutions.

[1st solution] SettingX;(t) = 0, X;;(t) = 0 and X};(t) = 0 at the timet of
contact witho®. Therefore when the system reaches its equilibrium poid®mne
obtains the contact forcé = 0. It is noteworthy that, since we are interested to study
a dynamics containing a constraint movement phase, we need-aero contact force
when the system is stabilized 9. Therefore this type of solution is not convenient
for the study developed in this work. Moreover the stahiliraon 9® with a non zero
tracking error on[t — ¢, t] is not obvious, especially in higher dimensions, so that the
conditions for a perfect tangential approach are never mairactice.

[2nd solution] SettingX(t) = —a, a > 0, X;(t) = 0 and X}(t) = 0 on some
interval of time when approaching®. Since the tracking erroX = X — X = — X,
at the equilibrium point we cannot use in the definition of the Lyapunov function.
Obviously the system reaches the desired position when0. Thus we shall use the
signal X4(¢) = 0 in order to express the desired trajectory in the Lyapunacfion
and the corresponding tracking error will be given iy= X — X ;. Concluding, when
the equilibrium point is reached one obtaifs= 0, X = —a, V(t,X = 0) = 0 and
the corresponding contact force= —v; X = y1a > 0.

Next, let us defin€2 as the complement df = U I* and assume that the Lebesgue
E>0

measure of, denoted\[2], equals infinity. Considet(-) the state of the closed-loop

system in[{L) with some feedback controllétX, X, X, X, X ).

Definition 5 (Weakly Stable System([4]) The closed loop system is called weakly sta-
ble if for eache > 0 there existsi(e¢) > 0 such that||z(0)|| < d(e) = |jz(¢)]] < €
forall ¢ > 0,t € Q. The system is asymptotically weakly stable if it is weatdy s
ble andt lim z(t) = 0. Finally, the practical weak stability holds if there exist

€N, t—o0
0 < R < oo andt* < +oo suchthat|z(t)|| < Rforall t > t*, t € Q.
Consider;* = [7&, t’;] andV(-) such that there exists strictly increasing functions
a(-) andg(-) satisfying the conditionsy(0) = 0, 5(0) = 0 anda(]|z||) < V(z,t) <

INRIA



Tracking control of multiconstraint complementarity &yat 9

B(ll])-

In the sequel, we consider that for each cyiclhe sequence of impact instarfshas
an accumulation point:_. We note that a finite accumulation period (it&, < +oc)
implies thate < 1 (in [3] it is shown thate = 1 implies thatt® = +o0).

The following criterion is inspired froni]4], and will be uddor studying the sta-
bility of system [1).

Proposition 1 (Weak Stability) Assume that the task admits the representafidn (8)
and that

a) AI[*] < +oo, VEkEN,

b) outside the impact accumulation pha§ést® | one has/ (z(t),t) < —~vV (x(t),t)
for some constant > 0,

) Y [V(tiy) =Vt < KavP (1), VL > 0for somep; > 0, K1 > 0,
£>0

d) the system is initialized of1, such thatV’ (73) < 1,

€) Y ov(tf) < KoV () + & for somep, > 0, K, > 0 and¢ > 0.
£>0

If p = min{p1,p2} < 1thenV (7F) < (v, €), wheres (v, £) is a function that can be
made arbitrarily small by increasing the value of The system is practically weakly
stable withR = a=1(5(v, £)).

Proof: From assumption (b) one has
V() < V(th)e )
It is clear that condition (c) combined with (e) leads to
V(ts) S V(rg) + KiVP (15) + K VP2 (15) + €

Considering < 1, the assumption (d) guarantees that<{V (75), V?1 (7§), VP2 (1)}
< VP(r¥) < 1 and we get

V(th) < e (14 Ky + Ko + € VP(rh)
< eI 14 Ky + Ko + €] 2 5(7,6)
From assumption (b) one hag(ri+1) < V(1) thus the first part of the statement
holds. The termj(v,£) can be made as small as desired increasing eithar the

length of the intervalt® ,t4]. The proof is completed by the relatian(||z|)) <
V(z,t), Va, t

Remark 2 Since the Lyapunov function is exponentially decreasintipef;, phases,
assumption (d) in Propositidd 1 means that the system igliziéd onQ, sufficiently
far from the moment when the trajectoky*“(-) leaves the admissible domain.

Precisely, the weak stability is characterized by an "altndscreasing” Lyapunov
functionV (z(-).-) as illustrated in Figurgl 2.

RR n° 6483



10 Morarescu & Brogliato

S

) EX = ) a s

Figure 2: Typical evolution of the Lyapunov function during one cydéa weakly stable
system.

Remark 3 Itis worth to point out the local character of the stabilitsiterion proposed
by Propositiordl. This character is firstly given by conditid) of the statement and
secondly by the synchronization constraints of the cotaxeland the motion phase of
the system (seE{l10) arid (8) below).

The practical stability is very useful because attainingngstotic stability is not an
easy task for the unilaterally constrained systems destgriiy [1) especially when
n > 2 andM (q) is not a diagonal matrix (i.e. there are inertial couplingsich is the

general case).

3 Controller design

In order to overcome some difficulties that can appear in trgroller definition, the
dynamical equation§l(1) will be expressed in the genemtiperdinates introduced by
McClamroch & Wangl[15]. We suppose that the generalizeddioates transforma-
tion holds globally in®, which may obviously not be the case in general. However,
the study of the singularities that might be generated byctwrdinates transforma-

tion is out of the scope of this paper. Let us consider= [I,, : O] € R™*",

I, € R™*™ the identity matrix. The new coordinates will ge= Q(X) € R",
T

with ¢ = { Z; ] , g1 = : such thatb = {q | Dq > O}E. The tangent cone

q"

Ts(q1 = 0) = {v | Dv > 0} is the space of admissible velocities on the boundary of
P.

The controller used here consists of different low-leveitcol laws for each phase
of the system. More precisely, the switching controller barexpressed as

Upe forteQf,
T(QU=<¢ U/ fortel! (10)
Ul forte

1n particular it is implicitly assumed that the functidf (-) in () are linearly independent

INRIA



Tracking control of multiconstraint complementarity &yat 11

whereT(q) = ;123; ) € R™*" is full-rank under some basic assumptions (see
2
[15]). The dynamics becomes:
Mii(9)g1 + Mi2(9)G2 + Ci(g, 9)d + g1(q) = Ti(q)U + A
Mo (@)g1 + Ma2(q)g2 + C2(q, ) + g2(a) = Ta(q)U (11)
Collision rule

where the set of complementary relations can be written roonepactly a$) < A L
Dq > 0.

In the sequel/,,. coincides with the fixed-parameter controller propose2GiP1]
and the closed-loop stability analysis of the system is hasePropositiofill. First, let
us introduce some notationg=q—qq, g =q—qjj, s = G+72G, 5= G+720, Ge =
dqa — 772G Wherevy, > 0 is a scalar gain ang, ¢ represent the desired trajectories
defined in the previous section. Using the above notatiomsadintroller is given by

U’}C = MJ(q)(je +kC(q’ Q)Qe + G(q) - 7S
U, = U/, t<t
T(q)U & t ne» ¥ =70 N _ 12
@ U/ = M(q)je+C(q,4)ge + G(q) — 5, , t > t§ (12)
UcJ = Unc_Pd+Kf(Pq—Pd)

wherey; > 0is a scalar gainK; > 0, P, = DTX andP; = DT\, is the desired
contact force during persistently constrained motions itlear that during; not all
the constraints are active and, therefore, some compoothtand ), are zero.

In order to prove the stability of the closed-loop systén) (IA) we will use the
following positive definite function:

- 1 T
V@&®=§JM@k+mwfq (13)

4 Tracking control framework

In this paper we treat the tracking control problem for theseld-loop dynamical sys-
tem [I0)-IP) with the complete desired path a priori takirig account the comple-
mentarity conditions and the impacts. In order to define thsirdd trajectory let us
consider the motion of a virtual and unconstrained parfiggectly following a tra-
jectory (represented by "“(-) on Figure[B) with an orbit that leaves the admissible
domain for a given period. Therefore, the orbit of the viftparticle can be split into
two parts, one of them belonging to the admissible domaineipart) and the other
one outside the admissible domain (outer part). In the degrideal with the tracking
control strategy when the desired trajectory is constaistech that:

(i) when no activated constraints, it coincides with thgetttory of the virtual par-
ticle (the desired path and velocity are defined by the pathvatocity of the
virtual particle, respectively),

(i) whenp < m constraints are active, its orbit coincides with the prtgcof the
outer part of the virtual particle’s orbit on the surface oflanensiorp defined
by the activated constraintX(; betweend” andC in Figurel[3),

(iii) the desired detachment moment and the moment when itheal/particle re-
enters the admissible domain (with respecptel m constraints) are synchro-
nized.

RR n° 6483



12 Morarescu & Brogliato

Therefore we have not only to track a desired path but alsmpmse a desired velocity
allowing the motion synchronization on the admissible dioma
The main difficulties here consist of:

* stabilizing the system o6i® during the transition phase(%”c and incorporating
the velocity jumps in the overall stability analysis;

« deactivating some constraints at the moment when the wtreomed trajectory
re-enters the admissible domain with respect to them;

< maintaining a constraint movement between the moment whesystem was
stabilized orv® and the detachment moment.

Remark 4 The problem can be relaxed considering that we want to trauti a de-
sired path likeX™<(-) (without imposing a desired velocity on the inner part of the
desired trajectory and/or a given period to complete a cydie this way the synchro-
nization problem (iii) disappears and we can assume theistsea twice differentiable
desired trajectory outsid&}, t’;] that assures the detachment when the force control
is dropped. In other words, in this case we have to design #isiretl trajectory only
during I;* phases.

4.1 Design of the desired trajectories

Throughout the paper we considef = [7§, t%], whererg is chosen by the designer
as the start of the transition phagg andt” is the end off{’*. We note that all super-

scripts(-)* will refer to the cyclek of the system motion. We also use the following
notations:

« tk is the first impact during the cycle,
« t¥ is the accumulation point of the sequen@g},>( of the impact instants
during the cycle: (t} > t%.),

« 7F will be explicitly defined later and represents the instahew the desired
signal X; reaches a given value chosen by the designer in order to &ng@os
closed-loop dynamics with impacts during transition plsase

« t*is the desired detachmentinstant, therefore the pmgggrsi can be expressed
as(th, th].
It is noteworthy that’, % | % are state-dependent wheredisand ) are exogenous

and imposed by the designer. To better understand the dafimt these specific in-
stants, in the Figuld 3 we simplify the system’s motion akfes:

« during transition phases we take into account only the ttaimis that must be
activatedJ;, \ Jy.

« at the end of)9;1 phases we take into account only the constraints that must
be deactivated, \ Jj11.

The pointsA, A’, A” andC in Figure[3 correspond to the moment§, &, t%
andt’ respectively. We have seen that the choice/oplays an important role in the
stability criterion given by Propositidd 1. On the other Han Figure[B we see that
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Tracking control of multiconstraint complementarity &yat 13

Xme(t) = X5(t) = Xq(t)

[

e
Xg(t)

Xrl(t)

Figure 3:The closed-loop desired trajectory and control signals

starting fromA the desired trajector{,(-) = X;(-) is deformed compared t& ().
In order to reduce this deformatioff and implicitly the pointA must be close t@®
(see also Figurid 6). Further details on the choicelolvill be given later. Taking into
account just the constraint§ \ Ji+1 we can identifyt’; with the moment wheiX ;(+)
andX"¢(-) rejoin atC.

4.2 Design ofy}(-) and ¢4(-) on the phased;*

During the transition phases the system must be stabilinétbo Obviously, this does
not mean that all the constraints have to be activated{j.@) = 0, Vi = 1,...,m).

Let us consider that only the firptconstraints (eventually reordering the coordinates)
define the border ob where the system must be stabilized. [@, t&) we definey;(-)

as a twice differentiable signal such thg{-) approaches a given point in the normal
coneNg (g, = 0) on [7F, 7F]. Precisely, we defing(-) such as:

« during a small period > 0 chosen by the designer the desired velocity becomes
zero preserving the twice differentiability gf;(-). For instance we can use the
following definition:

. t— 1k — )2t — 7k
qd(t):qnc <’7’é€+( 0 ) ( 0

)> ,te [Té“,Té“—i—é]

52
which meangy;(rff +6) = () = ¢"“(7¢),  @i(7 +0) = 0 andg;(r}) =
q"(7h)
. i 1 — ti(Tk'F‘;) i\ * -
choosingy > 0 and denoting’ = W the componentséqd) —_—

1,...,pof(q;), are defined as:

(qé)* (t) = { az(t')? + ax(t)? + ag, t € [7F + 5, min{7F;t5}] (14)

—V3(r§),  t € (min{rf;th}, th]
whereV () is defined in[IB) and with the coefficients given by:

as = 2(q)" () + V()]
az = -3[(¢")" (%) + V() (15)
a = (¢)" ()
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14 Morarescu & Brogliato

« all the other components qf;(-) are frozen:
(@D () = 0 (7). t € (15 +0,8] (16)

The rationale behind the choice gf(-) is on one hand to assure a robust stabilization
on 9%, mimicking the bouncing-ball dynamics; on the other haneétable one to
compute suitable upper-bounds that will help using Prdjmodll (hencd '/3(-) terms

in @4) with V() in (@3)).

Remark 5 1) Straightforward computations show thgf(-) satisfies the following re-
lations.

(ah)" (rf) = —V'3(f), (dh) () =0,i=1,....p
2) Two different situations are possible. The first is givgtio> 7F (see Figuré}) and
we shall prove that in this situation all the jumps of the Lyapv function in[{13) are
negative. The second situation was pointed ouflin [4] andvsmbytf < 7F. In this
situation the first jump at} in the Lyapunov function is positive, therefore the system
can be only weakly stable. Itis noteworthy théat-) will then have a jump at the time
tk since(qh)* (th+) = —pV1/3(zF), Vi = 1,...,p (see[TH)).

In order to limit the deformation of the desired trajectgfy-) w.r.t. the unconstrained
trajectoryq™<(-) during thel}, phases (see Figué 3 ddd 4), we impose in the sequel

llap*(75)l| < 17

wherey > 0 is chosen by the designer. It is obvious that a smallégads to smaller
deformation of the desired trajectory and to smaller defition of the real trajectory
as we shall see in Sectibh 8. Nevertheless, due to the tigekiar,;) cannot be chosen
zero. We also note thali“(7¢)|| < v is a practical way to choosg.

k k
ty > 1)

7 R M A )

o I L Qo 3 Qopyo
A A B C

Figure 4:The design of;{; on the transition phasds

During the transition phasds we define(qa),, , (¢) = (q3),,_, (¢). Assuming a
finite accumulation period, the impact process can be censitin some way equiva-
lent to a plastic impact. Thereforgyy),, (-) and(qa),, (-) are set to zero on the right of

th.
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Tracking control of multiconstraint complementarity &yat 15

5 Design of the desired contact force during constraint
phases

For the sake of simplicity we consider the case of the coimstphase?;, J # () with

J =1{1,...,p}. Obviously a sufficiently large desired contact foféeassures a con-
strained movement of?;]. Nevertheless at the end of the/, , ; phases a detachment
from some surfacex,; has to take place. It is clear that a take-off implies not anly
well-defined desired trajectory but also some small valdiéiseocorresponding contact
force components. On the other hand, if the components adélsged contact force
decrease too much a detachment can take place before thétbed)] phases which
can generate other impacts. Therefore we need a lower bolutie aesired force
which assures the contact during ¢ phases.

Dropping the time argument, the dynamics of the systerfipican be written as

(18)

M(q)§+ F(q,4) = U+ DEX,
0<g L A2>0

whereF(q,q) = C(q,4)q + G(¢) andD,, = [I, : O] € RP*". OnQ] the system is
permanently constrained which impligs(-) = 0 and¢,(-) = 0. In order to assure
these conditions it is sufficient to hawg > 0.

[Mil(Q)]pm [Mii(Q)]pm*p )

In the following let us denotd/ ' (q) = ( MY Dlnepp M HD]nepr—p

and

. O(Qa Cj)p.,p C(CL Q)p,n—p .
C(q,q) = Clgs Dn-pp  Cl@Dn-pnp where the meaning of each compo-

nent is obvious.

Proposition 2 On{2; the constraint motion of the closed-loop systEnh (I8),{IH)is
assured if the desired contact force is defined by

()‘d)p =6- ]1\/[171}((? ([Mil(q)]pmcpmfp(q? q)+

[Mil(Q)]p,nprnfp,nfp(Qa q)+m [Mil (Q)]pmfp) Sn—p

(19)

where M, ,(q) = ([M*l(q)]p_,p)_1 = (DZ[,Mfl(q)Dg)_1 is the inverse of the De-
lassus’ matrix andg? € R?, 3 > 0.

Proof: First, we notice that the second relation[nl(18) impliesyn(see [T1])
0<dy LA >0&0<Dyi LA, >0. (20)
From [I8) and[(1I2) one easily gets:
§=M"Yq)[ = F(q,4) + Unc + (1 + K7)DJ (A = Aa)y]
Combining the last two equations we obtain the following Li@ith unknown,,:

0 < DM~ (q)[ = F(q,4) + Une — (1+ K5)DE (Aa),, ]

U (21)
+(1+ K;) DM~ (g)DT N, L X, >0
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16 Morarescu & Brogliato

Since(1+ Ky)D,M~*(q)D} > 0 and hence is a P-matrix, the LAPY21) has a unique
solution and one deduces thgt > 0 if and only if

]V[pm( )D M- ( )[Unc —F(gq,q) — (1+ Kf)DZ; (/\d)p} <0

1+ Ky
& ), > 2220 5 A3 ) U, - Fland)
& ), = 5+ 2228 D0 ) [0, - Fla, ) @22)

with BeRr,3>0. SinceU,,. — F(Qad) = M(Q)éje - O(QaQ)S - 7S, (de)P =0
ands, = 0, (Z2) rewrites ad{19) and the proof is finished. It is notetwpthat

p=— Jl‘fipl((;DM @) [Une = F(g,4) = (1+ K7)DT (Aa), ]

_ Myl N N
= (A1), T K DpM Y (q) [Une — F(q,9)] = 3
Remark 6 The control law used in this paper with the desigm\gfdescribed above
leads to the following closed-loop dynamics@). 1.

Mpmfp(q)énjp + Cpn—p(q; (j)sn,? =14+ Kfp)(A=Aa)p
Mnfp,nfp(Q)Snfp + Cnfpmfp(q; q)snfp +Y18n—p = 0
dp = 0, )\p =0

It is noteworthy that the closed-loop dynamics is nonlingad therefore, we do not
use the feedback stabilization proposedinl [15].

6 Strategy for take-off at the end of constraint phases

Q21@—1—1

We have discussed in the previous sections the necessityrajeatory with impacts
in order to assure the robust stabilization @ in finite time and, the design of the
desired trajectory to stabilize the systemab. Now, we are interested in finding the
conditions on the control signdl/ that assure the take-off at the end of constraint
phasedy, ;. As we have already seen before, the phage, , corresponds to the
time interval[¢%, ). The dynamics orjt}, ¢%) is given by [IB) and the system is
permanently constrained, which impligs(-) = 0 andg,(-) = 0. Let us also consider
that the first- constraints{ < p) have to be deactivated. Thus, the detachment takes
place att® if G.(t%*) > 0 which requires\,(t5~) = 0. The lastp — r constraints
remain active which means,_,.(t:7) > 0.

To simplify the notation we drop the time argument in manyatns of this sec-
tion. We decompose the LCP matrix (which is the Delassustimatultiplied by
1+ Ky)as:

with 4; € R™*", A, € R™*(P~7) and A5 € RP—7)x(p—r)

INRIA



Tracking control of multiconstraint complementarity &yat 17

Proposition 3 For the closed-loop systefnJ18LI10})(12) the passage wieemumber
of active constraints decreases frono r < p, is possible if

Aa), (85) \ _ [ (A1 — AsA7PAT) T (b, — AgA3tb,_,) — C
(oo ) ‘( SR A i ) @

where
bp £ b(q, 4, Unc) & DyM ™ (q)[Unc — F(q,4)] > 0

andC; € R", Cy € RP~" such thatC; > 0, Cy > 0.
Proof: From [I2) and[{18) one gets
iip(t) = by + (1 + K5) DM~ () Dy (A = Ag)

Therefore the LCHI20) rewrites as:

Ar b+ Aq (/\ — /\d)r + AQ()\ — )\d)p—'r
< >
0= ( Ay ) L ( by + AT = A)s + AsA = Aa)yr ) 20 24)

Under the conditions, = 0 andA,_, > 0 one has
0< Ay Ly — AT Na)r + Az(X — Xa)p—r >0
with the solution
Apor = —Azt (by—r — AT (Na)r = As(Aa)p—r) (25)
Thus\,_, > 0 is equivalent to
A)p—r > A3 (bp—r — 43 (Na),)

which leads to the second part of definiti@nl(23). Furtheeneeplacing\s),—, in
23) we get\,_, = Cy andb, + A1 (A— Ag)r +A2(A— Ag)p—r > 0yields the first part
of definition [Z3). To conclude, the solution of the LABI(2&)\}, = ( C(*)Q ) € RP
and(\q), is defined by[(Z3).

Proposition 4 The closed-loop systefi {181 10)](12) is permanentlytcmingd on

[, %) and a smooth detachment is guaranteedignt); + ¢) (e is a small positive
real number chosen by the designer) if

(i) (\a), (-) is defined orit’;, %) by (Z3) whereC, is replaced byC' (t — t};).

(i) On [tk ¢k +¢)
q;<t>=qd(t>=( (1 )

4 (1)
whereg?(-) is a twice differentiable function such that

Ry =0, qr(th+e) =qr(th +e),
q()oq(d ) =q;“(tg +€) (26)

k
d
Gr(th) =0, Gr(th+e) = qre(th +e)

andij:(t’;*) =qa > max (0, —A1(q) (Ma),. (ts_))-
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18 Morarescu & Brogliato

Proof: (i) The uniqueness of solution of the LCP120) guarantees@@ and [ZB)
agree ifC; < 0. In other words, replacing; by C; (t — t*) in (23) we assure a con-
strained motion ofie, ¢17) and the necessary conditions for detachmerithn’; + e).
(i) Obviously {Z8) is imposed in order to assure the twicBedentiability of the de-
sired trajectory. Finally, straightforward computatiaieow that

04,k = @ (t5) + Ai(a) (M), (t57)

which means that the detachment is guaranteed and no otpacismoccur when the
desired acceleration satisfigs(t} ") > max (0, —A1(q) (\a), (t57)).

7 Closed-loop stability analysis

In the cased = R", the functionV (¢, s, ) in I3) can be used in order to prove the
closed-loop stability of the systedfi {11, 112) (see foranse [6]). In the case studied
here @ c R™) the analysis becomes more complicated.

To simplify the notatiorV/ (¢, s(¢), ¢(t)) is denoted ad’(¢). In order to introduce
the main result of this paper we make the next assumptiorghwibiverified in practice
for dissipative systems.

Assumption 1 The controllerU; in (I2) assures that the sequen@g},>o of the im-
pact times possesses a finite accumulation pdjnite. /hm th =tk < +oo, VE.
L — OO0

It is worth to precise that during the stabilization on theeisection ofp surfaces:;
we do not know which one and how many surfaces are stroked.ekiewvwe assume
that all the impacts arg.-impacts in the sense of Definitigh 3.

Lemma 1 Consider the closed-loop systeiml(101}(12) with),,(-) defined on the in-
terval 7%, tf] as in [13){Ib). Let us also suppose that conditiyf PropositiorL is
satisfied. The following inequalities hold:

k
()| < ( ) st < L()))
s ||<<,/ f)v”?
Furthermore, ifts < 7% one has
k— V(Téc)
lay a0l < e 12 8)

1(4a), (857 )] < K + K"V (5)

wheree is the real constant fixed in Definitifh 3 aiid K’ > 0 are some constant real
numbers that will be defined in the proof.

Proof: From [I3) we can deduce on one hand that

V(ts™) = mellalts)II?
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and on the other hand
_ 1 _ _ _
V(ty™) > 58@’8 )" M (q(tg™))s(t6™)

Since conditionb) of Proposition1L is satisfied one h&&qr¥) > V(gt’g‘) and the
first two inequalities in[{A7) become trivial. Let us recdibts(t) = ¢(t) + v24(t)
which implies||G(tE™)|| < |Is(t57)|| + 42]|G(tE~)||. Combining this with the first two
inequalities in[[2I7) we derive the third inequality [n127).
For the rest of the proof we assume that< 7F. Therefore(qa),(th~) = (¢5),(th).
Itis clear that

[1(aa)p (67 < 116 (25711 + ap ()]
Taking into account thatf is ap.-impact (which meangq, (t£)|| < e), the first in-

equality in [Z8) becomes obvious.
k k

Let us denote; = i‘;:"k:‘; € [0,1]. We recall here that® was chosen such that
1 0

llgze(75)|| < +. From [13), [Ib) and the first inequality iig28), for= 1,...,p one
has

Gt = (@)™ () + oV )] () = 3(6)%)+(a)"(7) < e

It follows that
. k
(qz)nc(Tk) —e— V(g)
B(th)? — 2(t)° >~
(ql)m(To) + oV / (7'0)

Fort > 0 one hat — t2 > 3t% — 2t3, therefore

i\nc( -k V(T(;c)
q Ty ) — € — -
e s ) e 5

~(g)e(rs) + V()

which means that

V() 1/3( k
(1_t;€)2 < 71,)?2 +SDV (To)+€
= (g)me(r) + eV (rg)

Straightforward computations lead to
6((q")"(§) + ¢V/3(14))

i s ke
|Qd(t0 )| = T{C — 7_(1)C _s (t;c - (t;c)z)

Sincet), — (t,,)? < 1 —t, and(¢*)"(7§) < v, one arrives at (see Appendix10.1 for
details)

6\/ =t ¢) (p+9) +ep
) < Ve (= +7)

V(g 29
Tl_Téc_(; le_,]_ok_(s (To) (29)

Therefore, the second inequality [D128) holds with
6/ p)e K= 6,/p

1
K = ,
oo i () e

We now state the main result of this paper.
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20 Morarescu & Brogliato

Theorem 1 Let Assumption 1 hold; € [0,1) and(¢};), defined as in[[I4)E{16). The
closed-loop systeni (ILd)=]12) initialized 6x such thatV (7)) < 1, satisfies the re-
quirements of Propositidd 1 and is therefore practicallyakly stable with the closed-

loop statez(-) = [s(:),q(-)] and R = \/e*”(t'?*tgo)(l + K1 + K3 + &)/p where
p = min{ Amin(M(q))/2; 1172}

Proof: First we observe that conditior§ andd) of PropositiorflL hold when the hy-
pothesis of the Theorem are verified. Thus in order to proveoféntl it is sufficient to
verify the condition®), ¢) ande) of PropositiorilL. Itis noteworthy that during the tran-
sition phasesir,f’c somep.—impact occurs (according tol(8) we haye= {1, ...,p}).
This means that we do not know which and how many of them aredhstraints
touched at each contact. However, in the neighborhood ofidsired stabilization
point situated on a surface of codimensignly the correspondingconstraints enter
the dynamics. In the sequel we shall also use the funéfi¢h s) = 2s(t)T M (q)s(t).

b) Using thaUW(q) —2C(q,q)) is a skew-symmetric matrix, straightforward compu-
te}tionishow that of® ;. \ Ukzo[t’g, t’}] the time derivative of the Lyapunov function is
given by

V(t) = —vs"s + 271726 ¢ = —nlldl|* —n3lldl)?
On the other hand

Amaz (M (q))

V() < 5

[111* + y1v2llgll® < v~ alldll? + 713114117

where

~~! = max {Amm(M(q)) 1+27 Amaz(M(q)) (72 +2) + 27 } 0

2v 27172

ThereforeV (t) < —y 'V (t) onR \ Uyt t5].

c¢) By definition
V(t5)=V(ET) = Vilty )= Valty ) +mnel@ () alts ) — @ ()t ™)
(30)
On the other hand, straightforward computations show that
Vit = Va(ti) = /( Vi = /( I ALICCL
tyotyig tyotyq
(31)
o / s(t)s(t)dk
(t5tE41)
Furthermore,
[ s@msde= [ I +3laPe el En )
(t5 t641) (t5 t641)
—(@" (&5 )alts™)]
(32)
Therefore, inserting successively132)[nl(31) and (31B@) ©ne arrives at
V(tkn) - V) < /( ST (1) (g3 (1)cl (33)
tE oty

1)
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In the sequel let us denote I8(q) the sum of all the components of the vector
Taking into account the definitioh{l14) and the fact that),, and(¢q), are set to zero
att™ one obtains

/(t Sg(t)(q;)p(t)dt:—¢V1/3(T§)-(/(tkt S(dp(t))c+

kogh ) ?H)
’72/
(th th

JALYERY
i+1)

S (qp(t))dt>

Sincepy, V1/3(7F) > 0 andS(g,(t)) > 0 it follows that

k
(2

@@ < oV S, (e) - S(ay e )
Thus

S Vts) = V)] < eV (1) S (gp(16)) < 2oV (1) V3] lgu (t6)
£>0

Recalling that} is anp.-impact which means thaly, (t5)|| < e one obtains

> Vi) - V)] < K )
£>0

whereK | = v/3y172¢¢ > 0 andp; = 2.

e) First, let us compute the Lyapunov function’s jumps at thedntst}, ¢ > 1.
Using the continuity of the real trajectogy-) and the definition of the desired trajec-
tory gq(-) on thel, phases (i.eqa(ti™) = qa(tf ™), ¢a(tf™) = 0 = ga(t} ™)) one gets

ov(ty) = V() = V()
sT(tg ) Mys(ty) — 8T (67T ) Mes(ty ")

(34)
2

= 7172042 (t}) +
= Tp(t}) + 72d(th)" Mooy (t})

where M} denotes the inertia matrix/ (¢(t¥)) and T, is the kinetic energy loss at
the impact time's. From equatior{{5) one hds, (t§) < 0 and equatiori{34) becomes

oy (th) < yeq(th)T Myoy(t5). Letus recall thabZ,o;(t5) is the percussion vector (see
[5]). On the other hand in th& coordinates the percussion vector can be expressed as
VF(X)A. Writing the latter in the generalized coordinates introeltlin Sectiofll3 one
obtainsM,a;(t¥) = DT \. In other words the generalized coordinates introduced in
SectiorB coincide with the so called quasi-coordinatesthadectorg,, is in fact

. : O tk
Gn—m (i.€. Uq(téf) — qm( g)
n—m

components equal zero). Therefore

> where0,,_,, denotes the — m vector with all its

ov (t§) < y2q(t))" Meog(t)) = yv2ap(t;)" Ap = 0 (35)

where we have use@a),(tf ™) = 0 = (¢a),(t} ") and the last equality is stated using
the complementarity relation entering the dynamics.
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The Lyapunov function’s jump corresponding to the first irtipaf each cycle can
be computed as:
ov(ts) = V(tgh) = V(tg)
ST (th ) Mos(t§ ") — s"(t ) Mos(t ) (3©)
2

= 71720742 (t5) +

= qa(t§) andda(tg™) = 0 = Ga(ts ™).

* Itis clear thattf > 7F impliesqq(t 18 ) =
1 hold also fortf.

Thus, the computations fof, ¢ >

« If t§ < v one hagqa), (15 ) # (a2)p(t6™") = 0 and(da)p(ts ") # (da)p(ts™)
= 0. Then the initial jump of each cycle is given by:

ov (1) = da(ty )" Mod(tg™) + 722 (a(ts™)" Mod(ts™) — d(te™)" Mod(ts™))

9 (AT Mod(h*) — )T Moa(rh ) = Sdaleh ™) Moda(tl ™) + To )
(37)

SinceT,(t5) < 0 the equation{37) rewrites as:
ov (t6) < Amaz(M(q)) [’72 (1Cda)p (t6 I - NaCts I+ a6 I - 11(ga)p (5 )I)
+ %2 (Nap(EI1? + 11 (t6 I =+ 211(ga)p (6 I - [ldn—p(ts 1)

21 (E5 I + 1@ (51 - a1 ]

2
(38)
Obviously||¢(tf )| = ||g(tE™) 7)|| and Lemm&l combined with (7}) <
1 yields
lg(th ||<K+<,/ 2 +K>V1/6 )
Therefore

ov(th) < KoVP2 (1) + €

2 2
wherep, = ¢, £ = 3K? + y2eK + 2= and

K3 = Amaa (M (0)) l:sKK’ R R e+
mln Y1

Defininga : Ry — R4, « = pw? we geta(0) = 0 anda(||[s(
V(t,s,q). Thus, Proposmoll also yields

R— a—1(€—v(t’;—t§o)(1 + K1+ Ky4¢)) = \/e y(th— )(1 +Ki4+Ky+8)/p

which ends the proof.
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8 lllustrative example

The main issues of the control scheme proposed in this papeeraphasized sim-
ulating the behavior of a planar two-link rigid-joint manigtor in presence of one
unilateral constraint.

8.1 Dynamics Equation based on Lagrangian formulation

First, we will derive the dynamics of a two-link manipulatooving in theX OY plane.
In order to accomplish our goal let us introduce the follogviotations (see Figuke 5):

* 0, - the joint angle of the joint,
* m, - the mass of link,

« I; - the moment of inertia of link about the axis that passes through the center
of mass and is parallel to the axis,

l; - the length of linki,

* ¢ - the gravitational acceleration.

A OX

Figure 5:Two-link planar manipulator

For the sake of simplicity we assume that the center of massdf link is right
at the middle of the link. We will also assume that the graigteal force acts in the
negative direction of th&” axis.

First, let us choosé = (#,02)7 as the generalized coordinates and derlote
the kinetic energyP the potential energy anfl = 7' — P the Lagrangian function.
Using the above notations, the potential and the kineticgéee of the system can be
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24 Morarescu & Brogliato

expressed as follows:

1
P = §m19l1 sin 67 + mag (ll sin 61 + %Sin(@l + 92)) R
2.2 ) 2 . ) ) .
T = % + % (z%e% + %(91 +0)% + 1112(62 + 6162) cos 92>
06,7 + L(6: + dotfs)?
+ 5 .

SubstitutingP andT" in the formula of L the dynamical equation of the two-links

manipulator:
d oLy oL
dt \ 9 80

M(0)d + C(0,0)0 + G(0) =0 (39)

whereM, C € R?2*2, G € R? have the same meaning aslih (1) and they are explicitly
given by:

can be rewritten as

mali > B3
M = 1 -+ ma l1+lel2C0502 + 11+ 1>
M1 Mo mzl% malilo
= M = My = —_— 0 I
M |:M21 Mgz}’ 12 21 1 + 5 cos b + Iz
l2
M = a2ty + I
4
Cll = —mzlllzég sin 92
Ci2 = —Méz sin 0,
C= { Cunn Ci2 } l%
021 022 021 = %91 sin 92
Cop = 0
G G, = g[ll(le + m2) cos 01 + mala cos(01 + 02)]
G=| |, !
{ G } G2 = %cos(@l + 02)

The admissible domain is the upper half plane 0 and the unconstrained desired
trajectory¢™<(-) is given by a circle that violates the constraint. Preciséig end
effector must follow a half-circle, stabilize on the comrgtit (y = 0) and move on the
constraint until the point where the circj&“(-) re-enters the admissible domain. The
lengthsly, I of the manipulator’s links are set tb5m, and their masses,, mo are
set tolkg. The impacts are imposed using the paramgter 100 in (I4)-(I%).

8.2 Some remarks concerning the simulation scheme

The numerical simulations are done with the Moreau'’s tinegysing algorithm of the
SicoNos software platforml2]. The choice of a time-stepping altfom was mainly
dictated by the presence of accumulations of impacts whéoder the use of event-
driven methods difficult[].

Letusset = 0.7, v; = 8, v2 = 7, 10 seconds the period of each cycle and 30 seconds
the final simulation time. First, let us point out (Figliie éf()) the influence of) (i.e.
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the choice ofY) on the degree of deformation of the real trajectory w.he tlesired
unconstrained one. As we have pointed out in Sefion 4 theration gets smaller
whenty > 0 decreases. It is noteworthy that the tangential approacksmonding to
1 = 0 lacks of robustness and is unreliable due to the nonzeralitiacking errors.

0.003

0.002 |-

0.0015 [

0.001 |-

0.55 0.5505 0.551 05515 0552

Figure 6: Left: The influence of) on the real trajectory’s deformation for controller’'s ggin
settoy; = 8, 2 = 7. Right: The trajectory of the end-effector on the transitghases when
¥ =0.1.

Forey = 0.01 in Figure[® (right) we illustrate the trajectory of the systduring the
stabilization od® = {(z,y) | y = 0}. The switches of the controller during the first
cycle are depicted in Figufd 7 (left). Clearly since the eéjojumps, the controller
jumps as well.

Qo O
Iy
—

3 . Y - . o t

Figure 7:Left: The switching controller on the first cycle; Right: \éion of the contact force
A

The Figurd¥ (right) presents the variation of the contaotdd\. Precisely, one
sees that\ remains 0 during the free motion phases and it points out @aplct
during transients (better seen @nsince the impacts are more violent). The contact
force \ is designed as a decreasing linear function during comgdamotion phases
Qo141 in order to allow a smooth detachment at the end of these phhss worth to
mention that the magnitude afdepends indirectly o’ (75). Precisely, whei (1)
approaches zero the system tends to a tangential staioifizah 9® which implies
larger values otf and consequently smaller length [o:{;,t’;] and smaller magnitude
of the contact force measured hy(see Propositiofl4).
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Figurel® shows that the tracking error described by the Lyapdunction rapidly
decreases and remains close to 0. In other words the priagted stability is guaran-
teed. On the zoom made in Figlile 8 one can also observe theibebfl (-) during
the stabilization o@®, that is an almost decreasing function.

V(")
T V()
e (1) |
: V<Tl— V(féi)
\ VACE
ok ral

o s 10 15 20 25 30

Figure 8: Variation of the Lyapunov function fo; = 8,2 = 7; Zoom: Variation of the
Lyapunov function during the phade

8.3 The influence of the time-step on the closed-loop dynansic

It is noteworthy that the simulation results do not depersesally on the time-step
chosen for the scheme (since the Moreau’s time-steppirggitiigh converges18]) but,
a smaller time-step allows to capture more precisely theabieh of the system. On
the other hand, as can be seen in fiddre 9 the real trajectaryr@nlengths of each
transition phase are almost unchanged starting with a mrfflg small time-step/{ =
1073).

We do not insist too much on the simulation results during-ineotion phases
since the smoothness of the system is guaranteed on thesespdrad the behavior of
the system is clear. The most interesting phases from thesnicahpoint of view are
the transition (accumulation of impacts) phases. It is wotclarify that the number
of impacts during the transition phases is not so importadttae major issue is the
finiteness of these phases. To be more clear, in the nexstaldesummarize some
numerical results whegp = 0.01, e = 0.7, 1 = 35, 72 = 20. The period of each
cycle is setto 5 seconds and the final simulation time resé80rgls. First, one can see
that the length of the transition phagewith respect to the time-stejpdoes not vary
significantly when the time-step decreases. Let us alsotddyy@”’ PU the computing
time necessary for the simulation (using an Intel(R) Cok&d CPU 6300 1.86GHz)
of one cycle.

h 1073s | 107%s | 10~ °s 10~ %5
Alo] | 0.945 | 0.9536 | 0.9525 | 0.9523
CPU 1.5s 11.2s | 111.3s | 1072.2s
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0.0025 T T T T T T 256-08
=le. ke

x
2008 | x
0.002
1.50-08 P,

0.0015 1 1e-08

0.001 H

0.0005 - 4 5e-00

-15e-08 -

0.0005 L L L L L L L L 2608 L L L L L
25 26 27 28 29 3 31 32 33 3924 3208 3228 323 3232 3234

Figure 9:Left: The variation of;; during transition phase fér € {1072, 107, 107°, 1076};
Right: Zoom at the end of transition phase.

The evolutions of the number of impaats w.r.t. the restitution coefficient and the
time-steph are quite different. As expected; becomes larger when the restitution co-
efficient increases. Also, one can see that the accumulatiompacts can be captured
with a higher precision when the time-step becomes smaller.

e\h| 1073 10725 10~°s 10~ 5s
0.2 TLZ‘:?) ni=5 TLZ‘ZG TLiZS
0.7 n; = 9 n; = 16 n; = 23 n; = 29
095 | n; =32 | n; =67 | n; =108 | n; =161

However, a larger number of captured impacts does not chituegglobal behavior of
the simulated system and the transition phase ends almitst sgame moment whéeén
varies, see\[ly] in the first table.

In conclusion, reliable simulations with a reasonalil’U time can be performed
with the Moreau'’s time-stepping scheme of ieoNoOs platform, with a time-step
h=10"%s.

8.4 The influence of controller parameters on the closed-Igody-
namics

In this paragraph we present several simulations with iffevalues of the controller
parameters in order to see their influence on the closeddgopmics. Some intuitive
explanation will join the numerical results presented ia fbllowing. It is worth to
precise that we keep for the next simulations a period of brsds for each cycle and
we fix the time-step at the value o6 —* seconds.

In order to explain more easily the results of this sectionpemt out from the
beginning thaty, is the coefficient of the velocity error and -y, is the coefficient of
the position error entering both in the controller and thepynov function.

First one considers a fixed value of = 25 and one studies the behavior of the
closed-loop dynamics w.r.ty; variation. The main influence in this case can be seen
during the transition phasds. More precisely, the Figufel0 shows that diminish-
ing the value ofy, the transition phases get larger. From a mechanical poinicof
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decreasing, one decreases the stiffness of the spring entering theaitamtand there-
fore we get more jumps, higher first jump (see Fidure 10 (dignd longer transition
phases. Obviously, this may lead to the system’s instgt{dis can be seen in Figure
I3 (left) fory, = 2).

0.0014

=30 e

0.0012 |
0.001
0.0008
0.0006 (4
0.0004

0.0002 —H’

0.02 L L L L L -0.0002
0 5 10 15 20 25 30 25

Figure 10: Left: The variation ofg: (t) during 6 cycles fory> € {2, 30, 55}; Right: The
variation ofgi (¢) during Io for v2 € {30, 55}.

The above discussion is also illustrated in the next tablere/sive denote byl the
height of the first jump.

72 2 30 55

n; 101 65 58

H | 0.01091 | 0.00124 | 0.00056
NIo] | 4.088 | 0.313 | 0.148

Next one considers a fixed value ¢fy, = 800 and we repeat the simulation for
different value ofy;. From mechanical point of view, this means that we fix thergpri
stiffness entering the controller and we point out the ¢féeéche damper gain on the
system dynamics. Precisely, decreasing the valye ofe detect an increasing tracking
error, see figurEZ11. In other words, the real trajectory apphes slower the desired
trajectory.

Figure 11:Smaller values ofy; lead to larger tracking errors.

In the sequel we want to emphasize the behavior of the syatemgeach phase of
the motion. Let us consider the spring stiffnesse. = 5 and the damper gainn = 10.
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Taking into account the response of the system to the vaniatf the spring stiffness
and damper gain entering the controller this choice leadmtoof the worst possible
situation (small convergence speed, high jumps and lomgigats). In order to com-
pensate the bad choice of controller gains we consider a iduevof the restitution
coefficiente = 0.3 and, since the initial tracking errors are relatively bige impacts
are imposed using a smaller parameter 10 in (I4)-(I3). However, the high jumps
and the small convergence speed allows to better identdl particular phase of the
motion (see FigurEZl2 (left)). On the other hand, as depiictédgureT12 (right), the
accumulation of impacts phases are too long and the endtefffeannot accomplish
its task in the fixed period set to 5 seconds. It is notewottlay large values of spring
stiffness and dumper gain improve the tracking control ilegdo an "almost tangen-
tial” contact. Nevertheless, as pointed out before, a tatiglecontact is not desired
due to its unreliability.

H
y=a

Figure 12:Left: The system trajectory in theOy-plane fory; = 10 and~y2 = 0.5; Right: The
variation ofg, (¢) for v1 = 10 and~z = 0.5.

9 Conclusions

In this paper we have proposed a methodology to study th&itrgcontrol of fully
actuated Lagrangian systems subject to multiple fricéeslunilateral constraints. The
main contribution of the work is twofold: first, it formulagex general framework and
second, it provides a complete stability analysis for tlasgbf systems under consider-
ation. Itis noteworthy that even in the case of only oneibitess unilateral constraint
the paper presents some improvements with respect to teeénexivorks in the liter-
ature. Precisely, the stability analysis result is sigaifity more general than those
presented in[14] and 7] and, each element entering the digsafdesired trajectory,
contact force) is explicitly defined. Numerical simulatssre done with theiBonos
software platformi[il, 2] in order to illustrate the results.
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10 Appendix
10.1 Computation details for inequality (29)

In order to prove inequality{29) we recall that

$ '71V02 + (pvl/B

(g")m<(ry )+¢V1/3( )
and

- 6((¢")"(18) + V'/3(75))
|qa(ts )| = P (te — (t2)?)
Sincet), — (},)? < 1 —t, and(¢")"¢(7¥) < ¢ one has

6((¢") () + V3 (18))

i rak—

|ga(ts )| < . (1—1t)

c O Nwrerse [ U 4 pyist) + e
R e ) 0 Y2

V5/6(rk V1/2T
6/ e + (g + e)VV3(rh) + PV () + ST
k

T —7'0—5

SinceV (7)) < 1 (thusV?i (1) > VP2(7F) for p; < ps) one obtains

ik 6 1
e >|<mx\/we+ [(mw) (o + )+ ¢ VI/3(rf)

which leads to[(29).
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