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Abstract Roughly speaking, the radiance is the combination of the
lighting, the reflectance, and the geometry of the scene. For
In this paper, we present a variational method that re- example, radiance contains shading and shadows and, from
covers both the shape and the reflectance of the Lambertiarraw radiance, it is impossible to correct them when chang-
scene using multiple images. Although we consider onlying the lighting. Therefore, recovering reflectance proper-
Lambertian surfaces in this paper, the proposed method,ties is required for realistic relighting, which is also funda-
which is global and completely model based, is the first and mental, for example, in virtual reality as well as augmented
unavoidable stage for reaching a shape and reflectance es+eality where the lighting conditions when capturing the ob-
timation method for non-Lambertian surfaces. ject are different from the ones where one resynthesizes it.
Basically, our method is a multiview stereo/shape from  In other respects, in real life applications, perfect Lam-
shading algorithm which allows to recover 3D shapes from bertian surfaces do not exist. For that reason, multiview
Lambertian shading with known illumination conditions. stereo algorithms have to be robust to specularities. A num-
Contrary to previous works that deal with a single material ber of ideas have been exploited to improve the robustness
object of the constant albedo, our method works for sur- of the algorithms, also being exhaustive is clearly impos-
faces with non-constant reflectance parameters, in partic- sible. A widespread idea consists in using some similarity
ular with non-constant albedo. In addition, our algorithm measures, see for example [1, 8, 10, 12, 13, 21, 23]. The
is not based on two or more separate steps — shape andveakness being then the similarity measures proposed are
reflectance are jointly recovered in a same process. We ver-generally not physically motivated. Concerning the robust-
ified the proposed method using synthetic images. We willness to the non-Lambertian effects, it also worth to cite the
extend our method for non-Lambertian surfaces to improve work of Jin et al. [7] which considers radiance tensor and
the robustness to non-Lambertian effects. then does not need similarity measures. However, when
some similary measures such as normalized cross correla-
tion [1, 12, 13] could help to be robust to some changes
of illumination, the radiance tensor as presented in [7] is
not appropriated when the database contains images of the

Recovering the three-dimensional surface shape usingscene lighted by several conditions.
multiple images is one of the major research topics in com-  The ultimate and ideal goal of our work is to provide
puter vision. Many methods have been proposed to solvea shape and reflectance estimation method that is global
the problem during these last two decades; refer to [16] and completely model based as [3]. Also, we hope to fi-
for an evaluation of various recent methods. On the othernally provide a method that improves the robustness to non-
hand, for a long time, the estimation of the surface radi- Lambertian effects by directly incorporating a physically
ance/reflectance properties was somewhat secondary anbdased specular model in the mathematical formulation of
was mainly of use to set up the shape reconstruction taskthe problem. By incorporating a complete photometric im-
[1, 27, 28]. Even some very recent works such as the one ofage formation model, we also hope to exploit prolifically all
Pons et al. [12, 13] compute the 3D shape without consider-the photometric phenomena. Also, we thus aim to provide a
ing radiance estimation. However, the radiance/reflectancemethod that allows to naturally manage with a set of images
estimation has become a concern in multiview reconstruc-under with several lighting conditions.
tion scenarios in the last decade. For example, Jin, Soatto et Let us note that actually there already exist recent works
al. estimate conjointly the 3D shape and radiance (tensors}hat provide solutions in this direction [3, 25]. In [25], Yu
[7,9, 17, 22]. and Xu proposed a global and model-based method for re-

1. Introduction



covering the 3D shape and the reflectance properties of &.1. Lighting conditions

non-Lambertian object. Neverthel in this last r, th . . .
on-Lambertian object. Nevertheless, s 1ast papet, the We assume that the scene is illuminated by a finite num-

authors constrain the object to be made Bingle material : s
) g a ber of distant point light sources. We complete them by

that is to say that the parameters of the reflectance (in partic-_ . . . ) :
ular the albedo) are the same for all the points of the objectf"Iddlng an gmb|ent light term (which partially accou.nts for
surface. So, the method in [25] is a “Multiview Shape From interreflections and other complex phenomena), with con-

Shading” method, similarly as the one proposed by Jin et al_stant energy radlz_;\ted |’sotr0p|cally in all directions. Note
. that, based on Wiener’s theorems, [19] shows that such a
[5] who focuses on the Lambertian case.

Our method provides a multiview stereo/shape from light distribution can approximate arbitrarily well any pos-

shading algorithm similarly to [5, 6, 11, 20, 24] which allow !Hve _d|str|but|odrl1 on ége szhLere. ngjceﬁ behthg_ number ocfj
to recover 3D shapes from Lambertian shading [5, 6, 11] as'h“”.“”am? anf jhe oh '?In v € et € IlreLctlonﬂg?
well as specular shading [20, 24]. Nevertheless, contrary '[o.t € |nt_enS|t§/_o the ;™ lluminant, respectively.L,
these previous works [5, 6, 11, 20, 24, 25], in our work, we is the intensity of the ambient illumination.
do not want to restrain ourself to a single material: in other
words, the reflectance properties of the object can spatially
(strongly) change. In effect, now a day, more and more ob-  Image data are generated hy pinhole cameras. The
jects are now printed and so it is fundamental to be able toperspective projection, from world to image coordinates,
recover textured and patterned objects. In return, of courseperformed by th&*" camera, is represented by : R? —
we will not be able to recover lighting conditions as done R2. 7; c R? is the image domain of th&” camera (i.e.
[5], and we have to use a parallel process which return them.the area covered by the pixels). It is split into two parts: the
In this work, we assume that lighting conditions are known pixels corresponding to the foregroungy = m; N I1;(S),
in advance. Practically, we can use spherical objects withand the other points;z = =; \ 7 (associated to the back-
the reference white color to capture the directions and theground).; : =; — R€ is the image of the true scene, cap-
colors of light sources [14, 26]. tured by theit” camera ¢ = 1 for a gray-scale image, and
Being just at the beginning of our work, we present in ¢ = 3 for a color image). We denoté the set of input
this paper the first and unavoidable stage for reaching ourimages:I = {I,I>,--- , I,,.}; I;r andl;p are the restric-
goal. This stage consists in adapting Jin et al. work [5] tions of the function/; to m;» andr;z, respectively. In
to the objects whose the reflectance properties can spatiallyother respects, we consider the visibility functids de-
change (while keeping the Lambertian model they use), andfined by: §s,(X) = 1 if X is visible from thei*" camera
then in testing its practical feasibility and its numerical con- andég, (X) = 0 otherwise.S; denotes the part of that is
vergence and stability. Let us emphasize that we do notvisible from thei'* camera andl g is the backprojection
claim that the actual method we present here returns bettefrom the jt» camera ontcS: i.e. for all pointsx € ;r,
rgsults (for 3D shape and reflectance) than the previpus onegi—L(x) is the closest point off along the ray joiningk to
since the model_ we use (the Lambertian model)_ is really & optical center of th&"
poor and unrealistic. Nevertheless we are convinced that
for improvin_g the ropustness ar!d.the accuracy of the scene, 5 Modeling the background
reconstruction algorithms, the joint computation of shape
and reflectance is crucial and so that this first stage goes in  As suggested by [22], to be sure that the estimated fore-
promising direction. Finally let us underline that contrary to ground surface does not shrink to an empty set (which is in-
[7,9, 17, 22, 15] which estimate the radiance of the objects,deed the global optimum for most cost functionals used in
here we propose a global method not for recovering radi- other works) it is crucial to define and characterize the back-
ance but for recovering the reflectance of the scene alongground. The choice of model is dictated by the scenario and
with the shape (shape and reflectance are jointly recoveredhe applications. For example, in [6, 22], the background is
in a same process): i.e. we separate geometry, reflectancesharacterized by its radiance which is constrained to be con-

2.2. Cameras, image data, and visibility

camera.

and illumination from the radiance. stant or strongly regular. At the opposite extreme, when the
background is quite irregular, one can assume that one has
2. Modeling Assumptions and Notations at his disposal the background images, i.e. the images of the

. scene captured by the same cameras without foreground ob-
We assume here that the scene can be decomposed intas pye to lack of space, we only deal here with the latter

two entities: the foreground, which corresponds to the ob- ¢ qnario. Therefore, in addition to the imades/e assume
jects of interest, and the background; these are defined morg, -+ \ve detain the background images= {11, - , ..}
I y N S

precisely below. The foreground is composed by a set of Finally
(bounded and closed) 2D manifoldsf. These surfaces ’
are represented hy. INon-normalized color vector, if = 3.

we definel; » and ;3 analogously td;» and; 3.




2.4. Modeling the foreground surface input images under the given illumination conditions (mod-
ulo noise of course). This allows us to measure the validity
of the current estimation by comparing input images with
generated ones. When assuming an independent identical
distribution (i.i.d) of noise in the observations, the likeli-
hood can be expressed as

In this work, we model the foreground object(s) by its
shapeS and its reflectanc®. We denote) = (5, R).

When assuming thdt (x) is equal to the radiance of the
surfaceS at pointX = H;é(x) in the direction of the'”
camera, the imagg is decomposed as

Ii = Lig + Lia, (1) P(1192) O(HQXP Hexp (1, I()),
=1
wherel;; and;, are images with the diffuse and ambient - (6)
reflection component af;, respectively. whereg; () = £(1;, 1;(2)) is a function of(2, measuring

Diffuse reflection is caused by the subsurface scatteringthe dissimilarity between two imagésand ;.
of light and it is independent of viewing direction. By using .
the cosine law, this image component is described as 3.2. Prior

ni A typical and reasonable prior for the surface shépe
= Z 6r,(X) (Pd(X)Lj (n(X) - 1j)>, ) about the area or about the smoothness of a surface. When
' using the surface area for the prior Snit is expressed as

wherep,(X) € R¢ is the diffuse albedbat pointX, n(X) P(S) o exp (= ¢(S)). @

is the outward normal vector to the surfagat X anddy,, Here,)(.S) is the monotonic increasing function of the sur-
represents the light visibility functior; ; being the partof  face areafs do wheredo is the Euclidean surface measure.

S visible from the;*" illuminant, we defingy,,,(X) = 1 if P(R) can be assumed uniform in general. This means
X € Sp;,0r,(X) = 0 otherwise. that we do not use any constraints for the surface reflectance

The ambient illumination is assumed to be uniform in the and the albedo can be a pattern and texture.
scene and the ambient reflection is modeled as

4. Cost Functions

Iia (X) = pd(X)La7 (3)
) i Based on the derivations in Sec. 3, the problem can be
whereL, is defined above. _ _ expressed in terms of cost functions as
By combining the diffuse and ambient reflection, we get .
the Image formation equatlon as Etotal(Q) = Edata(ﬂ) + Eshape(s) = Z gz(Q) + 1/’(5)
ny i=1
Li(x) = 0, (X)Li;(X,n(X)) + pa(X)La,  (4) (8)

because that maximizing the probability (Eg. (5)) is equal
to minimizing the total cost (Eg. (8)).
Where]LZ'j (}(7 l’l(X)) = L]pd(X) (H(X) . 1]) . )

4.1. Data cost function
3. Problem Formulation The current estimation d@ gives a segmentation of the
input imagel; into foreground’; » and background, g and
we can synthesizé;» according to the above image for-
mation model. As foll;, it is generated according to the
available background model. In this paper, as mentioned in
Sec. 2.3, we use actual background images,fgg.:fig.
P(QI) o P(I|Y) P(2) = P(I|S,R) P(S) P(R) (5) &(Q) = £(1;, I;) is then rewritten as

From a probabilistic point of view, the goal of this work
is to estimate the shapfeand the reflectanc® of a scene
surface(?, that maximizeP(Q2|I) for given I. By Bayes’
rule, the problem is then formulated as

under the assumption thatand R are independent. Here, £, L) = €p(Lip, Lir) + E8(1ig, IiB)
P(I|Q?) = P(I]S, R) is alikelihood whileP(S) and P(R) = ¢p(Lip, Lip) + €8(Iip, Iip) (9)
are priors on the shape and reflectance respectively.

= &p(Lir, iF) + &I, L),

3.1. Likelihood Wher?élf(I.iFajiF) = &r(Lir, Lir) — &p(Lir, Lir). Since
If II; and illumination conditions are given, we can pro- &(/;, ;) is independent of?, the data cost funct|on IS writ-

duce a synthetic imagg(2) corresponding to an inputim-  tenas e

agel; by using the current estimation 6. Here, the cor- E _ é (L. L) + C 10

rect estimation of2 will produce the same images as the data pr ir Lir) + 6, (10)



whereC' = Y"1, C; = S0, €(1;, ;) is constant. Here, it is worthy of notice thak ., (2) and Espqpe (S)
are defined over the scene surface whilg,;,(Q2) is de-

4.1.1 Similarity Measure fined as an integral over the image plane. By the change of
variable
When computingé, any statistical correlation among dor — ~ di(X) - n(X) o (16)
color or intensity patterns such as the sum of squared dif- L z;(X)3 ’

ferences (SSD), cross correlation (CC), and mutual infor-
mation (MI) can be used. In any cage;an be expressed as
the integral over the image plane as

whered;(X) is the vector connecting the center of the
camera anX andz;(X) is the depth ofX relative to the

iy, Camera, we can replace the integral over the image plane
by an integral over the surface:

§(I, I;) = / e(x)do;, (11) N
i . di(X) - n(X
Fiata(Q2) =C — Z/ (e(x)%)do
wheredo; is the surface measure an(k) is the contribu- =175 z(X)
tion atx to §;. The data cost function is then given as e d:(X) - n(X
=C - / <Z Js, (X)é(x)l(zx)g) do
e S \i=1 Zi
Baata(Q) =Y / é(x)do; + C, (12) (17)
i=17/mir When denoting/(X, n(X)) : R?* x @ — R as
whereé(x) = e(I;(x), I;(x)) — e(I;(x), I;(x)). We adopt c d;n
the derivations proposed in [12] fer, e, anddse. g(X,n(X) == (5&6 P ) +TX+ A,
i=1 ¢
(18)
4.1.2 Decoupling appearance from surface normal Eq. (15) is simply rewritten as

As shown in Eq. (4), surface appearance (i.e., the data
cost function) is dependent on both the surface normal and Eiotal(2) = C + /SQ(X’ n(X))do. (19)
position, and this makes the problem hard to solve and un-
stable. To resolve this problem, we introduce an auxiliary ~ Here, although the total cost function is an integral over
unit vector fieldv satisfying||v|| = 1 as in [6], which is  the surface, it does not suffer from the usual minimal sur-
used for the computation of surface appearance. To penalface bias: most functionals used in multiple stereo have an
ize the deviation between the actual normal veatand the ~ €MPpty setas globally optimal surface, since they do not “ex-

auxiliary normal vectow, we add a new term plain” all pixels in the input images. Our approach, like
[22], takes into account all pixels in the cost function, using

both the estimated foreground and the available background
information.

Eiey(Q) = T/

[ 3 = G [ ) v

= T/S (1-m(X)-v(X)))do, 5. Scene Recovery

(13) Scene recovery is achieved by minimizifg,;,; while

updatingS and R. Unfortunately,S and R are highly cou-
pled and, therefore, it is very complicated to estimate all
unknowns simultaneously. To efficiently solve the problem,
By using the area of a surface for the prior, the shape areaye adopt an alternating scheme, updatfhépr a fixed R
cost function is simply defined as and thenR for a fixed S. This procedure is repeated until
E;:a1 NO longer decreases adand R no longer change.

to the cost function, whereis a control constant.

4.2. Shape area cost function

ESGES:wS:A/da, (14) ) . )

pape(5) %) s 5.1. Shape estimation — Surface evolution

where) is a control constant. When assuming thak is given, F;,.; is a function of
S. In this case, the gradient &f;,:,;(.5) is given according

4.3. Total cost function to the derivation in [4] and [18] as

By combining the cost functions defined in the previous VsEioa(S) = (Vsg) -n+2gH + Vs -gn, (20)

sections, the total cost function is given by
where H is the mean curvature ang, represents the gra-

Eiotal(2) =FE4q1a(Q) + Egey(Q) + Eshape(S).  (15) dient on the unit sphere. Accordingly, the gradient descent



5.1.2 Gradient descent flows for the normal deviation
cost and the shape area cost

St|dev (originating fromFE ., (Q2)) is computed as

|d =(—2tH+7(Vgs-V)) (26)
ands; |Shape (from Epape(S)) is the mean curvature flow
Figure 1. Horizon poinX and its terminator poinK’
St|shape = —2)\H. (27)

surface evolution that minimizes the total cost function is
characterized by the normal velocity of the evolution given
as The computed gradient descent flows minimize the total
Si=—((Vsg) n+2gH+Vg-gn). (21) cost with respect to given reflectance andWe then up-
In this work, we derive the gradient descent flows corre- date the auxiliary vector fielgt to minimize the total cost

sponding to the cost functions respectively. The final gradi- With respect to given shape and reflectance. ftieat min-
ent descent flow is then given by imizes the total cost satisfies the following equation.

St = (St‘data + St’dev + St‘shape) n. (22) gi — <_
A"

5.2. Updating the auxiliary vector fieldv

d 3n> + (=) =0 (28)

5.1.1 Gradient descent flow for the data cost ~
Here, %% is given as

As shown in Eg. (17), the data cost is a function of

the visibility of a surface point, which is dependent on the ny
whole surface shape. According to our previous derivation = Z or,; Ljpal;. (29)
in [2], S:|,,,, is given as j=1
o< /3, (6 — € We updatev by performing gradient descent using the
St g = (% (Vsh(—=d;-n)-d;) following PDE, with the constrairtv|| = 1.
i:15 ? (23)
Si A~ T 8_[ d -
= ((026,VL) - d;) ) < Z(ss age ) + (—7n) (30)

whereh(-) is a Heaviside step function ar& is an error
computed by using the radiance at pafitin the direction ~ 5.3. Reflectance estimation
of thei*” camera, which is the terminator of a horizon point
X as shown in Fig. 1. When a horizon point has no termi-
nator point on the surfacé; = 0 because the terminator
point is from the backgroundVI; is expressed by using

We estimateR for a fixed S, still minimizing the total
cost function. Sinc&y., and E;pqp. do not depend ok
at all, we seek an optimadt by minimizing E g4, (€2).

For givensS, we estimate, that minimizes the follow-

Eq. (4) as ing.
VI = 3 V01, )y + 01, (V) + (Vo)L (24) Bun = [ (- Z G565 )doe (3D
j=1
where Here, pg that minimizes the total cost function will satisfy
the Euler-Lagrange equation given as
VLij = Lj(Vpa)(v -1j) + Lipa (V(v-1;)) . (25)
This gradient descent flow includes both the variation re- - Z Js; 8géa—L n_ 0, (32)

lated to the camera visibility changes (the first term in Eq.

(23)) and the variation related to the image changes (the sec-
ond term in Eq. (23)), which also includes the variation due
to the light visibility changes. Here, it is worthy of notice

that the gradient descent flow for the data cost is not de-
pendent on the image gradient, which is sensitive to image
noise, but on the shape/reflectance estimation. 3Pd

where Ag denotes the Laplace-Beltrami operator defined

on the surfaces and g{{; is given as

Z or,L; + La. (33)

j=1
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(a) inputimage (b) synthesized image
Figure 4. Estimation results for a “torus” image set

(a) inputimage (b) estimated re-
flectance

(c) estimated shading (d) synthesized image
Figure 2. Estimation results for a “sphere” image set

(a) original inputimage (b) synthesized image

Figure 3. Scene synthesis under different lighting conditions

We solve the PDE by performing gradient descent using
the following PDE.

9pa Ne oL d,-n - . g ;
E = <— Z 5&- Oyé 5pd PE (34) (e) true shading of (a) (f) estimated shading of (a)
i=1 Figure 5. Estimation results for a “dragon” image set
6. Experiments
shading) and reflectance. We can generate the images of

the scene with different lighting conditions as shown in Fig.
3 by using the estimated shape and reflectance. The results

To verify the proposed method, we generated synthetic
data sets by specifying illumination conditions and surface

reflectance with known 3D models. . . -
. . . . for the “torus” image set are also shown in Fig. 4 and the
Instead of implementing the surface evolution directly, T o2
results for more complex object is shown in Fig. 5. We

we have implemented the gradient descent surface evolu-Can see that the images svnthesized by using the estima-
tion in the level set framework, in which the topological 9 y y 9

: tion closely resemble the input images while the shading

changes of surfaces are handled automatically. In all ex- .

. . and the reflectance are successfully separated. The image
periments,(128 x 128 x 128) grids were used except the . ) ;
. . . . synthesized by using the estimated shape and reflectance
dragon” image sét The algorithm starts from the visual A 2o o : . .

. ; : with different lighting conditions and a different viewpoint

hull obtained by rough silhouette images to reduce the com-

putational time and to avoid local minima. The camera and is shown in Fig. 6.

light visibility are computed by using the OpenGL and the The estimated shape is quantlte_\tlvely evaluated in terms
; 5 ; . oo of accuracy and completeness as in [16]. We used 95% for
simple L=-norm is used to compute the image similarity,

Figure 2 shows one of 32 input images and the Synthe_accuracy and the 10.0mm error for completeness. Here, be-

. . . . ide the shape evaluation, we also evaluated the estimated
sized image generated by using the estimated shape (an ) . .
reflectance in the same manner. For each point on a esti-

2(160 x 80 x 128) grids was used for the “dragon” image set. mated surface, we found the nearest point on the surface




Table 1. Performance of the proposed method
| [ accuracy (95%) (Shappu,, pa, par) | completeness (10.0mm) (shapey, pag, pas) | Cimgac |
sphere 14.04mm, 0.0254, 0.0189, 0.0167 97.17%, 0.0228, 0.0175, 0.0161 0.6026
dragon 2.63mm, 0.0897, 0.0734, 0.0655 99.88%, 0.0658, 0.0575, 0.0543 5.4812

diffuse/specular reflectance. In order to get a solvable min-
imization problem without too many unknown variables,
we can choose to represent the reflectance by a parametric
model. Of course the chosen model directly depends on the
applications aimed at; as an example, we consider the pop-
ular Blinn-Phong shading model. In this case, the imBge

is decomposed as

(a) inputimage (b) synthesized image

I = Lig+ Iis + L, (36)

wherel;, is an image with the specular reflection compo-
nent of I;. Specular reflection is caused by the surface re-
flection, as with a mirror. This component is expressed as

Lis(x) = 301, (X) (psL (n(X) - by (X)) ™), (37)

(c) true reflectance of (a)

BB

(d) estimated reflectance of (a) . . )
whereh,; (X) is the bisector of the angle between the view

of thei*" camera and thg!” illuminant atX, p, € R¢ and

as € RT are the specular albedo and the shininess param-
eter of the surface. These can be computed by performing
gradient descent using the following PDEs.

dps / e 0L, d; -n
= — 0g,02€ do
ot g ; Ops 23
Figure 6. Synthesized image with different lighting conditions and

Oayg e OI; d; - n
a different viewpoint pra /S (— Zésﬁgeaa 3 > do (39)
i=1 v

(38)

(e) true shading of (a) (f) estimated shading of (a)

S
and compute the distance and reflectance differences an@. Conclusion and Further Work

vice versa. In addition, for the more quantitative evaluation ) o

of surface shape and reflectance, we computed the average [N this paper, we have presented a variational method that

ages using thé&2-norm as ing multiple images. We modeled the scene and the image

formation using given information about cameras and illu-
1 a1 _
Comage = 2> 5 [ 1169 = L) o, (35)
¢i=1 i

achieved by minimizing the global cost functional alterna-

minants. We then formulated the problem via Bayes’ rule
and defined the global cost functional. Scene recovery is
where A = fw_ do;. The performance of the proposed
method is summarized in Table 1.

7. Discussion: single-material non-Lambertian
surface

tively. As a result, the proposed method produces the com-
plete description of a scene surface enough for resynthesiz-
ing the images with different lighting conditions.

As we mentioned, the method presented in this paper is
the first and unavoidable stage for reaching a global and
completely model-based method for non-Lambertian sur-

When dealing with a single-material non-Lambertian faces. Therefore, we will first apply the method to real
surfacé, it is possible to apply our method to estimate both jmages with the estimated lighting and will also extend our

3This does not mean that the surface has the constant diffuse re-method toimprove th? rObUStne_SS to non-Lambertian effects
flectance. Only specular reflectance is constant over the surface. by directly incorporating a physically based specular model




in the mathematical formulation of the problem. By incor- [13] J.-P. Pons, R. Keriven, and O. Faugeras. Multi-view stereo
porating a complete photometric image formation model,
we will also exploit prolifically all the photometric phenom-
ena to provide a method that allows to naturally manage
with a set of images under with several lighting conditions. [
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