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Recovering a Code’s Length and Synchronisation
from a Noisy Intercepted Bitstream

Mathieu Cluzeau Matthieu Finiasz
Abstract—We focus on the problem of recovering the length IIl. DECIDING WHETHER AGIVEN LENGTH AND
and synchronization of a linear block code from an intercepted SYNCHRONIZATION IS CORRECT

bitstream. We place ourselves in an operational context where the ) ] ) ) ]
intercepted bitstream contains a realistic noise level. We present In this section, we consider that the received bit-
two algorithms, both useful in different contexts, able to verify stream was transmitted through a binary symmetric channel

if a given Iength/synchronization is correct. _Using them, we were with cross-over probabilityr. When trying to recover the
able to practically recover the synchronization of several codes. length/synchronization of a cod®, the first step is to be able
to decide whether a given length/synchronization is correct or
I. INTRODUCTION not. One must thus split the input bitstream into words of the
o o given length, starting at the given synchronization, and then
Most digital communications are both coded and encryptegkcide if the words obtained are indeed noisy codewords (that
For this reason, in order to be able to perform a cryptanalysj, elements of a vector space with a small amount of noise). Of
it is usually necessary to decode intercepted data. Howevgiyrse, as the target vector space (the cddee are looking
decoding first requires to split the intercepted bitstream infgr) is unknown, this problem is hard. A simpler way to look
codewords: this implies that the code length and synchrge it is to consider the dual problem: instead of looking for
nization have to be recovered. In this article, we only focys yector space, we can look for elements of its orthogonal
on communications encoded using linear block codes. M‘{fﬁese are, words of the dual ). Such orthogonal words
other articles dealing with code reconstruction [8], [4], [Slhave a probability higher thaé to be orthogonal to a noisy
[6] (that is recovering a parity check matrix) consider thiggdeword (if the noise level is lower thah of course). In
information known. They deal with the (easier) problem ofyger to decide if a length/synchronization is correct, one can
finding a parity check matrix from noisy codewords. In thighys ook for dual words: as we will see, if such a word can
article, we focus on the preceding step which consists jis found then the length is correct (with a probability close to
finding the block length and the synchronization leading ne) and the synchronization is probably not far from correct.
words as close as possible to a vector space. It appears th@uppose the correct length/synchronizatiorfris, so) and
the most efficient technigues to solve this problem can also g length/synchronization we are testing (s, s). After
used to reconstruct the code. splitting the input bitstream into words of length we build
This article is composed of two main sections. First, wg matrix G such that each line of is a word. This matrix
show that looking for words in the dual code is sufficient tg of size M/ x n where M = |2 if ¢ is the length of the
decide if a specific length/synchronization is correct. Then, jAtercepted bitstream. Looking for a word of the dual consists

the second part, we present two very different techniques f@rfinding a word% of length n such thatG x h is of low
searching words in the dual code. Eventually, we present sofeight We distinguish three different cases.

experimental results and give estimates for the maximum noise
level allowing to recover a code’s length and synchronizatioA. Correct length/synchronizatiom: = ng, s = sg

. ks. Thi icle i he fi deal with In this case, each line d@f is a noisy codeword. Thus, if
Previous works. This article is not the first to deal with , ic 2 \word of the dual ofc of weight w the weight of the

the problem of finding the length/synchronization of a "neaﬁroductg » h strongly depends om and follows a binomial
block code bitstream. For instance, in [1] an interesting tech-

nigue based on rank computation is presented. This technique
consists in computing for all length and synchronization thg
rank of the matrix formed with the noisy codewords. If théz
noise level is low enough and the length and synchronizatie
are correct, this matrix will not be of full rank. Finding the
correct length/synchronization then simply consists in finding
the minimum of these ranks. When the level of noise starts tp
increase, it is necessary to compute the rank of sub-matrices
and hope to find “low noise zones”. Because of this, this
techniques is limited to relatively low noise levels. Moreover,

rank computation can be quite expensive on large matrices. Figure 1. Distribution of the weight of the produgtx h.
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distribution, centered i (1 — (1 — 27)*), with a variance
of 02 = (1 — (1 — 27)%*). This distribution is depicted

in Figure 1 (dashed line). However, if' is not a word of ;

the dual ofC, whatever its weight, the weight of the product M }m
G x h' will follow a binomial distribution centered iﬁg—’ with oo
a variance% (plain line in Figure 1).

If these two distributions have a small enough intersection,

then it is possible to tell, with high probability, whether a word
h is in the dual ofC or not. Figure 3. The matrixg when an incorrect length was chosen.

v

B. Correct length, incorrect synchronization:= ng, s # sg
In this case, each line af is composed of two different D. Analysis

codewords: the firsk, — s mod n bits belong to one word,  \yhat appears from the study of these three cases is that
the remaining bits to the next one (see Figure 2). We tak&ygds following the dashed line distribution of Figure 1 can
word £ in the dual ofC and cyclicly shift it (to the right) by onjy pe found when theorrect lengthwas chosen. Ifr is
so — s positions to obtain a word. known, for a given word weightv, the two distributions are
« If the support of/ is included in[sy — s,n — 1] of known and it is thus possible to compute a threstldf we
[0,s0 — 5 — 1] then the producti x h will follow the  can find a wordh such that the weight af x 1 is belowT’, then
same distribution as dual words in the previous case (thfere is a high probability that the lengthchosen is equal to
dotted line in Figure 1). no. This also means that the offsetis probably not too far
« If the support ofh is split among the two intervals, thenfrom s,. To find the exact value of, it is necessary to look at
each bit of the product will be zero with probabilify(if  the supports of dual words found. As we have seen in II-B the
we assume that the codewords are mutually independe@gyrect offset cannot split the support of any words. We can
The weight ofG > h will thus follow the same distribution thys proceed by some kind of dichotomy but this requires to

as for random words. find several dual words for each tested offset. In the end, when
S8 " the correct synchronization has been found, we usually have

found enough dual words to reconstruct the complete ¢ade
; We will now see two different algorithms to search for
@W words in the dual ofC. For each of these algorithms it is
M , possible to estimate the number of tries needed to find one
5 word. It is thus possible to know that a length/synchronization
pair is incorrect after a certain number of unsuccessful tries.

v

I1l. FINDING WORDS IN THEDUAL OF C
Figure 2. The matrixg when an incorrect synchronization was chosen. A Exhaustive Search of Words of a Given Weight

The first thing to note when looking for words in the dual

Once again, if the two distributions are distant enough, (I)tf a code is that words of (very) low weight are easier to find.

will be possible to decide wh<_athe_r a (low weight) word is in thEirst, the two distributions of Figure 1 are more distant from
dual of C or not. However, this will only work for words such

= . : L one another, secondly, it can be easy to exhaustively test all
that the support of is not split. In practice, this will decreaseWords of weiahtw. This is exactly what our first alaorithm
the probability of finding words in the dual @&. The larger ghtuw. y 9

does, but in a more subtle way.

so — s, the more this probability will decrease. If the chosen . ; . S
o . . The straightforward exhaustive search technique consists in
synchronizations is close to the correct synchronizatieg, .

the behavior .of duaI_ word finding algorithms will be nearl)gompute the weight of their product wit. If one of these
the same as in the first case.

weights is below a threshold, then the corresponding word
C. Incorrect length:n # ng likely belongs to the dual ofC. In order to improve this

In this third case, as it can be seen in Figure 3, each codieshnique, we use a birthday technique and build a list of all
word will have a different offset. There is a high probabilityproductsg x h= wherehw is a word of weight. Finding
that G is not close to any vectorial subspace. In practice, fer word in the dual then requires to find two wortlg and
any word £/, the productG x h' will follow the binomial £’ such that the weight of x (hy @ h'y) is below T In
distribution centered o represented by the plain line inorder to find such a pair efficiently, we select a window of size
Figure 1. The only case in which some words could follow 32 which we require to fulfilG x (hw @ h'y) = 0: this will
different distribution, is ifn. dividesn, and each offset of a discard some vali:dh%,h’%,) pairs but we can now sort the list
dual wordh by n positions is also in the dual . If such of G x hx products and simply look for exact matches. Once
an unlikely event occurs, a divisor ofy, has however been a match is found, we just have to check if the total weight of
found, which makes finding, a much easier problem. the product is belowl .



n

If M, > 0 (which can only be the case when the correct
length was chosen), aftérruns of the algorithm (each time
II” with a different window choice), the probability of not having
M found any dual word is smaller than:

() 14 —2neyee)
=(1--u L .
g < e S —
In order to recover the length of a co@eve choose such that
P is small enough and try all possible lengths incrementally

until a dual word is found. This technique will succeed as long

This technique makes it possible to find all words of weigh&s there exists at least one dual word of weight
w in the dual ofC which vanish on the selected window withg  Using the Canteaut-Chabaud Algorithm
a complexity of ordeO(n 2 log(n2)) and with a memory of
O(n?). As this amount of memory can be very large, it i
often necessary to choose a “vertical” window of sizeand

Figure 4. Selecting a submatriX for exhaustive search.

As we will see in the practical experiments section, the
?Jrevious algorithm can hardly be used for valueswofarger
restrict our search to words of the dual with a support includt an 8. However, for most codes, the minimal distance of their
i this windoss. In pracice, we get the followingpglgorithm' ual will be larger than 8. In ord(_er to deal with these codes,

: ' " we propose to use another algorithm, based on the Canteaut-

« randomly pick a vertical window of siz&, _Chabaud information set decoding algorithm [3]. Here is how
« randomly pick an horizontal window of size 32 to obtaif;g algorithm works:

a matrixG’ as described in Figure 4,

« compute all the xors of columns ofG’ and place them
in a table,

« sort the elements of the table,

« for each collision, check if the weight of the same xor of

« select at random an “information set”, that is,lines
among theM lines of G

« perform a Gaussian elimination on this information set,
swapping and xoringolumnsof G to obtain a new matrix
G’ (see Figure 5) and store the transition matfixsuch

w columns ofG is of weight smaller than a threshald that PG = G’
Computing the threshold”. We need to selecT” in order ¢ Choose a small window of lines among theM — n
to avoid all false alarms (that is, words not in the dualCof remaining lines oy

with a product by below the threshold) and at the same time * US€ the same technique as in the previous algorithm to
miss as few as possible dual words. This will be possible if find all combinations op columns vanishing on the

the threshold can be chosen at more than 3 standard deviations lines of the window

from the center of each distribution. M is large enough, this  for each set of2p columns, verify that the xor on the

will be possible. columns ofG’ is of weight lower than a thresholfl
In order for the two “3 standard deviation” bounds to be in ¢ €ach wordh of weight2p can be converted to a word of
the correct order we need: the dualh’ = h x P.
2 This can be implemented very efficiently using the
M (3\/ 1—(1—27)+ 1> _ (1) Canteaut-Chabaud algorithm to select the information sets of
(1—-27)w successive iterations. In practice, this consists in only changing

. . o one position in the previous iteration information set so as to
If this inequality is verified, any threshol@ between the . LT :
. R ke the Gaussian elimination step less costly. Also, in order
two “3 standard deviations” bounds can be chosen and sho - S .
0 optimize the probabilities, it is better to split the columns

give satisfactory results. In practice we choose to séleat . -
. o : . . in two separate sets and look for collisions among words of
the exact middle of this interval which, as we will see in the . . .
: ; . ~ Weightp in each set. The optimal values for the two parameters
last section, gives very good results. This corresponds to:

[ andp are chosen in the same way as in [2].

M (1—27)v VM As for the previous algorithm, it would be interesting
- 7(1 N 2 ) +3 4 to know the probability of success of one iteration of this
technique. A given word of weightw in the dual ofC will
Required number of tries.Suppose there ard/,, words of pe found if the producg x h is of weight:

weightw in the dual ofC. Each run of the previous algorithm 2p on the chosen information set (in 2 sets of weight

T (V1—(1—27)2 —1).

will output all words of the dual: . 0 on the window of siz€,
« of support included in the vertical window of sizg, « and less thaf’ — 2p on the remaining positions.
« vanishing on the horizontal window of size 32. For a given information set, the probability that the errors in
Thus, each run will return an average number of words equalare well distributed for the previous conditions is:
to: L . .
Ny % EZ; X (71 + (12_ 27) ) . Peor = (21;)(]21)(1 —q)"‘2p+l Z (Al_in_l)qi(l —q)M_n_l_i
w =0



for each length (every; bits for instance). We divide our
experiments in two groups which behave very differently in

0 4 practice for both algorithms presented here.
&
= A. Random Linear Codes
hS]
0 We first consider codes defined by a random generator
" ] matrix. For such codes, it appears that our first algorithm based
Iz o on exhaustive search gives very poor results. This algorithm

only works well for codes with very low weight words in
their dual (weight 6 or 8 at most), which will be the case
only for very short random codes (at most ~ 40). Of
course, such codes are seldom used in practice. However,
the Canteaut-Chabaud-based algorithm makes it possible to
find the length/synchronization of longer codes. Table | gives
results of simulations on random codes of different lengths
with different noise levels. For these lengths, it is important to
note that the 10000 iterations are performed in approximately
with ¢ = 1= - . Thanks to this probability, it is possiblels' Thus, if the algorithm is able to find some words, it will

to compute an estimate (neglecting the dependencies betw®SQ P€ €asy to find the length/synchronization of the code.
successive iterations) of the average number of iteratiolfPractice, for all the length/noise combinations of Table |
required to find a given wordi. However, there are many”Ot contalqlng a zero, the exact length/synchronization can be
words in the dual ofC and what interests us most is thd€covered in a few minutes.

average number of iterations required to find any one of these Table |

words. Unfortunately, this number is much harder to compute  NUMBER OF WORDS FOUND BY10000ITERATIONS OF THE

as it will depend on the (unknown) distribution of the words EEEEE?\/L[JECSZABAA;\JUDD ;L:\BAEELITSH"IY'HCA)"I\" S:S?iv“ggggf&iz F;?)TUEN%

of the dual. For this reason, the threshdldwill be chosen o

dg-L > 1Sm

Figure 5. Using the Canteaut-Chabaud algorithm on matrix

1-27)%

independently of this value. o 7] 0.001 | 0.002 | 0.005 | 0.01 | 0.02 | 0.05
We decide to choose the threshdldso as to minimize the 32 | 14637 | 27081 | 42570 | 42913 | 19464 | 210
probability of having a false alarm (that is, a word not in the | 54 0 0o oo | 1172189 6310 | O
g . .. . 128 00 [e%s) o0 2992 0 0
dual verifying the weight conditions cited above). There2ire 256 | oo 00 0 0 0 0

possible false candidates, and for each of them the probability

of verifying the weight conditions is approximately: For lengths longer than 256, this technique can still be

1 <& o successful but only if is very small or if particular codes with
Praise = oM Z ( i ) dual words of very low weight are used. This is for example
=0 the case with LDPC codes.
If we want to avoid false alarms, we thus neBdise < 27".
This is achieved by choosing: B. LDPC Codes
M nlog 2 By nature, LDPC codes [7] have words of very low weight
=— /M in their dual. This makes it much easier to recover their

) _ _ _length/synchronization. Also, our first algorithm was specif-
This choice makes sure that we avoid false alarms but givgg|iy designed for such codes.

us no hint about the probability of finding a word of the dual.
However, what is known is that if we increadé¢ (and thus Exhaustive search. All our simulations were done on a
also T'), this probability of success will also increase. Moréomputer with 2GB of memory for LDPC codes with parity
details about the choice d¥/ are given in the next section. checks of weight 6. In this setting, the valuelpfcannot be
greater tharv94 (with our implementation). Because of this,
IV. PRACTICAL EXPERIMENTS we managed to recover the length/synchronization of codes of
We have previously seen how to test a length and synchtength up to 1000. For longer codes, the probability of success
nization and how to find words in the dual code ©f Our of one iteration of the algorithm becomes too low and the hum-
algorithms thus consist in testing all possible lengths and fber of iteration required makes a full length/synchronization
each length a number of different synchronizations. In practiaecovery impractical. Table Il gives the number of words of the
for short codes, we test each lengthfrom 1 tony, andn/8 dual found in 250 iterations of the algorithm on LDPC codes
synchronizations each time (we test all synchronizations whioh length 1000 for different noise levels. Note that 250 such
are a multiple of 8). For larger values af (especially for iterations take approximately 3 hours to run. One can thus see
LDPC codes), we test a fixed number of synchronizatiotisat for noise levels of 5-6% a complete length/synchronization



Table Il
. . . . _10 .
NUMBER OF WORDS FOUND BY250 ITERATIONS OF THE EXHAUSTIVE We thus definemayx by fixing this probability to2 (meaning
SEARCH ALGORITHM ONLDPC CODES OF RATES, LENGTH 1000anD  that 210 iterations of the algorithm will be necessary):
WEIGHT 6. HERE, M = 512. THE LAST COLUMN CORRESPONDS TO THE

MINIMAL VALUE OF M GIVEN BY EQUATION (1). n (%(1+(1—2Tmax)w)) o
= z =271
— 2 (M)
- words expectec_i expe_cted t(_)tal words | minimal n
ot fcg;d wordlsgpgasr iter.| found (uncllL;tgcr)\g doubles é\é This value is only an approximation of the maximum noise
0.02| 365 3.15 787 70 level _that the C_anteaut-Chabaud algorithm can handle. We
0.03| 117 0.57 142 88 experimented with an LDPC code of weight 6, ra}eand
8-8‘5‘ 234 8-01214 268-11 iig length 1000, with\/ = 2048. For such a codemax = 0.0015.
006| 3 0.006 15 180 o for 7 = max the Canteaut-Chabaud algorithm was able

to find 375 dual words in 1000 iterations (a few seconds).
« for 7 = 0.0025 we were still able to find a few dual
recovery will take very long (probably a few month on a single ~ words in 1000 iterations.
computer). Table Il also shows some interesting results: « for 7 = 0.01 we were not able to find any dual word,

« for < 0.02, a single iteration of the algorithm is enough ~ €ven in an hour of computation.
to verify if a length/synchronization is correct. Thus, withThis algorithm thus only works for much lower noise levels
such noise levels, recovering the length/synchronizatidhan the exhaustive search, however, it is faster and can handle
of the code takes less than a day. Moreover, this onlignger codes. We were able to successfully recover dual words
requires very few intercepted words. for LDPC codes of length up to 10000, but for such lengths the
. for noise levels close to the correction capacity of theaximum noise level is very low compared to the correction
LDPC (r = 0.06 for instance) it is still possible to verify capacity of the LDPC.
a length/synchronization pair. This was not obvious at Concerning soft information decoding with this algorithm
first sight for such noise levels. we were not able to make any notable improvements.

Soft information. LDPC codes are particularly efficient when V. CONCLUSION

it comes to soft information decoding. We have thus investi- We were able to recover the length/synchronization of
gated the possibilities for adapting our exhaustive search algarious linear block codes. For random codes, our algorithms
rithm to a soft information bitstream. The “vertical” windowwere successful only for short lengths (up to 256) with very
of sizel, must be chosen at random. Any bias will reduckow noise level (well below the correction capacity of the
the probability of finding some words of the dual. Howevertode). For LDPC codes, our experiments on codes with parity
the “horizontal” window of size 32 can however be chosen sshecks of weight 6 show that for length up to 1000 we can
as to contain as few as possible errors. The soft informatiegcover the length/synchronization of the code even for noise
makes it possible to compute the probability that a given lifevels close to the correction capacity of the LDPC, for larger
of G contains no error. We thus sort the lines according tength, this will only be possible for very low noise levels.
this probability and select lines with low probability of error.
In order to randomize our selection (it has to be different for
each iteration), we select each line with probabilgy(this [1] J. Barbier, G. Sicot, and S. Houcke. Algebric approach of the reconstruc-

- s : - tion of linear and convolutional error correcting codes.GIS 2006
value is empirical but seems to give the best results) startlﬁg A. Canteaut. Attaques de cryptosysnesa mgts de poids faible et
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A dual word of weightw will be found if the chosen infor-
mation set only contains few errors. Thus, the probability of
finding one of the dual words of weightv is approximately:
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