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Abstract—This article deals with the problem of quantifying will be seen to heavily depend on two parameters of the code
how many noisy codewords have to be eavesdropped in order fam||y £ being used for transmission:
to reverse engineer a code. The main result of this paper is a (i) its size €]

lower bound on this quantity and the proof that this number is .5 . . .
logarithmic in the length for LDPC codes. (i) its average error-correcting propertigst).
We define this quantity here by

l. INTRODUCTI-ON | V(B) = [(X;Y|C) )

The problem we address here is to be understood in the
more general context of reverse-engineering a communicatiyhere C' is chosen in as explained aboveX is chosen
system. The general problem is, for an observer (or a spyjiformly at random inC' andY" is the received word after
to recover the transmitted information from the knowledge &ending X through the discrete memoryless channel under
the observed stream. But he does not know anything ab&@nsideration. This quantity lies betweerz and 0 and is
the characteristics of the different elements except the nofgpse tonR when most of the codes ifi enable us to recover
channel, and so his first goal is to determine which elementsfrom Y most of the time.
have been used in the communication system. This probleml'he issue of giving lower and upper bounds on the size of
arises for instance in a military context ; reverse engineeridd Which is required for recovering’ with good probability
of the error correction component has been studied in [8], [1§, N €ssence an estimation of a channel capacity. The channel
[2] whereas reverse engineering of the scrambler has bdBat the spy sees can be viewed as follows. The input alphabet
considered in [3]. of the channel i€ and the output alphabet of the channel is

Here, we are interested in reverse engineering the errfie setB of all possible output vectors for thE;'s. In this
correcting codeC’ which has been used for communicationcase, he also knows that that the repetition code has been
We call this the CRE problem (which stands for “Code used €' was transmittedV/ times). The channel is then a
Reverse Engineering”). We make the assumption that tHiscrete memoryless channel, when an input symbols
observer knows tha€ has been chosen among a family transmitted ite. a code in€) a random wordX is chosen
of codes of a given length. Throughout the paper we will in C' and transmitted through the real communication channel
assume that” has been chosen uniform|y at random amoﬁ@ become an element of 5. The crucial fact is that for any
€ and thatM codewordsX?,..., XM have also been chosenv1;---,ym € B and anyc € & we have
uniformly at random inC independently from each other M
and transmitted over 'Fhe communic_ation ghannel. We assume(y = (y1,...,yn)|C =¢) = H PY; = 5i|C =¢). (2)
that the communication channel is a discrete memoryless i1

1 M i
channel. We denote by",..., Y™ the received words and ., how on, we will use the following convention:

def i C‘Ef i . X X
setX =(X")1<icm andY =(Y")1<;<nr. We assume that the Noation: X andY denote random variables as defined above.
observer has observed all these noisy codewBrdsand wish Viewing the CRE problem in this way motivates to look

to find which code has been choserfinWe also assume thatat the mutual information betweeri and C. There is a very

all codes in& have the same length and rateR. simple formula for this quantity involving(£), namely

We denote for a couple of discrete random variablandY Lemma 1:We have
their respective (binary) entropies By(X) and H(Y'), their
mutual information byI(X;Y) and the conditional entropy I(Y;C) = I(X;Y) —y(€).

of X given ¥ by H(XY). Proof: This is basically a consequence of the fact that

Il. A CAPACITY FORMULA FOR THECREPROBLEM the triple (C, X, Y) forms a Markov chain (the conditional

distribution of Y depends only onX and is conditionally

independent ofC). From this, the reverse tripl€Y, X, C)
As explained in the introduction, one of the fundamentabrms a Markov chain too. Let us observe now thét ; C, X)

issues which has to be addressed when trying to solve the CRn be expressed in two different ways

problem is to estimate the number of intercepted messages

which is required to be able to find with good probability the I(YV;C,X) = I(Y;0)+I(Y; X[C)

code used during transmission. The answer of this question = I(V;X)+I(Y;C|X).

A. A capacity problem



From the Markov chain propert§(Y; C|X) = 0. We deduce  Ill. THE CASE OF LINEAR CODES OF A GIVEN LENGTH
the following expression fof (Y'; C): AND DIMENSION

Let us consider the case whefeis the set of linear codes

1(Y;0) = 1(Y; X) = I[(Y: X|C) = I(X;Y) = ~(€). over F, of lengthn and dimensionk. The cardinality|€| is

m given by Z ] which is is the number of vector subspaces of
B. A general lower bound on the required number of integimensjonk of a vector space of dimensionover the binary

cepted messages field. It can be written as
The conditional entropyH(C|Y) can be related to n k=lon—i _ 4
v(€),M,n,I(X;Y) and|£| by the following proposition { k } = o= 1
Proposition 1: =0
i o on—k)k k1 1=2°"" i
H(C|Y) > 10g2(|£‘) _ M(I(X,Y) i ’7(5)) ) Let us notice that|: k :| =2 ) Hi:O 9% - By using
the fact thatﬁ < 4 we finally obtain2(=F* <
Proof: Let us first write that n ! _
[ . ] < 2(n=k)k+2 from which we deduce

H(CY)=H(C) - I(Y;C) =log, [€] - I(Y;C).  (3) logy(|E]) ~ k(n — k) (5)

>From the independence property (2) we know th%tsk(n—k) tends to infinity

_ M i i . — _
H(Y|C) = Zi:l. H(Y*|C). Since I(Y;C) = H(Y) Here, we have used the following notation
H(Y|C), we obtain Notation 1:

M

I(Y;C) = H(Y)-) H(Y'|C) F(z) ~ g(x)
=1

asz goes to infinity, means that

lim f(x)/g(z) = 1.

r— 00

IN

M . M .
Y H(Y)) =) HYC)
i=1 =1

M
i Concerning the other terms which are involved in the
< I(Y* C). 4 . . L
- ZZ_; (¥50) @ definition of m(€), let us first observe that the distribution
of X satisfies
From Equations (3) and (4) we deduce the proposition above. 1 1—9-k
™ P(X =0) P(X:gc):2ni1 for x #£ 0.

This proposition gives a lower bound on the number o N . . .
messages which have to be intercepted in order to havéI (,j)(ven brlr:jg'fln a lrandot:n yarlablé] unlfC(i)_rme dlstrlbfutedh
vanishing error probability when choosing the most lik€ély on Iy and It we hetV | € 'FS cor(rje_lsporrll |r|1(g dout:put or the
Indeed, by denoting this probability by, and by using Fano’s communication channel, it is readily checked thatnagoes

:27’

inequality, we obtain to infinity X Y) ~ IU:V)
h(Pe) + Pelogy(|€] — 1) = H(C[Y), The term appearing on the right side can be rewritten as
whereh stands for the binary entropy functione. I(U;V) = nCapy,
de where

f
hz)= — wlogy —(1 — z)logy(1 — ). Definition 1: Capy, is the mutual information between a

random variable uniformly distributed of, and the corre-

We deduce from this that sponding output from the channel.

h(P.) P> logo [€] MI(X; Y)— ’y(f). We finally obtain
logy(|€] = 1) logy(|€] — 1) logy(|€] = 1) I(X;Y) ~ nCapy (6)
In other words, if we want to recove€’ from Y with 354, tends to infinity.

vanishing error probability when goes to infinity and ifi&]| Turning to the problem of estimating(€), it is readily
goes to infinity with it, we need\/ to be at least of size cnecked that classical arguments used in the proof of the direct
(1+0(1))m(£) where part of Shannon’s capacity theorem allow to show that for any

e > 0, most of linear codes of rate strictly beloBap, have

m(g)déf% probability of error after decoding which is smaller thafor

I(X;Y) =€) n large enough. This can be used to show tH&EX |, C) =



_ 1+(1-2p)*
2

o(n) for a fixed rateR strictly below Cap,. From this we Note thatP(A4) = . This quantity will arise often

deduce that under this condition in what follows and we denote it by
Lemma 2:Let R < Capy. If £ is the family of linear codes  Notation 2: .
of rate R and lengthn, theny(&) ~ nR, asn goes to infinity. defl + (1 — 2p) .

Putting all these facts together we deduce that b= 2

Proposition 2: Let R < Capy. If £ is the family of linear  pytting all these calculations together, we obtain
codes of dimensiort, lengthn and rateR, then

1-R H(X|Y,C) = nh(p) = h(p:)
m(&) ~ krpu ) I(X;Y) - I(X;Y|C) = 1+o(1)—h(p).
asn goes to infinity. The reason of thex(1) term comes from the fact that the

Notice that when there are no errors, then our bound clai@tribution of X is not completely uniform: it can be proven
that we need at least intercepted words to reconstruct OUkhat 1(X;Y) = n(1 — h(p)) + o(1).

code, which was to be expected. Finally, we have
IV. LDPC coDES log (n)
. . . . . . . . m(€) = t ,
An interesting example which might arise in this setting (€) 1+ o(1) — h(pr)

is the reverse engineering of LDPC codes. To simplify the )

discussion we will assume in the whole section that the chdfem which we deduce

nel is a binary symmetric channel with crossover probability Proposition 3:

p and that the parity checks of the LDPC code family have tlogn
all constant weight. As we will see, this already captures m(€) ~ W’
interesting features of the problem and avoids more general o

but also much more complicated statements. asn tends to infinity.

A. A single parity check code B. The juxtaposition of single parity-check codes of gize

A first toy example whose importance will become apparent We consider now the case wheneis a multiple oft and
in Section V corresponds to the case whéreonsists of all where £ is the set of all codes of length which are the
codes of a given length whose parity check matrix consistsjuxtaposition ofn/t single parity-check codes of sizeThese
of a single parity-check of weight codes have parity-check matrices witlit rows with constant

From the definition of our sef, we havel&| = (7). Let us row weightt and column weight.

compute (X;Y|C). We have: Concerning the cardinality of this ensemble of codes, we
I(X;Y|C) = H(X|C)~H(X|Y,C) = (n—1)- H(X|Y,C). have "
Let us calculate nowH (XY, C). This last quantity does not €l = W

depend orC. Without loss of generality we may assume that ina th T | btain f . infini
C is the code where thefirst positions belong to the parity- By using the Stirling formula we obtain for going to infinity

check equation of the code. We assume thdtis chosen | s — 1 log ¢ logy n
uniformly in this code, that” is its corresponding output from  1°82(/ ) = (n+o(n))(logyn —log, 1 — ¢ )
the channel. We split now the support of our words into two ~ n(l—=1/t)logyn.

parts, one part for the support of the parity equation defining
the code and the other part for the rest of the positions. W&t US C
let X] andY] be the first part ofX’ andY” respectively. We ) _ _ AR A
denote byX) andY; the last part ofX’ andY” respectively. HY; X|C)=H(X|C)-H(X]Y, €)= (n t) HX|Y, C).

H(X|Y,C) = H(X'|Y') = H(X,|Y{) + H(X}|Y3). As in the previous case, we will decompo&eandY, and

. oy i . this time we will split the support intd parts corresponding
Notice thath (X;|Y;) = (n—t)h(p). For the first part, we write 1, e gecomposition of into single parity-check codes of
H(X{]Y]) = H(X])-H)+H(Y{|X]) sizet.

(t—1) — H(Y]) + th(p). By performing similar calculations as in the previous sub-
section we obtain

ompute now (Y; X|C). We first write

For computingH (Y), we may observe that, for any € F,

the value ofP(Y{ = ¢/}) only depends on the parity df,|. H(X|Y,C) = % (th(p) — h(pr))
Let Ay (resp.A;) denote the event: the parity 0f;| is even
(resp. odd). Then and dedu-c.e . o
oi—1 gt-1 Proposition 4: For n going to infinity
HY]) = P4 10g(>+PA log(> _
( 1) ( 0) P(Ao) ( 1) P(Al) TTL(E) N (t ].) log, n. @)

= (t—1)4+h(P(Ao)). 1—"h(p:)



C. Regular LDPC codes for a binary symmetric channleWith crossover probability.
e‘Fhis algorithm is based on the fact that,Zifbelongs to the

In this subsection for the sake of simplicity, we consid Hga' codeC'" and if y denotes the received codeword then:

the case of regular LDPC codes: all parity check equatio
have weightt and all code positions are involved in exactly P(< h,y >=0)=p;.
parity checks. We assume thais a multiple oft and that the
parity-check matrices of the codes dhare the set of binary
matrices of row weight and column weight.

Recall that all these codes can be obtained by specifyi

their Tanner graph in the following way. Lefj:ef%. This is b
the number of rows of the low-density parity check matrices
the codes ir€. We construct the Tanner graph with a bipartit
graph betweem variable nodes and check nodes by: o
(i) attaching to each variable nodesockets and to each check
nodet sockets,
(i) choosing a permutation osn elements which specifies| Algorithm:
a matching between then sockets attached to the variable inputs: ¥ = (Y --.Y"), a weightt.
nodes and the same number of sockets attached to the cheektput: The dual code of” or a subcode of the dual code.
nodes ;
(iii) this matching specifies a (multi)graph between the | 1. For everyh of weightt , compute|nY |
variable nodes and the check nodes. If |[hY'| < T, then decide thak € C*
All parity-check matrices with constant row and column 2- Return all sucth's.
weight are associated to a graph built in this way. It might
happen that some of these multi-graphs do not specify a Tanmae value of the threshol@ is chosen according to and ¢
graph. This comes from the fact that this construction dogschosen as small as possible. To analyze how the valde of
not avoid multiple edges. However, it is straightforward taffects the number of bad candidates.the 2’s which do not
show that at least a constant fraction of such multi-grapbglong toCt) returned by the algorithm let us bound their
are admissible Tanner graphs. A same code is associate@xpected number & p.
several Tanner graphs obtained in this wayrafermutations

of the rows of the parity-check matrix specify the same code. T -M <1_h(;,)>
(% (Va=() 0
=0

And, of course, this probability is equal tg) if h does not
belongs toC*. The algorithm for recovering’ consists in
ting all parity-checks of weightand detecting which ones
long to the dual code. For deciding that a given parity-check
longs toC+, we perform a statistical test with a threshold.
the number ofY"'s such that< h,Y? >= 1 is less than
fhe threshold then we decide thiabelongs to the dual code ;
therwise we decide thdt does not belong to the dual code.

However, for fixedt and n going to infinity, the proportion Epap < onr =

of codes which are attached to more thdrdifferent parity-

check matrices of the aforementioned form goe$.tdhis is How the input value: is chosen depends on the famdy
related to the fact that astends to infinity most of the dual of We will consider several cases.

these codes contain exactlycodewords of weight. All this
implies that as» goes to infinitylog, (|€]) ~ logy((sn)!/r!),

7

A. The family of single parity-check codes

and this can be simplified to yield For this family given in Subsection IV-A, the value chosen
for ¢t corresponds to the size of the parity-check equation
log, (|€]) ~ s(t—1) log, 7. 8) defin_ing the _family. If we want that the prpbability of accepting
3 the right parity-check equation goestavith the lengthn we
As beforel (X;Y) = n(1—h(p))+o(1), but the calculation May choosel” such that
of I(X;Y|C) is much more involved. For instance, the T =M(1—p,)+ M3

thresholdpy which is defined as the supremum of thie for ) .
which lim,, ., ZXY1€) — 1 is not known exactlyR stands " this case, choosing/ of the same order as:(€), that

here for the designed rate of the LDPC code family, that 18 (t + £) log, (n)
REY s/t. Only lower and upper bounds are known for this M = W7
quantity [4], [6].

Proposition 5: For p < pg, we have as: tends to infinity

for an arbitrary small value of, yields the following upper-
bound on Eap:

s(1—=1/¢)
m(E) ~ ;g g 9) Eoap < <Ttl) oM (1-h(%))
V. AN ALGORITHM FOR DETERMINING C' < ptgmaltte)logyn
< nt(lfa)fas

7

Here, we will present an algorithm for determiniagfrom
the noisy chewordé” that have been fe_Ce'Ve‘?' by f'n.d'ng L1t can be generalized to other channels but we give it here for this channel
words of weightt in the dual code. We give this algorithmto simplify the discussion.



with o = 2= hgp_t This shows that as the length goepoint is that it is the smallest value for which most linear codes

to infinity, the probablhty of having bad candidates goes tof rate R, have a basis af'* formed only by words of weight
zero. In this case, the lower bound on the number of message$his can verified by standard probabilistic calculations.
which follows from the application of Propositions 1 and 3 is However in this case, even by keeping only a constant
tight. fraction of dual codewords of weight by choosing for

. instance the threshold as
B. The family of regular LDPC codes

The input value fort in the previous algorithm is chosen T'=MQ-p),

again as the size of the parity-check equations defining th&/anishing expectationgzp is only attained forM at least
family. There arer = %* dual codewords of weight that of order

our algorithm has to detect’ is chosen in such a way that M~ nh™*(R)
both the expected numbegkp of undetected dual codewords 1—h (1_(1_2p)nh*1<n>) )
2

of weight ¢ and the expected number of wrongly detected
codewords i(e. Egap) go to zero as the length goes to This quantity has unfortunately an exponential behaviou:in

infinity. o nh=Y(R) 2102k~ (R)n
Let us first dtz:lng in a few useful quantities;=p; — 5 = _ (1_(1_2p)nh,1(R)) ~ (1 —ap)h (B
(1—2p)"/2, \=152. We choosel” of the form 2

The algorithm presented here does not achieve the goal of
recovering the right code with a linear number of codewords.
for somee which will be specified later on. Let us notice that
by using Chernoff's inequality we have

T:M(lfthre),

VI. CONCLUSION

) ) A logarithmic number of codewords is necessary and suf-
Eunp < 127 2Me" < pl=2e7 ficient to reverse engineer an LDPC code. Moreover this task
can be achieved in polynomial time. However, it is not clear

. : . .
On the other hand by using the mequal(l’y) < n'in (10) how we could improve the algorithm presented here to achieve

we obtain with polynomial time complexity the reverse engineering of
Epap < ntQ—M(l—h<1/2—(st—e))) such a code family by using less codewords. A challenging
; = M1=h(1/2— (e ~2))) task would be for instance to be able to reverse engineer

in polynomial time an LDPC code family with parity-check
We are therefore looking fok ande which satisfy simul- equations of weight by using only (asymptotically irt) of

taneously order .~ codewords instead qf— This would match
) the lower bound for reverse engmeerlng the juxtaposition of
1=2e7A < 0 single parity-check codes of sizeA possible way to approach
—AM1-h(1/2— (s —¢))) < 0. this issue would be to assign probabilities that a parity-check

equation of weight belongs to the dual of the code together
L . with Gallager's decoding algorithm in the spirit of [2]. For
max (@v T=h(i/2—(e—2) ) does the job. By using the in- e |inear code family it is unclear if the linear lower bound

equality 1 — h(1/2 — z) > 22 we see that a value aboveprovided by Proposition 1 is tight or not.
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