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Abstract:  This paper addresses the “consensus with simultaneous decision” problem in a synchronous system
prone to ¢ process crashes. This problem requires that al the processes that do not crash decide on the same value
(consensus) and that all decisions are made during the very same round (simultaneity). So, thereisadouble agreement,
one on the decided value (data agreement) and one on the decision round (time agreement). This problem was first
defined by Dwork and Moses who analyzed it and solved it using an analysis of the evolution of states of knowledge
in a system with crash failures. The current paper presents a simple algorithm that optimally solves simultaneous
consensus. Optimality meansin this case that the simultaneous decision is taken in each and every run as soon as any
protocol decides, given the same failure pattern and initial value. The design principle of this algorithm is simplicity,
afirst-class criterion. A new optimality proof is given that is stated in purely combinatorial terms.
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Décision simultanée en environement synchrone avec crash de processus

Résumé : Cerapport présente un algorithme de consensus pour un systeme synchrone avec crash de processus, dans
lequel les processus qui décident le font a laméme ronde de calcul. L’ accent erst mis sur la simplicité de conception
de cet agorirthme.

Mots clés :  Systeme synchrone, algorithme distribué, consensus, crash de processus, décision simultaée, modele de
calcul fondé sur les rondes, systeme synchrone.



1 Introduction

The consensus problem Fault-tolerant systems often require a means by which processes or processors can arrive
at an exact mutual agreement of some kind [15]. If the processes defining a computation have never to agree, that
computationis actually made up of aset of independent computations, and conseguently isnot an inherently distributed
computation. The agreement requirement is captured by the consensus problem that is one of the most important
problems of fault-tolerant distributed computing. It actually occursevery time entities (usually called agents, processes
-the word we use in the following-, nodes, sensors, etc.) have to agree. The consensus problem is surprisingly simple
to state: each process is assumed to propose a value, and al the processes that are not faulty have to agree/decide
(termination), on the same value (agreement), that has to be one of the proposed values (validity). The failure model

considered in this paper is the process crash model.

While consensusisimpossibleto solvein pure asynchronous systems despite even a single process crash [6] (“pure
asynchronous systems’ means systemsin which thereis no upper bound on process speed and message transfer delay),
it can be solved in synchronous systems (i.e., systems where there are such upper bounds) whatever the number n of
processes and the number ¢ of process crashes (¢ < n).

An important measure for a consensus algorithm is the time it takes for the non-faulty processes to decide. Asa
computation in a synchronous system can be abstracted as a sequence of rounds, the time complexity of a synchronous
consensus algorithm is measured as the minimal number of rounds (R ;) a process has to execute before deciding, in
the worst case scenario. It has been shown (see, e.g., in[5, 12]) that R; = t + 1. Moreover, that bound is tight: there
exist algorithms (e.g., see [1, 9, 16]) where no process ever executes more than R ; rounds (these algorithms are thus
optimal with respect to that bound).

While ¢ + 1 rounds are needed in the worst case scenario, the major part of the executions have few failuresor are
evenfailure-free. So, animportant issueisto be ableto design early deciding algorithms, i.e., algorithmsthat direct the
processesto decide “as early as possible” in good scenarios. Let f,0 < f < t, bethe number of actual process crashes
in an execution. It has been shown that the lower bound on the number of roundsisthen R, ; = min(f + 2,¢ + 1)
(e.g., [2, 12, 17]). As before, this bound is tight: algorithmsin which no process ever executes more than R ; ; exist
(eq., see[2,7, 16)]).

Simultaneous decision Consensus agreement is a data agreement property, namely the processes have to agree on
the same value. According to the actual failure pattern, and the way this pattern is perceived by the processes, it is
possible for several processes to decide at distinct rounds. The only guarantee lies in the fact that this round can be
bounded by R; (or Ry r).

This uncertainty on the set of round numbers at which the processes decide, can be a serious drawback for the
real-time oriented applications where agreement is required, not only on the decided value, but also on the time
the decision is taken. More precisely, these applications require that the processes decide on the same value (data
agreement), during the very same round (time agreement). This property is aso called simultaneous decision.

Among the algorithmsthat ensure simultaneousdecision, there aretrivially all the“ classical” consensusalgorithms
where all the processes that do not crash decide systematically at the end of theround R; = ¢ + 1. This observation
suggests immediately the following question: “As far as the simultaneous decision property is concerned, are there
early deciding algorithms, i.e., algorithms whose maximal number of rounds in the worst case scenario can be deter-
mined from f (and t)?’ Unfortunately, it is shown in [2] that the answer to that question is negative: R =t + 1
roundsis the best that can be done when both the parameters ¢ and f are considered. At first glance, this can appear
as counter-intuitive asit states that ¢ + 1 is abound for simultaneous decision whatever the value of f (i.e., even when
No process crashes)!

Early simultaneous decision  So, given an execution, amore refined analysis requiresto consider not the parameters
tand f, but ¢t and the failure pattern that actually occursin the execution. The previous question can now be translated
as follows: “Which are the failure patterns that force a simultaneous decision consensus algorithm to decide in k&
roundsfor 2 < k < t + 1”. This question was posed and answered in [3] where a bound is stated and proved (this
bound is denoted RS r in the following; F' stands for the failure pattern that occurs in the considered run).

To better understand the intuition that underlies the bound RS r, let us consider the particular failure pattern
where ¢ processes have crashed before the execution starts. The n — ¢ remaining processes define consequently a
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failure-free system. During the first round each non-crashed process can learn that, from then on, it isin afailure-free
system of n — ¢ processes, and consequently all the processes can exchange their view of the system and decide the
same value at the end of the second round. More generally, what makes things easier is when many crashes occur early
in the computation. Roughly speaking, thisis because a crash is stable, while the property “a process has not crashed”
is not a stable property. Thisinstability property and the occurrence of only a few crashes, makes an agreement on an
early round for a simultaneous decision more difficult to obtain.

The previous discussion suggests that determining the smallest round at which the processes can simultaneously
decide should take into account the pairs (round number, number of processes perceived as crashed until that round).
Thisintuitionisformalized in [3] as follows. Let C[r] be the set of the processes that are seen as crashed by (at least)
one of the processes that survive (i.e., do not crash before the end of) round . For any r, let d ,, = max(0, |C[r]| —r);
as we shall see, d,. represents the number of rounds that could be saved with respect to the worst case ¢t + 1 bound,
thanksto thefailuresthat occurred and were seen by at |east one processthat terminateroundr. Let D = max ,>o(d,);
D representsthe best saving in terms of rounds. Notice that the values of d . and D in agiven run are determined only
by its failure pattern F'. It is shown in [3] that the smallest round number at the end of which a common decision
can be simultaneously taken is RSy r = (t + 1) — D (where D = D(F')). The quantity D is considered in [3] to
be the waste inherent in the failure pattern F', since it specifies the number of rounds the adversary has “lost” in its
quest to delay decision for aslong as possible. This optimality proof is established in [3] from the theory of distributed
(implicit) knowledge and common knowledge (and the way distributed knowledge becomes common knowledgein a
distributed system) [4, 8]. An optimal binary consensus algorithm that directs the processes to decide simultaneously
at theend of theround RS; r = (t + 1) — D isaso described in [3]. Its construction is derived based on a the same
knowledge-based analysis.

Content of the paper This paper presents a simple construction of an optimal simultaneous multi-valued consensus
algorithm, that can be seen as a variant that revisits the algorithm presented in [3]. This variant is based on concepts
and proofs introduced in [10, 11]. Here, the am is not to design a brand new agorithm, but to construct a smple
algorithm from a few definitions and simple observations. Moreover, a simpler matching lower bound proving the
optimality of this algorithm is presented. The main criterion is design simplicity. Interestingly, not only the design,
but also the proofs of the algorithm are simple. While the connection to knowledge is hinted at here and there, the
development and proofs are purely combinatorial. We hope that the relative simplicity of the development in this
paper will make the simultaneous agreement property and the simple (and el egant) concepts its implementation relies
on more broadly accessible.

The paper is made up of 6 sections. The computation model and the problem are introduced in Section 2. The
algorithm is presented in Section 3, while its proof is given in Section 4. Section 5 presents a new lower-bound
proof (simplifying that of [3]) of the optimality of the algorithm presented in Section 3. Finally, Section 6 states afew
concluding remarks.

2 Model and problem specification

2.1 Computation model

Round-based synchronous system  The system model consists of afinite set of processes, namely, IT = {p1,... ,pn},
that communicate and synchronize by sending and receiving messages through channels. (Sometimes we also use p
and ¢ to denote processes.) Every pair of processesis connected by abi-directional reliable channel (which meansthat
thereis no creation, alteration, oss or duplication of message).

The system is round-based synchronous. This means that each execution consists of a sequence of rounds. Those
are identified by the successive integers 1, 2, etc. For the processes, the current round number appears as a global
variable r that they can read, and whose progress is managed by the underlying system. A round is made up of three
consecutive phases:

e A send phasein which each process sends the same message to al the processes (including itself).

e A receive phase in which each process receives messages.
The fundamental property of the synchronous model lies in the fact that a message sent by a process p; to a
process p; at round r, is received by p; at the very same round r.
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e A computation phase during which each process processes the messages it received during that round and
executes|ocal computation.

Process failure model A process is faulty during an execution if its behavior deviates from that prescribed by its
algorithm, otherwiseit iscorrect. We consider herethe crash failuremodel, namely, afaulty process stopsits execution
prematurely. After it has crashed, a process does nothing. If a process crashes in the middle of a sending phase, only
a subset of the messages it was supposed to send might actually be received.

As dready indicated, the model parameter ¢ (1 < ¢ < n) denotes an upper bound on the number of processes
that can crash in arun. A failure pattern F' isalist of at most ¢ triples (¢, k4, B,). A triple (g, k4, B,) states that the
process ¢ crashes while executing the round %, (hence, it sends no messages after round &), while the set B, denotes
the set of processes that do not receive the message sent by ¢ during the round & .

2.2 The simultaneous consensus problem

The problem has been informally stated in the introduction: every process p ; proposes a value v; (called its initial
value) and the processes have to decide, during the very same round, on the same value that has to be one of the
proposed values. This can be stated as a set of four properties that any algorithm solving the problem hasto satisfy.

Decision. Every correct process decides.

Validity. A decided valueis a proposed value.

Data agreement. No two processes decide different values.

Simultaneous decision (or Time agreement). No two processes decide at distinct rounds.

Given aset V' of two or more values, an input configuration is an assignment 7 : II — V of an initial value v ;
to each process p;. We are considering the simultaneous consensus problem under the assumption that al |V'| ™ input
configurations are possible.

Traditional consensusalgorithmsfor the crash failure model are guaranteed to decidewithin at most ¢+ 1 rounds| 2,
15]. Any such algorithm can be converted into a simultaneous consensus algorithm by delaying any early decision
and having all deciding processes decide only in round ¢ + 1. Dwork and Moses showed that simultaneous decision
can often be obtained much earlier than that [3]. Although every algorithm will have runs that decidein ¢ + 1 rounds,
simultaneous decision can be obtained as early as the second round in some cases. The goal, then, isto design asimple
algorithm that direct the processes to decide both as early as possible and simultaneously.

3 A simple optimal algorithm

3.1 Preliminary definitions

As the system model requires each process to send a message to al the processes at each round, process failures can
be easily detected, and this detection is done as soon as possible. In addition to this very simple failure detection
mechanism, the algorithm is based on other simple notions, namely, the notions of clean round (introduced in [3]),
and the notion of horizon (introduced in [10]).

Failure discovery The failure of a process q is discovered (for the first time) in round » if 7 is the first round such
that there is a process p that (1) does not receive a round r» message from ¢, and (2) survives (i.e., completes without
crashing) round r.

Clean round A round r isclean if no processis discovered faulty for the first time in that round. This meansthat a
process that crashes during a clean round r has sent its round » message to al the processes that proceed to the round
r+ 1.

Let us cal an algorithm symmetric if a process never sends different messages to distinct processes in the same
round. The following property is an immediate consequence of the previous definitions. *

1In aprecise sense, aclean round can be used to ensure that the knowledge of the various processes isidentical. Once this happens the processes
are in agreement about initial values. They then need to discover this and coordinate their decisions.
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Property 1 In a symmetric algorithm, if round r is clean, then all the processes that proceed to the round r + 1
received, during the round r, messages from the same set of processes (including at least all of them).

Let us observe that a clean round is not necessarily a failure-free round. It is possible that a process p crashesin
a clean round r but no process active at the end of r has noticed its crash (p has crashed after its sending phase and
before the end of the round r, or more generally p as crashed during » after sending its round r» message at least to the
processes that survive round ). Similarly afailure-free round is not necessarily clean. As an example a failure-free
round r + 1 that follows a clean round r during which a crash occurred is not clean.

Horizon [10] Given a process p; and around » > 1, let z be the greatest number of process crashes that occurred
between the round 1 and the round » — 1 (included) and are known by p ; (to have crashed in thefirst » — 1 rounds) by
theend of .

Thevalue h;(r) = r+t—x iscaled thehorizon of p; at roundr. Wehave h;(1) = ¢+ 1. If three crashes occurred
by the end of thefirst round and are reported to p; during the second round, we have h;(2) =t — 1.

Aswe will see, the horizon notion (of a process p; at round r) is a key notion to determine the smallest round at
the end of which the same value can be simultaneously decided. The following simple theorem (that will be exploited
in the presentation of the algorithm) explains why this notion is crucial.

Theorem 1 Let x be defined as indicated above, and p; a process that survives round r. There is a clean round y such
thatr <y < h;(r)=r+t—u=z.

Proof Let usfirst observe that, as at least 2 processes have been discovered as faulty between the round 0 and the
round r» — 1 (included), at most ¢ — = processes can be discovered as faulty between the round » (included) and the
round r + ¢t — z (included). But therearet — = + 1 roundsfrom r to r + ¢ — =, from which we conclude that at least
one of these roundsis clean. O heorem 1

3.2 Description of the algorithm

Local variables Each process p; manages the following local variables. Some variables are presented as belonging
to an array. Thisis only for notational convenience, as such array variables can be implemented as simple variables.

e est; contains, at theend of r, p;’s current estimate of the decision value. Itsinitia valueisv;, the value proposed
by pi.

e fi[r] denotesthe set of processes from which p; has not received amessage during the round . (So, thisvariable
isthe best current estimate that p; can have of the processes that have crashed.)

Let f;[r] =11\ fi[r] (i.e., the set of processes from which p; has received a round r message).

e fl[r — 1] isavalue computed by p; during the round r, but that refers to crashes that occurred up to the round
r — 1 (included), hence the notation. It isthe value U,,j T fjlr — 1], which meansthat f;[r — 1] isthe set of
processes that were known as crashed at the end of the round » — 1 by at least one of the processes from which
p; has recelved around » message. This value is computed by p; during the round r. As aprocess p; receives
its own messages, we have f;[r — 1] C f/[r — 1].

e bh;[r] representsthe best (smallest) horizon value known by p; at round r. It isp;’s best estimate of the smallest
round for asimultaneous decision. Initialy, bh;[0] = h;(0) =t + 1.

Process behavior Each process p; not crashed at the beginning of r sendsto all the processes a message containing
its current estimate of the decision value (est;), and the set f;[r — 1] of processesit currently knows as faulty. After it
has received the round r messages, p; computes the new value of est; and the value of bh;[r]. The new value of est; is
the smallest of the estimates valuesit has seen so far. Asfar asthe value of bh ;[r] is concerned, we have the following.
e The computation of bh;[r] has to take into account h;(r). This is required to benefit from Theorem 1 that
states that thereis a clean round y such that » < y < h;(r). When this clean round will be executed, any two
processes p; and p; that executeit will have est; = est;, and (as they will receive messages from the same set
of processes, see Property 1) will besuchthat f/[r —1] = f}[r —1]. It followsthat, wewill have h;(y) = h;(y),
thereby creating correct “seeds’ for determining the smallest round for a simultaneous decision. Thisalowsthe
processes to determine rounds at which they can simultaneously decide.
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o Aswearelookingfor thefirst round where asimultaneousdecisionispossible, bh ;] hasto beset tomin (h;(0), h;(1), . ..

i.e., bhi[r] = min (bh;[r — 1], hi(r)).

Finally, according to the previous discussion, the algorithm directs a process p ; to decide at the end of the first round
r that is equa to the best horizon currently known by p;, i.e., when r = bh;[r].

The resulting algorithm is presented in Figure 1, where h;(r) (seeline 08) is expressed as a function of » — 1 to
emphasize the fact that it could be computed at the end of the round » — 1 by an external omniscient observer. The
local boolean variable decided is used only to prove the optimality of the algorithm (see Section 5). Its suppression
does not alter the algorithm.

algorithm PROPOSE(v; ):

(01) est; < vji; bhi[0] < t + 1; f;[0] < 0; decided < false; % initialization %
(02) whenr =1, 2, ... do % r: round number %

(03) begin round

(04) send (est;, fi[r — 1]) to all; % including p; itself %

(05) let f/[r — 1] = the union of the f;[r — 1] setsreceived during r;

(06) let f;[r] = the set of processes from which p; has not received a message during r;
(07) est; <« min( al the est; received during r);

(08) lethi(r) = (r — 1)+ (t +1—[f/[r —1]|);

(09) bh;[r] < min (bh;[r — 1], hi(r));

(20) if » = bh;[r] then decided « true; return (est;) end if

(1) end round

Figure 1: Optimal simultaneous decision despite up to ¢ crash failures (code for p ;)

4 Proof of the algorithm

Lemma 1 Validity property. A decided value is a proposed value.

Proof The proof is an immediate consequence of the initialization of the est ; local variables (line 01), the reliability
of the channels, and the min() operation used at line 07. O Lemma 1

Lemma 2 Let p; be a correct process. Vr > 0 we have h;(r) > r.

Proof Sincethe processesinthe set f/[r — 1] are processesthat have crashed by the end of theround » — 1, it follows
that t — | f/[r — 1]| > 0. Consequently, h;(r) = r + 1t — | f][r — 1]| > r. OLemma 2

Notation: Considering an arbitrary execution, let p; be aprocessthat is correct in that execution.
e Let BH; = min,>oh;(r). BH; is the smallest value ever attained by the function h;(r), i.e., the smallest
horizon value determined by p;.
e Let L; = max({r | hi(r) = BH,}). L; isthelast round whose horizon valueis BH;.

It follows from these definitionsthat if L’ > L; then h; (L") > h;(L;).

Lemma3 Lett < n. The round L; is a clean round (i.e., no process is discovered faulty for the first time in that
round).

Proof Assume, by way of contradiction, that L ; is not clean (recall that p; is a correct process). Thismeansthereisa
process p. that is seen faulty for thefirst timein round L; by some process p,. Noticethat p. ¢ f/[L; — 1] sincep.
was hot discovered faulty in the previous rounds. There are two cases.
e Case 1. p; receives amessage fromp, inround L; + 1.
(This case includes the case where p; and p, are the same process). As p, does not receive a message from
p. during L;, and a crash is stable, we have p, € f,[L;]. Moreover, due to the case assumption, and the fact
that the round L; + 1 message from p,, to p; carries f,[L;], it follows that f/[L;] contains f/[L; — 1] U {p.}.
Consequently, | f/[L;]| > |f/[L: — 1] It followsthat h;(L; + 1) < h;(L;), contradicting the definition of L ;.
Pl n° 1885
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e Case 2: p; does not receive a message from p,, inround L; + 1.
In that case, both p. and p, are seen faulty for the first time by p; during the round L; + 1. So, f;[L; + 1]
contains f/[L; — 1]U {py, p- }. Since f/[L; + 1] (computed by p; during the round L; + 2) contains f;[L; + 1],
we have | f/[L; + 1]| > | f{[L; — 1]| + 2. Thus, we have

hi(Li +2) (Li +2) +t — |fi[Li + 1]],
< (Li+2)+t = (Ifi[Li = 1] +2),
Li+t— |fi[L: = 1],

= hi(Ly),

which again contradicts the definition of L ;.
IjLemma 3

Lemma4 Lett < n. Every correct process decides. Moreover, all processes that decide do so in the same round and
decide on the same value.

Proof
Decision property. Let us consider a correct process p;. Notice that, due to the initialization and line 09 we have
Vr . bhir] <t + 1, from which we conclude BH; < t + 1. So, to provethat p; decides we have to show that p;
does not miss the test » = BH, at line 10. This could happen if the first round ¢ such that bh;[¢ — 1] > BH; and
bh;[¢] = BH; issuchthat ¢ > BH;. \We prove that this cannot happen.

Let us observe that, due to Lemma 2, we have h;(¢) > ¢. It then follows from bh;[¢ — 1] > BH;, h;({) > ¢,
the result. It followsthat p; decides no later than round ¢ + 1.

Simultaneous decision for the correct processes. We first show that no two correct processes p; and p; decide
at distinct rounds. Due to the algorithm, if p; and p; decide, they decide at round BH; and BH;, respectively. We
show that BH; = BH;. Due to Lemma 3, the round L; is clean. Hence, during the round L;, p; receives the same
messages that p; receives (Property 1). Thus f/[L; — 1] = f;[L; — 1] and consequently, h;(L;) = h;(L;). Since
bh;i[Li] < hj(L;) by line 09, it followsthat bh ;[L;] < bh;[L;] = BH;, and thus BH; < BH;. By symmetry the same
reasoning yields BH; < BH;, from which it follows that BH; = BH;. This proves that no two correct processes
decide at distinct rounds.?

Simultaneous decision for the faulty processes. BH being the round at which the correct processes decide, let us
now consider the case of a faulty process p;. As p; behaves as a correct process until it crashes, and as the correct
processes decide in the same round BH , it follows that no faulty process decides before BH, and if p ; executesline
10 of round BH, it does decide as if it was a correct process.

Data agreement property. The fact that no two processes decide different values comes from the existence of the
clean round L; that appears before a process decision. During that round, all the processes that are alive at the end of
thisround have received the same set of estimate values (Property 1), and selected the smallest of them. It followsthat,
from the end of that round, there is a single estimate value in the system, which proves the data agreement property.

IjLemma 4

Definitions This paragraph recalls notions and results that have already been stated in the introduction. Given an
execution, let F' be the failure pattern that occursin that execution.
e Let S[r] bethe set of processes that survive (i.e., complete) round r.
o Let Cfr] = U,,esp filr], i€, the set of the processes that are known to have crashed by at least one of the
processes that survivesround r. Observethat f/[r] C C[r], for any p; € S[r].

2In[3, §] it is shown that before performing such a simultaneous action the processes must attain common knowledge that they are doing so. In
particular, they must have common knowledge that the decided value v is one of the initial vaues in the run.
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e Let D = max,>o(d,) whered, = |C[r]| — r. (Intheintroduction, D has been called the waste inherent in F,
i.e., the number of rounds the adversary has lost in his quest to delay decision for as long as possible.)

Notice that D > 0, since C[0] = 0 and D > dy = C[0] — 0 = 0. The following optimality results are shown
in [3]. The smallest number of rounds RS r that any simultaneous decision consensus algorithm can achieve is
RS, r=(t+1)—Dwhent <n—1,andRS; r =t — D whent =n — 1.

Theorem 2 Lett < n. The algorithm described in Figure 1 solves the consensus problem with simultaneous decision.
In a run with failure pattern F', decision is reached in round ¢t + 1 — D where D = D(F) is the waste inherent in F'.

Proof The proof of the validity, decision, simultaneous decision and data agreement properties follow from the
Lemmas 1 and 4. We now show that the decisionis obtainedinround ¢ + 1 — D. Let us consider an arbitrary run of
the algorithm. It follows from Lemma 4 that BH; = BH; for any pair of processes p; and p; that decide. Let BH
denote this round. The proof of the claim amountsto showingthat BH <t+1— Dand BH >t+1— D.

Let p; beaprocessthat decidesand R thelast round suchthat |C[R]| - R =D (i.e, |C[R+z]|— (R+z) <D =
|C[R]| — R, for any = > 0). Let us observe that, due to the lines 08-10 of the algorithm, BH is attained at the round
numbers that make the function h;(r) = (r — 1) + ¢ — | f/[r]| + 1 minimal. Moreover, it follows from the definition
of D and R that |C[R + 1]| < |C[R]|. Since C[R] C C[R + 1], itfollowsthat C[R] = C[R + 1], i.e., no new process
failureis discoveredin round R + 1, so theround R + 1 is clean and we have | f /[ R]| = |C[R]|. Dueto line 08 of the
round R+ 1,wehave h;(R+ 1) = R+t+1—|f/[R]] = (t+1) — (|f/[R]] — R) = t+ 1 — D, from which we
conclude BH <t+1-—D.

For the other direction, let usrecall that, dueto Lemma 3, theround L ; > 0 isclean. It followsthat f/[L; — 1] =
C[L; — 1], sinceany p; hearsin round L; from all processes that survived round L; — 1. Therefore, BH =t + 1 —
(|1f{[Li =1]| = (Li = 1)) =t + 1= (|C[L; = 1]| = (L; = 1)) =t + 1 — d(1, 1) > t + 1 — D, which completes the
proof of the theorem. O7Theorem 2

5 On the optimality of the algorithm: ¢ + 1 — D is a lower bound

This section proves that the PROPOSE algorithm is optimal: In a synchronous system prone to up to ¢ process crashes
(witht < n — 1), thereis no deterministic algorithm that can ever solve the simultaneous consensus problem in fewer
thant + 1 — D rounds. The proof given hereis new (and simpler than thefirst proof givenin [3]). It relies on notions
introduced in [11]. It aso uses notations introduced in Section 4.

The problem of simultaneous consensus is closely related to the knowledge-theoretic notion of similarity among
runsat agiventime. Thisnotionis captured by the following definitions. For later use, these definitions are made with
respect to an arbitrary round-based synchronous deterministic algorithm P (they consequently apply in particular to
the PROPOSE algorithm described in Figure 1).

5.1 Preliminary definitions and lemmas

For ease of exposition, the runs of an arbitrary deterministic algorithm P are denoted by o, o/, etc. S[r, o] denotesthe
set of processes that survive round r of o, whilels(p, r, o) denotesthe local state of p at the end of r intherun o (i.e,
its set of local variables and their current values).

Definition 1 Given a deterministic algorithm P, a process p, and a round r, theruns o and ¢’ of P areindistinguish-
T

ableto p after round r (denoted o ~,, ¢') if both (i) p € S[r,a] N S[r,o’] (i.e., p has survived round  in both runs),
and (ii) Is(p,r,0) =ls(p,r,0").

Definition 2 The runs ¢ and ¢’ are connected at the end of round r, denoted o ~ ¢, if there is a sequence of runs

and processes such that o = o ~p, 01 ~p, *++ ~p_, O = 0.

In other words, an undirected graph G(P, r) (in short G(r)) can be associated with each round r of a protocol P.
This graph is called P’s similarity graph for round r. Its vertices are the runs of P and there is an edge connecting

o and o' if there is a process ¢ such that ¢ ~, o'. It is easy to see that o % ¢ holds if & and o’ belong to the
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same connected component in G(r). Because G(r) is undirected, being connected (é) is an equivalence relation.®
Moreover, observe that if we can show that some property A is maintained under <, for al ¢ € 11, then whenever o

has property A and o & o', we are guaranteed that o' has property A as well.

Lemma5 Let o and ¢’ be runs of a deterministic algorithm P that solves simultaneous consensus. If some process

- - T - . -
decides on value v in round r of o and o & o, then the processes in S[r, o'] decide the same value v in the same round
rofo’.

Proof It suffices to show the claim for any two runs o, ¢’ such that o ~, o’ for someq € S[r,o] N S[r,o']. In this
case, ¢ decidesv inround r of o. Because P is deterministic and ¢ has the same local state at the end of round r of o
and ¢, ¢ decides v at the end of round » in ¢’. Finally, as P solves simultaneous consensus (lemma assumption) it
follows that all processesin S[r, o'] decide v in round r (and no other process decides a different value in a different
round). ULemma 5

Animmediate consequence of Lemma5 is captured by the following corollary.

Corollary 1 Let P be a deterministic algorithm that solves simultaneous consensus. If ¢’ is a run of P such that
(1) noinitial value in o’ isv, and (2) o % o', then no process can decide v in round r of o.

Proof Sincen > t, the set S[r,o'] is nonempty. By Lemma 5, if some process ¢ decides v in round r of o, the
processesin S|r, '] decidewv inroundr of o’. But this contradictsthe Validity property of the simultaneous consensus
algorithm P, since the decision value v is not one of the initial valuesina’. Ocoroliary 1

5.2 A full-information algorithm

For the purpose of proving optimality, we make use of a full-information algorithm, denoted FiP and described in
Figure 2.

The algorithm In the first round, each process sends its initial value v; to al processes (including to itself). The
algorithm then constructs an array inp;[1..n] containing the incoming message from each of the processes (itself
included). If p; does not receive a message from p; then it sets inp;[j] to the default value L. In each of the later
rounds, every process p; first sends inp; to all others, and then uses the incoming messages of the current round to
construct an updated array inp; inthe sameway asin thefirst round. Thelocal state of the processat the end of round r
isidentified simply with the contents of its array inp;.

Thisalgorithmisintroducedin order to establish, for each failure pattern F', times at which simultaneous consensus
cannot be reached by any algorithm whatsoever. Optimality will then be established by showing that the PROPOSE
algorithm described in Figure 1 decides as soon as possible, for each and every possible failure pattern (and initial
configuration).

algorithm FiP:

01 forje{l,...,n}\ {i}doinp;[j] + L end for; inp;[i] < v;;
(02) whenr =1, 2, ... do

(03) begin round

(04) send inp; to all; % including to p; itself %

(05) forj € {1,...,n}do

(06) inp;[j] <— message received from p; during r if any, otherwise L
(07) end for

(08) end round

Figure 2: The full-information agorithm Fip (codefor p;)

Observe that a deterministic algorithm P, an initial configuration I (set of initial values), and a failure pattern F'
determinearuno = P(I, F') of P.

3In the knowledge terminology, process g knows afact A at the end of round r in ¢ if it istrue of al runs ¢ satisfying o’ ~, ; it is common

knowledge there if A holds at all runs o ~ 0. Thus, the set of runs connected to o determines what is common knowledge in o at the end of
round r.
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Definition 3 A run o of P correspondsto a run p of an algorithm P’ if, for some initial configuration I and failure
pattern F, it is the case that e = P(I, F)and p = P'(I, F).

The next lemma shows, in a precise sense, that the connected components of the similarity graph for Fip refine
those of any other deterministic algorithm.*

Lemma 6 Let P be a deterministic algorithm for simultaneous consensus. Let us assume that the runs ¢ and o’ of P
correspond to the runs p and p’ of FiP, respectively. Then (i) if p ~, p' then o ~, o', and (ii) if p % p' theno % o'

Proof Let usconsider the runso and ¢’ of P and the corresponding runs p and p’ of Fip. Since % is the transitive
closure of the relations { ~, },cm, claim (id) follows from (7). Consequently, it suffices to prove claim (i). Let us
observe that, due to the definition of “correspondsto”, the fact that o correspondsto p impliesthat S{r, o] = S|r, p]
for al roundsr. The proof that p ~, p' = o ~, o', isby induction onr.

Base case. For the base case, |et us consider theinitial configuration that correspondsto the fictitious round r» = 0.
Since the initial state of each process (under P as well as under FiP) is fully determined by its initial value, the fact

that p Qq p' implies that ¢ has the same initia state in both. Since o correspondsto p and o’ correspondsto p’, it
followsthat ¢ hasthe sameinitia valuein s and o', and so o gq o'

Induction case: r > 0. Let us assume that item (7) holds for every process at round » — 1 (induction assumption).
Moreover, let us assumethat p ~, p'. Asbefore, o and o’ correspondto p and p’, respectively. We need to show that
o Lq o'.

Since ¢ survives round r in both the runs p and p’, and as this depends only on their failure patterns F' and F'’,
which are also the failure patternsin o and o', respectively, we have g € S[r, o] N S[r,¢’]. Let usrecall that the local
state of a process ¢ at the end of around r of arun o of a deterministic algorithm such as P (namely, the local state
Is(q,r,o0)) isafunction of itslocal stateinround r — 1 (Is(q,r — 1, o)) and the messages that it receivesin round r-.
We have to show that the local statesis(q,r, o) andls(q,r,0") are the same.

Since p ~, p', it follows that the arrays inp,, are the same in both the runs p and p’ at the end of round r. So,
inp, [g] in both runs have the same value at the end of ; let X be that value.

The fact that ¢ survives round r in both p and p’means, in particular, that it receives its own round r message
sent at line 04 of Fip in both p and p’. The value of this message in p is Is(q,r — 1, p) which is the value of

inp,[q] at theend of r, i.e, Is(q,r — 1,p) = X. A similar reasoning shows that /s(q,r — 1,p") = X. It follows

from Is(q,r — 1,p) = Is(q,r — 1,p') = X that p '~", p' and by the inductive hypothesis we obtain o '~*, o'

Consequently, ¢ hasthe samelocal state at theend of roundr — 1 inbotho ando’,i.e., ls(q,r—1,0) = ls(q,r—1,0").

It remains to show that ¢ receives exactly the same messages during round r in both o and o’. Suppose that ¢
receives message 1 from process g inround r of o. It follows from the failure pattern F' that the message sent by ¢ to
q during round 7 is received by ¢. Since p correspondsto o and in FIP process g sends messages to all processesin
every round, we have that ¢ receives a message from ¢ in round r of p aswell. As above (case of the message that, at
each round, a process sends to itself), this messagein p containss(q,r — 1, p) (thelocal state of g at round r — 1 of
the run p). From p <, p' we have that q receives the same message from g in p’. As aresult, we have that p TquA o,
and by the inductive assumption for » — 1 and g we obtainthat o '~ 1@ o’. Since the message 11 is determined by P as
afunction of thelocal state of g at » — 1 in o, we have that the same message i isalso sent by g to ¢ inround r of o '.
Astheround r message sent by gto ¢ in p’ isreceived by ¢, and o’ correspondsto p’, we obtain that ¢ receives . from
ging’ aswell. It followsthat every message received by ¢ inroundr of o isreceived by it in the sameround of o ’. By
symmetry, the messages received in o’ are also received in o. Finally, since ¢ has the same local statein round r — 1
of o and ¢’ (namely, Is(q,r — 1,0) = ls(q,r — 1,0")), and receives the same messages in round r of both o and o,
we obtain that o Lq o', which concludes the proof of the lemma. O L emma 6

“4In the sequel, we interpret ~ and ~ among runs of an algorithm P in terms of the similarity graph G(r, P) defined on the runs of P. Thus, the
interpretation of < and A in statements such asthat of Lemma6 is always with respect to the algorithm generating the related runs.
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On failure patterns and full-information algorithms Observethat in both the Fip and PROPOSE agorithms, a cor-
rect processis required to send amessage to each processin every round. Asaresult, in runs of both Fip and PROPOSE,
aprocess p knows by the end of round r that ¢ has crashed if the failure pattern F' is such that ¢ has crashed before it
sent its round  messageto p.

The set f;[r] of the processes that r has not heard from in round r can be directly computed from the local state
inFipas{p;|inp;[j] = L}. Sincep; sendsinp; to all other processes, the set f;[r — 1] of processesthat p; knowsat
to have been discovered as crashed by round » — 1 is thus easily computed from the messages it receivesin round r.
Since for corresponding runs of FiIP and PROPOSE these sets coincide (in fact, their values depend only on the failure
pattern), we find it convenient to talk about the values of f;[r, F|, f/[r, F], C[r, F'], D[F], etc. for runs of Fip aswell.

Since the Validity property states that it isillegal to decide v in arun that does not contain v as one of itsinitial
values, Corollary 1impliesthat it isimpossibleto decideon v aslong asthereis a connected run that does not contain v
as one of itsinitia values. In light of this, we can now show that the algorithm FiP reaches a decision as soon as it
possibly can.

5.3 Premature rounds

It has been shown in Theorem 2 that the algorithm PROPOSE decidesonavalueinround BH = t+1—D. Let BH(p)
denote the value of the round number BH of the the run p = PROPOSE(!, F'). Recall that the value of BH is solely a
function of p’sfailure pattern F' (and not of theinitial configuration).

Definition 4 A round ¢ is premature® in F'if ¢ <t +1— D = BH(p) for every run p = PROPOSE(/, F).

Ash;(r+1)=r+ (t+1—|f/[r]]), and h;(r + 1) > BH(p), this meansthat, for every r suchthat  + 1 < ¢,
the property » + t + 1 — |C[r, F]| > ¢ holds. Notice that the failure pattern F' that occurs during the run p determines
whether or not £ is premature: In all runs of PROPOSE with the same F' the sets f;[r, F'] and C|[r, F] are the same for
every i andr, and soare D and BH.

Lemma7 Lett <n—1,¢>0,p=FIP(,F)and p’ = FIP(I,F"). If p £ p' then ¢ is premature in F iff /¢ is
premature in F’.

Proof Let p = FIP(Z,F) and p' = FIP(I', F'). Asin the proof of item (i) of Lemma 6, it suffices to show that,
for dl ¢, if p iq p' then ¢ is premature in F' iff / is premature in F''. Thus, let us assume that p iq p. Let
o = PROPOSE(I, F') and ¢’ = PROPOSE(I’, F") be the runs of PROPOSE corresponding to the runs p = Fip(I, F)
and p’ = FIP(I', F'"), respectively.

By item (i¢) of Lemma, it followsthat o iq o'. Round ¢ is prematurein F' iff BH (o) > ¢, which by Theorem 2
implies that ¢ does not decide in o by the end of round ¢. Thus, since the if test on line 10 of PROPOSE fails,

decided, = false continuesto holdin o. Thefact that o iq o' impliesthat decided, = false holds at the end of the
round ¢ of ¢’ as well. It followsthat BH (¢') > ¢, and consequently / is premature at F'’/, as desired. The ‘only-if’
direction of the lemmais obtained by a symmetric argument. O Lemma 7

Definition 5 A process is silent in a round r of a run p if it has crashed before sending its round r messages.

Definition 6 Given a failure pattern F, a process ¢ and a round r, let F';, . be the failure pattern that satisfies the
following four conditions: (i) F, coincides with F' for the first » — 1 rounds, (i7) in round r exactly the failures
detected in C[r, F'] occur in F, .., (iii) process ¢ is silent from round r + 1 on, and (iv) no process other than ¢ fails
after round r.

Lemma 8 If £ is premature in F" and k < ¢, then no more than ¢ processes crash in F'y .

Proof Let H[r,F] = r+t+ 1 — |C[r,F]|. Let us observe that the number of processes that crash in F, . is
at most |Ck, F]| + 1. It suffices to show that |C[k, F]| < t. As{ isprematureand k < ¢, we have H[k, F] =

5Thisis short for premature for simultaneous consensus, aterm that will be justified by the technical analysisin this section.
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k+t+1—|C[k,F]| > L. Sincek < { wehavethat £ > k + 1. Wethusobtainthat ¢t + k£ + 1 — |C[k, F]| > k + 1,
whichimpliesthat t — |C[k, F]| > 0,andt > |C[k, F]| + 1, asdesired.

IjLemma 8

Definition 7 Givenarun p = FIP(I, F'), let p, ;. be the run py , = FIP(I, Fy ;).
Let us notice that, dueto Lemmas, if pisarunof Fipinwhichat most ¢ processesfail, thensoisp .

Lemma9 Lett < n — 1 and fix £ > 0. Moreover, let p = FIP(I, F') and let ¢ € II. If £ is premature in F', then
p < pq,k Tor all k satisfying 1 < k < £.

Proof Let ¢ > 0. We prove the lemma for al runs p, by induction on d = ¢ — k. For the base case, assume
that d = 0, andso k = ¢. Chooseq € II, and let p € S[¢,p]. Since ¢ is premature in p, we have h,(¢) =
=1 +t+1—|fp[l -1 F]| >¢ie,|fp[{—1,F]|<t—1<n-—3.Letp" € S[{,p]\ {p} (suchaprocessp’ is
guaranteed to exist sincet < n — 2).

Let p’ be the (prefix of @) run identical to p up to and including round ¢ — 1, and in round ¢ process p receives
the same messages as in p, but process p’ (who is non-faulty in p’ too) receives messages from all processes in
I\ f,[¢ — 1, F]. Thereareexactly | f,[¢ — 1, F]| < t failuresin p’ and p € S[¢, p'] hasthe samelocal state at the end

of round £ in both p and p’. Hence, we have p ip o
If gissilentinround Zin p’ then we are done. Otherwise, let p” bearunthat isthe sameas p’ except that ¢ crashes
inround ¢ by not sending around ¢ messageto p. At most | f,[¢ — 1, F]|+1 <t —1+ 1 = ¢ processesfail in p”, and

p' hasthe same state in p’ asin p”. Hence, p’ ip, p". Finally, observethat p, _, isidentica to p" except that ¢ is
silentin round ¢. Process p does not distinguish p” from p, 1 sincein both it receives the same messagesin round ¢.

N ¢ ¢ )
Thus, p”’ ip pq,i—1, and by definition of ~ we havethat p = p, (—1, completing the base case.

Induction step. Let & < ¢ and assume that the lemmaholdsfor round & + 1 in all runsinwhich £ is premature. We
prove the lemmafor round k. Let p bearunin which /£ is premature, and choose an arbitrary process ¢ € II. We will
use the induction assumption to find a connected run that coincides with p for thefirst & — 1 rounds where no process
crashesinround k. If ¢ issilent in thisrun, thenit will be p, ;. as desired. Otherwise, we use the induction assumption
again to show that this run is connected to p, 1, as desired.

Let p' bearun that coincideswith p for thefirst £ — 1 rounds where no process crashesin round %, and processp ,,

issilent from round £ + 1 on. We show that p < p'. Definept, ..., p" wheren = |II| to be runs such that in p’ the
first k — 1 rounds are identical to p, process p; is silent fromround k£ + 1 on, no process other than (possibly) p ; fails
inrounds k + 1,... , ¢, and no new failure in round & is seen by processes p1, ... ,p;. Denoting p = p°, we prove

by induction on j that p =~ p’. Thecasej = 0 isimmediate, since p° = p. Let j > 0 and assume inductively that
p < p?~1. Since ( is prematurein F' = F(p, it follows from Lemma 7 that ¢ is prematurein p/—*. By the induction

. A . . : N

assumption for k + 1 we havethat p/ ! = p, wherep = (p’ '), &. In particular, Lemma 8 implies that there are at
most ¢ failuresin p. Observethat (i) p; issilent fromround & + 1 in p, (ii) every process other than p ; has the same
local state at the end of round & in both p and p7, and (iii) the same messages are sent from round & + 1 in both runs,

. . - . DN . . ) P
and (iv) since no more processes fail in p’ than do in p, there are at most ¢ failuresin p?. It thus followsthat p ~ p7,

. . . ¢ .
completing the induction argument. We concludethat p ~ p™ = p/, as claimed.
Observe that p’ coincides with p for the first £ — 1 rounds and no process crashes in round k. Otherwise, define

ol,...,o"toberunsof Fipsuchthating’ thefirst k& — 1 roundsareidentical to p’, process p; is silent from round
k + 1 on, no process other than (possibly) p; failsinroundsk + 1,... ,¢, and round & is identical to p' except that
process ¢ crashes in round & and does not send messages to p1, ... ,p;. Defining o® = p’ an induction argument

identical to the onein the previous paragraph showsthat p’ ~ ¢™. Notice that ¢ is silent fromround k in ¢™. Finaly,
: . . . ¢ .
it follows from the induction hypothesisfor k + 1 that o™ ~ o'\, . | = pg,1, Which completesthe proof of the lemma.

IjLemma 9
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Based on Lemma 9, we can modify the initial configuration arbitrarily as long as the round number £ is premature.
Specificaly, if there are at least two possibleinitial values, and al |V'|™ initia configurations are possible, then simul-
taneous agreement on v is impossible: The current run is still connected in G(¢) to arun in which al initial values
aev # v:®

Lemma 10 Lett — 1 < n, and let v, € V be distinct initial values (i.e., o # v). Let p = FIP(I, F') and let £ be a
. . .. 4
premature round in F'. There is arun p’ all of whose initial states are @, such that p =~ p'.

Proof Let p = FIP(I, F') and let £ be a premature round in F'. Thanks to Lemma9 we can silence the processes one
by one from the first round, and change their initial valuesto . Let usthen definep!,. .., p™ to betherunsof Fip
such that in p/ = FIP(I7, F,, 1), where I7 coincides with I on the initial values of pj1,... ,p,, andv; = o for all
i < j,andwhere F,, ; isobtained from Definition 6 with ¢ = p; andr = 1. Moreover, denote p° = p.

We prove by inductionon j that p =~ p’. For j = 0 the claim istrivia, since p = po. Assuming that the claim

istrue for j, we show that it holdsfor j + 1. Since Z is prematurein F' and p £ p’, we have by Lemma7 that / is
prematurein F,, 1, whichisthefailure pattern of p7. Instantiating Definition 7 with g = p; ;1 and k = 1, let us define

. ; AN . P ; . I
p = (p")p;11,1- By Lemma9 we have that p/ ~ p. Notice that p differs from p/** only in the initial state of p;.
. C . S L . 1y .
Sincep;+1 issilentinpandt < n it followsthat p ~ p/*!. By transitivity of ~ we obtain that p ~ p/*!, completing

the induction step. We finally obtain that p < p". Since dl initia valuesin p™ are v, the lemmaholds for p’ = p".
ULemma 10

5.4 Optimality of the proposed algorithm

Lemma 10 combined with Corollary 1 prove that no deterministic algorithm can decide in arun with failure pattern F'
at around that is premature in £'. Since we have shown in Theorem 2 that PROPOSE is guaranteed to decide in
round BH = BH[F| we can conclude that PROPOSE is an optimal algorithm for simultaneous consensus. Hence the
following theorem.

Theorem 3 Let P be a deterministic algorithm for simultaneous consensus. Let o be a run of P and let p be a run
of PROPOSE corresponding to o. If the correct processes decide in round  in o and in round & in p, then & < r.

6 A few concluding remarks

On the message size of the algorithm PROPOSE Let b be the number of bits required to encode a proposed value.
The size of each message is consequently b + n bits. Let us also observe that a process p; can send adefault value L
instead of est; when its value is the same as in the previous round. This can reduce the size of some messages when
b isbig. Another simple improvement to reduce the message size consists in sending, at each round r, the differential
vaue Af,[r — 1] = fi[r — 1] — fi[r — 2] instead of f;[r — 1] (f;[—1] being initialized to 0).

On optimality Usually an agorithm is said to be optimal when its performance matches the worst-case lower bound
(given afailure model, every execution behaves at least as well asthe worst case execution must). Here, the optimality
notion is stronger. More precisely, when ¢t < n — 1, the proposed algorithm is optimal in the sense that, for every
particular pattern of failures, no other algorithm can decide in fewer rounds in an execution with the same pattern. So
optimality for our algorithm isin each and every run, rather than in the worst case run.

Itisshownin [4] that the bound on the minimal number of roundsrequired for asimultaneousdecisionis (t+1)—D
whent < n—1,andt — D whent = n — 1. The algorithm presented in Figure 1, that is optimal whent < n — 1,
can be easily modified to be optimal also whent = n — 1. Essentially, when¢t = n — 1 a process that sees that all
others have crashed can immediately decide, and be guaranteed not to violate simultaneity sinceit is the only process
remaining.

61n the knowledge-theoretic terminology, the lemma claims that the existence of an initial value of » among the run’sinitial valuesisnot common
knowledge as long as the round is premature.
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Circumventing the lower bound An interesting open issue isthe following: “Are there additional assumptions that
would allow to circumvent the lower bound RS » = (t + 1) — D?" Recdl that we have used the fact that all |V'|™
initial configurations are possible, as are al ways in which ¢ or less processes can crash. Better performance should
be attainable if we assume that the set of initial conditions is more restricted. This is the condition-based approach
introduced in [13], and used in [14] to characterize the sets (each set is characterized by a degree d) of the input vectors
for which themin(¢ + 1, f + 2) (non-simultaneous) consensus lower bound can be bypassed (it is shown that no more
thanmin(¢ + 1, f + 2,d + 1) rounds are necessary when the input vector belongsto a set characterized by the degree

d).
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