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Abstract: In this article we are interested in the dynamical behavior of the mean field description
of neural networks with random synaptic weights and stochastic inputs. Unlike other authors, we
consider this problem as ameasure problem. From this point of view we address the question of
existence and uniqueness of solutions of dynamic mean field equations describing the behavior of
the neural network in the large size limit. To this purpose, we introduce a new metric on the set of
stochastic processes for which this set is complete. In thisframework, we use the standard theory of
fixed points in complete spaces to prove existence and uniqueness of solutions. This framework gives
us a direct method to compute explicitly these solutions, and allows us to generalize previous results
to more general models. We also consider the problem of existence and uniqueness of stationary
solutions which have been previously studied essentially using local or numerical methods. We
finally give some examples of results obtained by the numerical technique proposed.

Key-words: mean-field, existence, uniqueness, complete space, measure space, neural masses,
multi-population neural networks, Jansen-Rit model
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Analyse champ-moyen pour des ŕeseaux de neurones
multi-populations à coefficients synaptiques aléatoires et entŕees

stochastiques

Résuḿe : Dans cet article on s’intéresse au comportement dynamiqued’une description en champ
moyen de reseaux de neurones avec poids synaptiques aléatoires et entrées stochastiques. Contraire-
ment aux autres auteurs, nous considérons ce problème comme un problème de mesure. De ce point
de vue, nous posons la question de l’éxistence et unicité de solutions aux équations de champ moyen
dynamique décrivant le comportement du réseau dans la limite du nombre de neurones tendant vers
l’infini. Pour ce faire, nous introduisons une nouvelle metrique sur l’espace des processus stochas-
tiques qui le rend complet. Dans ce cadre, nous utilisons la theorie standard de points fixes dans
les espaces complets pour prouver l’éxistence et unicitédes points fixes. Cette étude nous donne
une méthode directe pour calculer numeriquement ces solutions, et nous permet de generaliser les
résultats existants. Nous considérons également le problème d’éxistence et unicité de solutions sta-
tionnaires. Nous concluons en donnant des exemples de résultats obtenus par la méthode numérique
que nous explicitons dans le papier.

Mots-clés : champ moyen, existence, unicite, espaces complets, espacede mesures, masses neuro-
nales, reseaux de neurones multi-populations, Jansen et Rit



Network mean field analysis 3

Introduction

Modeling neural activity at scales integrating the effect of thousands of neurons is of central impor-
tance for several reasons. On one hand, most imaging techniques are not able to measure individual
neuron activity (“microscopic” scale), but are instead measuring mesoscopic effects resulting from
the activity of several hundreds to several thousands of neurons. On the other hand, anatomical data
reveals, in the cortex, the existence of structures, such asthe cortical columns, with a diameter of
about100µm, containing about one thousand of neurons belonging to a fewdifferent species. These
columns have specific functions. For example, in the visual cortex V1, they respond to preferential
orientations of bar-shaped visual stimuli. As a matter of fact, in this case, information treatment
does not occur at the scale of individual neurons but rather corresponds to a mesoscopic scale in-
tegrating the collective dynamics of many interacting neurons. The description of this collective
dynamics requires models which are different from individual neurons models. In particular, if the
accurate description of one neuron requires “m” parameters such as sodium, potassium, calcium
conductances, membrane capacitance, etc... it is not necessarily true that an accurate model of aN
neurons assembly requires at leastNm parameters. Indeed, ifN is large enough one expects to have
“averaging” effects such that the collective dynamics is well described by an effective mean-field,
summarizing the effect of the interactions of a neuron with the other neurons, and depending on
a few effective control parameters. This vision, inheritedfrom statistical physics requires that the
space scale is large enough to include a large number of microscopic components (here neurons) and
small enough so that the region considered is homogeneous. This is the case of cortical columns for
instance.

However, obtaining the equations of evolution of the effective mean-field from microscopic dy-
namics is far from being evident. In simple physical models this can be achieved via the law of
large numbers and the central limit theorem, provided that time correlations decrease sufficiently
fast. This type of approach has been generalized to fields such as quantum field theory or non equi-
librium statistical mechanics. To the best of our knowledge, the idea of applying mean-field methods
to neural networks dates back to Amari [1, 2]. In his approach, he uses an assumption that he called
“local chaos hypothesis”, reminiscent of Boltzmann’s “molecular chaos hypothesis”, and postulating
the vanishing of individual correlations between neurons,when the number of neuronsN tends to
infinity. Later on, Crisanti, Sompolinsky and coworkers [20] used a dynamic mean-field approach
to conjecture the existence of chaos in an homogeneous neural network with random independent
synaptic weights. This approach was formerly developed by Sompolinsky and coworkers for spin-
glasses [21, 10, 11], where complex effects such as aging or coexistence of a diverging number of
metastable states, renders the mean-field analysis delicate in the long time limit [15].

On the opposite, these effects do not appear in the neural network considered in [20] because the
synaptic weights are independent [7] (and especially non symmetric, in opposition to spin glasses).
In this case, the Amari approach and the dynamic mean field approach leads to the same mean-field
equations. Later on, the non-rigorous mean-field equationsderived by Sompolinsky and Zippelius
[21] for spin-glasses, were rigorously obtained by Ben Arous and Guionnet [3, 4, 14]. The applica-
tion of their method to a discrete time version of the neural network considered in [20] and in [17]
was done by Moynot and Samuelides [18].
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4 Touboul Faugeras Cessac

Mean-field methods are often used in neural network community but there are only a few results
using dynamic mean-field method and even less rigorous results. The main advantage of dynamic
mean-field techniques is that they allow one to consider neural networks where synaptic weights are
random (and independent), while other methods such as the Fokker-Planck approach, used e.g. by
Brunel and Hakim, assume constant synaptic weights [6]. This allows to stand genericity results
about the dynamics according to the statistical parameterscontrolling the probability distribution
of the synaptic weights [19]. This approach does not only provide the evolution of the “mean”
activity of the network. It is an equation on the law of the mean-field, and hence also provides
informations on the fluctuations and correlations. These correlations are of crucial importance as
revealed in Sompolinsky and coworkers paper [20]. Indeed, the analysis of correlations allows one
to discriminate between stationary and chaotic dynamics. However, this approach has also several
drawbacks explaining why it is so seldom used. On one hand, the usual physicists’ method for
obtaining these equations use a generating functional approach requiring heavy computations and
some “art” and which sorely generalizes, for instance to models with several populations. What is
less known, is that Amari’s approach allows their derivation in a more straightforward way, which
can be rigorously stated in the large deviations approach used by Ben Arous and Guionnet [7, 3, 19].
Also, dynamics mean field equations characterizein finea nonstationary process. It is then natural to
search for stationary solutions. This simplifies consequently dynamic mean field equations reducing
the problem to a set of differential equations (see section 4) but the price to pay, is that there is a non
free parameter in the problem, the initial condition, that must be obtained via the investigation of the
non stationary problem. Hence there it is not clear wether ifthere exists such a solution, and if it
is the case, how to characterize this solution. To the best ofour knowledge, this tricky question has
been fully investigated in only one (unpublished) paper by Crisanti and coworkers [9]. In this paper,
we investigate this question using a different and rigorousapproach.

Thus, the scope of this paper is twofold. On one hand, we analyze rigorously the mean-field
equations for a multi-populations of neurons1. These equations are obtained via the Amari ap-
proach and we do not discuss their rigorous derivation with large deviations or hydrodynamic limit
techniques, since this is a straightforward extension of [3, 4, 14]. Instead, we focus on the question
of existence and uniqueness of the solutions. A proof of existence and uniqueness based on the
Wasserstein distance between processes had been provided by Ben-Arous and Guionnet in [3] in the
case of a spin glass with Langevin dynamics. In the present paper we introduce a new distance on
processes, and show how it naturally helps for solving the problem of existence and uniqueness of a
solution for the mean field equation. We also use this norm to show the existence and uniqueness of
solutions of the mean field equation starting fromt0 = −∞ corresponding to the physical process
of removing transients and focusing on stationary solutions. Actually, we prove that such stationary
solutions exist and we compare our approach to the one presented by Sompolinsky and coworkers
[20, 9].

The motivation of this work is also to give an effective description of assemblies of neurons to
get a better understanding of the neuronal assembly models or neural masses models. A typical
example is Jansen and Rit’s neural mass model [16]. Our contribution is to generalize the existing

1Note that we treat in this paper the case of a neural network equation, but the present framework can be adapted to a wide
range of implicit equations on the law of stochastic processes.
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Network mean field analysis 5

mathematical results and to give a tractable way of computing the dynamical mean-field model.
Indeed, we show that an iterative method used in the proof of existence and uniqueness of solutions
can be numerically implemented, giving access to the non stationary mean-field dynamics, for a
multi-population neuronal network. As an example, we analyze the case treated by Sompolinsky
and coworkers. The application of this method to cortical columns models will be scope of another
paper, less mathematical and more oriented toward neuroscience community.

1 Mean-field equations for different multi-population neural net-
work models

1.1 The general model

1.1.1 General framework

We consider a network composed ofN neurons indexed byi ∈ {1, . . . , N} belonging toP popula-
tionsα ∈ {1, . . . , P}. Each neuron is defined by its membrane potential. This potential has a linear
intrinsic dynamics only depending on the neuron’s population. Each neuron of the network receives
external inputs, modeled in this paper by the sum of a deterministic external current depending on
the population index of the neuron and of independant stochastic inputs whose probability distribu-
tions only depend on the population index. It also receives inputs from other neurons, via its activity,
which is a sigmoidal transform of the membrane potential2.

We denote forα ∈ {1, . . . , P} a population index,Nα the number of neurons in this population.
Hence we haveN =

∑P
α=1 Nα. We are interested in the limitN → ∞.

We assume that the proportions of neurons in each populationare non-trivial, i.e. :

lim
N→∞

Nα

N
= nα ∈ (0, 1)∀α ∈ {1, . . . , P}

If it was not the case, then the population having a trivial proportion will not affect the global
behavior of the system, and will not contribute to the mean field equation.

Each neuroni of populationα is connected to each neuronj of populationβ with the connectivity
weightJi,j , which is a random variable independent of all the other weights, having a Gaussian law
that depend only on population pairα, β, and which depend onN :

Ji,j ∼ N
( J̄αβ

Nβ
,

σαβ√
Nβ

)

Synaptic weightsJi,j are drawn at the beginning of the network evolution, and are then “frozen”
during the evolution. The activity of a neuron is transmitted to its neighbors via its activity variable
which is a sigmoidal transform of the membrane potential, i.e a bounded increasing functions such

2 Note that the present work affords an extension where each neuron receives a randomly distributed input whose law
depends on the neuron population only. The proof will be essentially the same, but the expressions more intricate.

RR n° 6454



6 Touboul Faugeras Cessac

that 



lim

x→−∞
S(x) = Smin

lim
x→∞

S(x) = Smax

We do not assume this function continuous. This allows us to treat the case of analogical neurons
as well as spiking neurons (where the spikes are modelled by step sigmoidal functions). We assume
that the sigmoids depend on the presynaptic and postsynaptic populations, to keep the model general.

1.1.2 Model’s equations

The intrinsic dynamics of neurons is considered as linear, governed by a time-dependant non-
diagonal locally bounded matrix3.

For the General Model of order 1 (GM1), we consider that the intrinsic dynamics governing the
membrane potential is a differential equation of order 1 (e.g. Jansen’s model with exponential PSP
(8)). For the General Model of orderk (GMk), the dynamics is governed by a stochastic differential
equationo of orderk (e.g. Jansen’s model (12)).

The neurons receive correlated Brownian inputs. This accounts for instance for the possible
finite number of noise sources or for the case when the same noise source can affect many neurons
in different populations.

Denote byK(N) the number of independent noise sources, modeled as standard Brownian mo-
tions, when the total number of neurons isN .

Let us now write the microscopic stochastic differential equations when the number of neu-
rons is finite. We first consider the GM1. The time-dependant matrix driving the intrinsic dy-
namics of the network is denoted byL(N)(t) = (L

(N)
ij (t))(i,j)∈{1, ..., N}2 . The local boundedness

assumption means thatL(N)(t) is bounded on any bounded time interval. Denote byW
(K(N))

the K(N)-dimensional Brownian motion modeling the sources of noiseand Λ
(N)(t) the N ×

K(N) matrix representing the action of the noise sources on the membrane potentials of the neu-
rons. Let us denote byV(N)(t) the vector of membrane potentials(V1(t), . . . , VN (t))T , by J

(N)

the matrix (Jij)(i,j)∈{1, ..., N}2 , by S(N) the nonlinear matricial function such thatS(N)(x) =

(Sα(i),α(j)(x))i,j , by Diag(N) the linear operator :

Diag(N) :

{RN×N 7→ RN

M = (Mij) 7→ (Mii)i=1,...,N

and byI(N) the vector of input currents.
The microscopic equation for the GM1 reads:

dV
(N)
t =

(
L

(N)(t) ·V(N) + Diag(N)
(
J

(N) · S(N)(V(N)(t))
)

+ I
(N)(t)

)
dt

+ Λ
(N)(t) · dW(K(N))

t (1)

3This would be useful for instance for the complex interacting neuronal models, modeling the mixing of components (this
is for instance the case of Jansen’sz variable in equation (12)).

INRIA



Network mean field analysis 7

Remark 1. The interaction termDiag(N)
(
J

(N) ·S(N)(V(N)(t))
)

reads for a given neuroni of class

α :
∑P

β=1

∑Nβ

j=1 JijSαβ(Vj(t)).

For the GMk, theN -neurons network will be described by theN membrane potentialV1(t), . . . , VN (t)

and theN(k−1) derivatives of order{1, . . . , k−1} of these membrane potentialV
(1)
1 , . . . , V

(1)
N , . . . , V

(k−1)
1 , . . . , V

(k−1)
N .

Let us denote byV the vector containing all these processes:

V(t) =
[
V1, V2, . . . , VN , V

(1)
1 , . . . V

(1)
N , . . . , V

(k−1)
1 . . . V

(k−1)
N

]T

We denote the partition ofRkN in theN -dimensional vector spaces corresponding to the consec-
utive derivatives of̃V = (V1, . . . VN ): RNk = E(0) ⊕ · · ·⊕E(k−1), and use a block decomposition
in this partition:V = (Ṽ, Ṽ(1), . . . , Ṽ(k−1)).

The new linear term will be modelled as a time-dependent matrix L(t) of dimensionNk × Nk.
External inputs and inputs coming from other neurons are only linked with the neuron’s membrane
potential, and only feed block componentṼ

(k−1). The equation of thedth differential of the mem-
brane potential,d < k − 1, reads:

dṼd−1

dt
= Ṽ

(d) (2)

The equation governing the(k − 1)th differential of the membrane potential has a linear part
possibly depending on all the components of vectorV, and receives both external inputs and the
activity of its neighbors. Keeping the same notations as before for the inputs and denoting byL(N)

k−1

the linear matrix describing the action of neurons’ membrane potential and their derivatives on the
(k − 1)th derivative ofṼ, the microscopic equation can be written as follows:

dṼ(k−1) =
(
L

(N)
k−1(t) ·V + Diag(N)

(
J

(N) · S(N)(Ṽ(t))
)

+ I
(N)(t)

)
dt

+ Λ
(N)(t) · dW(K(N))

t (3)

Hence the full equation onV can be written in a simple way using block matrices.

We are interested in the limit law whenN → ∞ of the vectorV (N) under the law of the
connectivities, which we call the mean field limit. Mean fieldequations can be obtained easily
under the local chaos hypothesis [7, 8, 18, 12], assuming that in the limit N → ∞, the neural
network behaves as if the(Vi)i∈{1,...,N} were asymptotically independent and also independent of
the synaptic weightsJi,j . The main advantage of this rough approximation is that it gives the correct
description of the asymptotic process. Indeed, the mean field equations 4 below can be rigorously
proved using large deviations methods [3, 4, 14].

To be able to give an effective description of the network population by population, we need the
neurons in each population to be interchangeable, i.e. to have the same probability distribution under
the joint law of the multidimensional Brownian motion and the connectivity weights.

RR n° 6454



8 Touboul Faugeras Cessac

To achieve this condition for the leak matrix, a sufficient condition is that for anyt the sum of
the coefficients of the matrixL(t) over the neurons belonging to a given population are the samefor
all the neurons of the same population and whatever the network size (we recall that for the GMk,
we formally consider membrane potential’s derivatives as neural populations). This means that there
exists a matrixL(t) = (Lαβ(t))(α,β)∈{1, ..., P}2 such that for allα, β ∈ {1, . . . , P} and all neurons
i of classα, 4

∑

j;α(j)=β

L
(N)
ij (t) = Lαβ(t),

To achieve this same condition for the noise sources, the columns of the matrixΛ(N)(t) must
be permutations of the coefficients that keep the populations unchanged to keep the same noise
correlation matrix between any two neurons of different population. Moreover, the lines of the
matrix Λ

(N)(t) are assumed to be permutations of the same pattern whatever the network size for
any neuron belonging to the same class to ensure that each neuron receives the same total input in
law.

Moreover, we want this law to be unchanged forN big enough, hence we assume that the number
of non-uniformly zero coefficients in the matrixΛ(N)(t) for each population keeps constant when
N increases. We denote this number byKmin the minimal number of Brownian motions we need to
use, i.e. the minimal number of independent Brownian motions used to describe the evolution of a
given set ofP neurons belonging to different populations.

Under these assumption, we obtain for the GM1 the following MFE for the vectorV(t) =
(Vα(t))α=1,...,P (see [14]):

dVt =
(
L(t) ·V(t) + U

V

t · 1 + I(t)
)

dt + Λ(t) · dWt (4)

whereU
V

t is a matrix whose components are independent Gaussian processesUV
α,β statistically

independent ofV of meanJ̄αβmα,β(t) wheremα,β(t) = E[Sα,β(Vβ(t))] and of covariance:

Cov
(
UV

α,β(t), UV
γ,δ(s)

)
=: 1α=γ;β=δσ

2
αβ∆α,β(t, s),

where∆α,β(t, s) := E

[
Sα,β(Vβ(t))Sα,β(Vβ(s))

]
.

We denoted by1 is the vector ofRP with each component equal to1, I the input current in each
population,Λ(t) is theP×Kmin matrix accounting for the noisy inputs, andW aKmin-dimensional
Brownian motion.

Remark 2. This limit can be seen as a sort of generalized central limit theorem. Nevertheless, the
rigorous proof of the convergence in law of the process to this limit is quite intricate (see [14]).
In this paper, we admit these equations which are generaly used in this field we are interested in
characterizing the solutions of this equation.

4This condition is quite strong but it allows us to withstand all classical neuronal models, and hence it will be the one used
in the paper. It can probably be lighten with an increase of complexity unnecessary in the present paper

INRIA



Network mean field analysis 9

For the GMk, the Mean Field Equation (MFE) can be written as equation (4) in the spaceRkP .
We can formally integrate the equation using the flow of the equation which we call Time-

Ordered Exponential (TOE)E[L](t0, t) in reference to the Dyson chronological series widely used
in physics (see appendix A), and we obtain, since we assumedL locally bounded, an implicit repre-
sentation ofV . For the GM1, this equation reads:

V(t) = E[L](t0, t)V(t0) +

∫ t

t0

E[L](s, t) ·
(
U

V

s · 1 + I(s)
)
ds

+

∫ t

t0

E[L](s, t) ·Λ(s)dWs (5)

Similarly, the GMk can be written with the same formal integration. Let us denote bỹUV

s vector
with components inE(k−1) are equal toUV

s · 1 and whose other components are0 and Ĩ(s) the
vector whose components inEk−1 areI(s) and whose other components are0. The solution of the
GMk reads (see appendix A):

Ṽ(t) = E[L](t0, t)Ṽ(t0) +

∫ t

t0

E[L](s, t) ·
(
ŨV

s + Ĩ(s)
)
ds

+

∫ t

t0

E[L](s, t) ·Λ(s)dWs (6)

Remark 3. The TOE operator is a generalization of the matrix exponential. Indeed, in the case of the
GM1, if we assume that the matrixL has the commutativity propertyL(s) · L(t) = L(t) · L(s) (for
instance whenL does not depend on time), the implicit equation governing the law ofV depending
on the processUV

t reads:

V(t) = e
R

t
t0

L(s) ds ·
[
V(t0) +

∫ t

t0

e
−

R

s
t0

L(u) du ·
(
U

V

s · 1 + I(s)
)
ds

+

∫ t

t0

e
−

R

s
t0

L(u) du ·Λ(s)dWs

]
(7)

See appendix A for a short study of this operator.

We now introduce a simpler model which is quite frequently used in the description on neural
networks. All along the paper, we will prove our mathematical results for the general model when-
ever possible, and explain what it means for the simpler model. We think that this duality provides
the best understanding of the general results we prove. Table 1 summarizes the differences between
the three models we will use.

RR n° 6454



10 Touboul Faugeras Cessac

1.2 Example: Jansen-Rit neural mass model

One of the motivations of this study is to characterize the global behavior of an assembly of neurons.
The aim is to get a better understanding of non-invasive cortical signals like EEG or MEG. This is
why we are interested to give a microscopic interpretation in terms of neuronal populations of the
equations. One of the classical models of neural masses is Jansen and Rit mass model [16]. In this
model, three neuronal populations interact (see figure 1).

a. b.

y0

S2

Sigm

S3

Sigm

P1

he(t)

p(t)

+
+

S1

Sigm

P3

C1 C3

C2 C4

he(t)

y2

hi(t)

y1

y

P2

–+

y0

S2

Sigm

S3

Sigm

P1

he(t)

p(t)

+
+

S1

Sigm

P3

C1 C3

C2 C4

he(t)

y2

hi(t)

y1

y

P2

–+

interneurons
inhibitoryexcitatory

interneurons

main
population

external input

Figure 1: a. Neural mass model of a cortical unit: a population of pyramidal cells interacts with
two populations of inter-neurons: an excitatory one and an inhibitory one. b. Block representation
of the model. Theh boxes account for the synaptic integration between neuronal populations. Sigm
boxes simulate cell bodies of neurons by transforming the membrane potential of a population into
an output firing rate. The constantsCi model the strength of the synaptic connections between
populations.

The model features a population of pyramidal neurons (central part of figure 1.a.) that receive
excitatory and inhibitory feedback from local inter-neurons and an excitatory input from neighboring
cortical units and sub-cortical structures such as the thalamus. Actually the excitatory feedback must
be considered as coming from both local pyramidal neurons and genuine excitatory interneurons like
spiny stellate cells. The excitatory input is represented by an arbitrary average firing ratep(t) that
can be stochastic (accounting for a non specific background activity) or deterministic, accounting
for some specific activity in other cortical units. The transfer functionshe andhi of figure 1 are
sigmoidal transforms which convert the average firing rate describing the input to a population into

INRIA



Network mean field analysis 11

an average excitatory or inhibitory post-synaptic potential (EPSP or IPSP). It corresponds to the
synaptic integration.

The simplest model of synaptic integration is a first-order integration, which yields to exponential
post-synaptic potentials:

h(t) =

{
Ae−αt t ≥ 0
0 t < 0

whereα is the time constant of the synaptic integration andA the synaptic efficiency.
This model gives rise to what we will call the first-order Jansen’s model:





ẏ2 = −βy2(t) + βBS(C3y0(t))

ẏ1 = −αy1(t) + Aα {p(t) + C2S(C1y0(t))}
ẏ0 = −αy0(t) + AαS(y1(t) − y2(t))

(8)

where the Sigmoid functionS is given by

S(v) =
νmax

1 + er(v0−v)

whereνmax is the maximum firing rate andv0 is a voltage reference.
To better reproduce the synaptic integration, in order to reproduce well the characteristics of real

EPSPs and IPSPs, van Rotterdam and colleagues [22] introduced a second order PSP:

h(t) =

{
αβte−βt t ≥ 0
0 t < 0

solution of the differential equation̈y(t) = αβx(t) − 2βẏ(t) − β2y(t). With this type of synaptic
integration, we obtain the system:

ÿ2 = Bbα4CS(α3Cy0) − 2bẏ2 − b2y2 (9)

ÿ1 = Aaα2C(p + S(α1Cy0)) − 2aẏ1 − a2y1 (10)

ÿ0 = AaS(y1 − y2) − 2aẏ0 − a2y0 (11)

whereA andB control the strength of the postsynaptic potentials,a andb their time constant and
theCs the strength of the interactions between the populations.This equation can be written in the
simpler way with a change of variables and we get:





ẏ0(t) = y3(t)

ẏ3(t) = AaS[x] − 2ay3(t) − a2y0(t)

ẏ1(t) = y4(t)

ẏ4(t) = Aa{p(t) + C2S[C1y0(t)]} − 2ay4(t) − a2y1(t)

ẋ(t) = z(t)

ż(t) = Aa{p(t) + C2S[C1y0(t)]} − 2ay4(t) − a2y1(t)

−BbC4S[C3y0(t)] − 2b(y4(t) − z(t)) − b2(y1(t) − x(t)).

(12)
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12 Touboul Faugeras Cessac

Note that considering synaptic integrations of higher order gives better models for cortical columns.
For instance, Grimbert and Faugeras [13] showed that some bifurcations can appear in the second-
order Jansen’s model giving rise to epileptic oscillationsand alpha activity, and these oscillations do
not exist in the first order Jansen’s model.

1.3 Example: The Simple Model (SM)

In the Simple Model (SM), each neuron’s membrane potential decreases exponentially to its rest
value if it receives no input, with a time constantτα depending only on the population it belongs
to. The noise is simply modeled by independent Brownian motions whose standard deviation is the
same for all neurons belonging to a given population.

Hence the dynamics of a given neuroni from populationα of the network reads:

dV
(N)
i (t) =

[
− V

(N)
i (t)

τα
+

P∑

β=1

Nβ∑

j=1

Ji,jSα,β

(
V

(N)
j (t)

)
+ Iα(t)

]
dt

+ sαdW(i)(t) (13)

Under the local chaos hypothesis, we can identify the limit process. This process is given by
an implicit equation on the law of the limit process. We can prove under these assumption that
if i1, . . . , iP areP neurons in each population (neuroniα belong to the populationα), then the se-

quence of processes
(
(V

(N)
i1

(t), . . . , V
(N)
iP

(t))T
t≥0

)

N≥1
converges in law to the process(V1(t), . . . , VP (t))t≥0

solution of the equation:

dVα(t) =
(
− Vα

τα
(t) +

P∑

β=1

UV
α,β(t) + Iα(t)

)
dt + sαdWα(t) ∀α ∈ {1, . . . , P} (14)

where the processes(Wα(t))t≥0 are independent standard Brownian motions, where(UV
α,β(t); α, β ∈

{1, . . . , P})t is a diagonal Gaussian process statistically independent of V of meanJ̄αβmα,β(t)
wheremα,β(t) = E[Sα,β(Vβ(t))] and of covariance:

Cov
(
UV

α,β(t), UV
γ,δ(s)

)
=: 1α=γ;β=δσ

2
αβ∆α,β(t, s),

where∆α,β(t, s) := E

[
Sα,β(Vβ(t))Sα,β(Vβ(s))

]
.

This equation can be integrated implicitly and we obtain thefollowing integral representation of
the processVα(t):

INRIA



Network mean field analysis 13

Model Order of Noise Model Linear term
differentiation

Simple Model 1 Independent Constant
(SM) inputs diagonal

General Model 1 Correlated Time-dependent
order 1 (GM1) inputs Non diagonal
General Model k ≥ 1 Correlated Time-dependent
orderk (GMk) inputs Non diagonal

Table 1: The different characteristics of the models we willstudy

Vα(t) = e−(t−t0)/ταVα(t0) +

∫ t

t0

e−(t−s)/τα

( P∑

β=1

UV
α,β(s) + Iα(s)

)
ds

+ sα

∫ t

t0

e−(t−s)/ταdWα(s)
)

(15)

wheret0 is the initial time. It is an implicit equation on the probability distribution ofV .

Remark 4. The case of (13) is a subcase of (1). We can easily check that the assumptions are
satisfied. Indeed, the condition to be satisfied for the leak matrix is clearly satisfied. The condition
for the Brownian motions is also satisfied and the minimal number of Brownian motions isP . Hence
in all the paper we will mainly work on this last equations (4)and (7) which are more general than
(14) and (15). All the properties we will prove for the (GM) will hence be valid for the (SM). Note
also that Jansen’s model with exponential synapses (8) is a particular case of GM1 and Jansen’s
model with a second order integration 12 is a particular caseof GMk with k = 2 andP = 3.

2 Existence and uniqueness of solutions in finite time

The mean field equation (6) we obtained is an implicit equation of the stochastic process(V (t))t≥t0 .
We prove in this section that under some mild assumptions this implicit equation has a unique solu-
tion.

This solution is a fixed point in the set ofkP -dimensional processes endowed with a given metric.
We therefore consider the setM+

1 (C([t0, T ],RkP )) of kP -dimensional stochastic processes and
introduce a distance such that this set is complete. With this distance we prove that there exists a
unique solution of the mean field equation.

We denote byX the set of random variables (r.v.) with values inRkP .

RR n° 6454



14 Touboul Faugeras Cessac

2.1 A distance onM+
1 (C([t0, T ],RkP ))

Definition 2.1 (SupVar distance). TheSupVar distanceon the measure spaceM+
1 (C([t0, t],RkP )

is defined by:
dt(X, Y ) := sup

s∈[t0,t]

dvar (Xs, Ys) (16)

wheredvar (X, Y ) is the variational distance [5] onX , defined by:

dvar (X, Y ) := sup
{
|E [f(X) − f(Y )]| ; f : RkP 7→ R

measurable and bounded such that‖f‖∞ ≤ 1
}

(17)

It is easy to show that this defines a distance. In the next proposition we prove a number of its
properties that are used in the sequel.

Proposition 2.1(Properties of the variational distance). Let X, Y ∈ X . The variational distances
satisfies the following properties:

(i). For all S : RkP 7→ RkP measurable function,dvar (S(X), S(Y )) ≤ dvar (X, Y ).

(ii). Assume that the laws of the r.v.sX andY have a density with respect to a probability measure
λ, and let us denote byfX andfY these densities. Then we have:

dvar (X, Y ) =

∫RP

|fX − fY | dλ (18)

(iii). Let Z ∈ X be a r.v. independent ofX andY , then

dvar (X + Z, Y + Z) = dvar (X, Y ) .

Proof. (i). We have:

dvar (S(X), S(Y )) = sup
{
|E [f(S(X)) − f(S(Y ))]| ; f : RkP 7→ R, ‖f‖∞ ≤ 1

}

≤ sup
{
|E [f(X) − f(Y )]| ; f : RkP 7→ R, ‖f‖∞ ≤ 1

}

≤ dvar (X, Y )

since the set of functions{f ◦S; f : RkP 7→ R measurable and bounded by 1} is a subset of
{f ; f : RkP 7→ R measurable and bounded by 1}.

(ii). Let Φ : RP 7→ Rmeasurable bounded by 1. We have:

|E [Φ(X) − Φ(Y )] | =

∣∣∣∣
∫

(fX − fY )Φdλ

∣∣∣∣

≤
∫

|fX − fY |dλ

INRIA



Network mean field analysis 15

since‖Φ‖∞ ≤ 1, hencedvar (X, Y ) ≤ ‖fX − fX‖L1(λ). This bound is reached forΦ =
sign(fX − fY ) which is a measurable function bounded by1.

(iii). To prove the last property we use the property (ii). Indeed, letλ be a measure dominating the
laws ofX, Y andZ (it is always possible to find one). Denote byfX , fY , fZ the densities of
X, Y, Z with respect toλ. The density of the sum of two independent r.v. is the convolution
of the density of each r.v. Hence we have:

dvar (X + Z, Y + Z) =

∫
|fX ∗ fZ − fY ∗ fZ | dλ

=

∫
|(fX − fY ) ∗ fZ | dλ

=

∫
|fZ | dλ

∫
|(fX − fY )| dλ

= dvar (X, Y )

since
∫
|fZ | dλ = 1 because it is a probability distribution.

Proposition 2.2. The space(M+
1 (C([t0, T ],RkP )), dt) is a complete metric space.

Proof. First of all, we prove that the setX equipped with the variational distance is complete. To
this purpose, let(µn)n≥0 be a Cauchy sequence of measures andλ =

∑∞
n=0

µn

2n . This measure
dominates everyµn and hence everyµn has a density with respect toλ. Let fn be the density ofµn

with respect toλ.
Proposition 2.1(ii) ensures us that(fn) is a Cauchy sequence inL1(λ) which is complete, hence

the sequence of densities converges in this space to a functionf ∈ L1(λ). Let µ := fdλ. We have
dvar (µn, µ) = ‖fn − f‖L1(λ) →

n→∞
0, henceµn → µ for the variational distance,(X , dvar) is a

complete metric space.
The set

(
M+

1 (C([t0, T ],RkP )), dT

)
is isomorphic to the setL∞([t0, T ], (X , dvar)), hence

(
M+

1 (C([t0, T ],RkP )), dT

)

is also complete, as anL∞ set of functions with values in a complete space.

In the next two lemmas we compute the variational distance between two Gaussian random
variables. These results are essential in the proof of existence and uniqueness of a solution of the
mean field equation. We first compute an explicit bound in the case of unidimensional Gaussian
r.v. and give a closed-form bound, and then generalize to thecase of multivariate Gaussian random
variables.

Lemma 2.3(Variational distance between two unidimensional Gaussian r.v.). Let us considerGi :=
N (µi, σi) two unidimensional Gaussian random variables of meanµi and standard deviationσi,
i = a, b. Let µ1 = min(µa, µb), µ2 = max(µa, µb), σ1 = min(σa, σb) andσ2 = max(σa, σb).
Assumeσ1 > 0. Their variational distancedvar (Ga, Gb) satisfies the following inequality:

dvar (Ga, Gb) ≤ |µa − µb|Km(µ1, µ2, σ1, σ2) + |σa − σb|Sm(µ1, µ2, σ1, σ2), (19)
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16 Touboul Faugeras Cessac

where

Km(µ1, µ2, σ1, σ2) =
σ2

σ3
1

|µ1 − µ2| +
σ2

2

σ3
1

√
2

π
+

σ2µ2

σ3
1

Sm(µ1, µ2, σ1, σ2) =
σ2

σ4
1

((µ1 − µ2)
2 + 2σ2

2) + 3

√
2

π

σ3
2

σ4
1

,

Proof. A Gaussian random variable has a density with respect to Lebesgue’s measure, hence we use
the equality between the variational norm on random variables and theL1(λ) norm on the densities,
whereλ stands here for the Lebesgue’s measure:

dvar (Ga, Gb) =

∫ ∞

−∞

∣∣∣∣∣∣∣

e
− (x−µa)2

2σ2
a√

2πσa

− e
− (x−µb)2

2σ2
b√

2πσb

∣∣∣∣∣∣∣
dx

We use the mean value theorem and compute the partial derivatives of the density with respect

to µ andσ. Let us noteP (µ, σ, x) := e
−

(x−µ)2

2σ2√
2πσ

. We have:

|P (µa, σa, x) − P (µb, σb, x)| ≤ sup
µ∈[µ1,µ2],σ∈[σ1,σ2]

∣∣∣∣
∂P (µ, σ, x)

∂µ

∣∣∣∣ | µa − µb |

+ sup
µ∈[µ1,µ2],σ∈[σ1,σ2]

∣∣∣∣
∂P (µ, σ, x)

∂σ

∣∣∣∣ | σa − σb |

Since

∂P (µ, σ, x)

∂µ
=

(x − µ)

σ2
P (µ, σ, x),

we find an upperbound for the partial derivative sharply bounding each term of the expression:

sup
µ∈[µ1,µ2],σ∈[σ1,σ2]

∣∣∣∣
∂P (µ, σ, x)

∂µ

∣∣∣∣ ≤






∣∣∣∣
x − µ2

σ2
1

∣∣∣∣
e−(x−µ1)/2σ2

2

√
2πσ1

x ∈ (−∞, (µ1 + µ2)/2]
∣∣∣∣
x − µ1

σ2
1

∣∣∣∣
e−(x−µ2)/2σ2

2

√
2πσ1

x ∈ [(µ1 + µ2)/2,∞)

which we noteM(x)
Similarly, we obtain:

∂P (µ, σ, x)

∂σ
=

(x − µ)2 − σ2

σ3
P (µ, σ, x),
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Network mean field analysis 17

and hence the following upperbound

sup
µ∈[µ1,µ2],σ∈[σ1,σ2]

∣∣∣∣
∂P (µ, σ, x)

∂σ

∣∣∣∣ ≤






(x − µ2)
2 + σ2

2

σ3
1

e−(x−µ1)/2σ2
2

√
2πσ1

x ∈ (−∞, (µ1 + µ2)/2]

(x − µ1)
2 + σ2

2

σ3
1

e−(x−µ2)/2σ2
2

√
2πσ1

x ∈ [(µ1 + µ2)/2,∞)

which we noteS(x).
Finally we have:

dvar (Ga, Gb) ≤ |µa − µb|
∫RM(x) dx + |σa − σb|

∫R S(x) dx

The two integrals can be computed in closed form and upperbounded:

∫RM(x) dx ≤ σ2

σ3
1

|µ1 − µ2| +
σ2

2

σ3
1

√
2

π
+

σ2µ2

σ3
1∫R S(x) dx ≤ σ2

σ4
1

((µ1 − µ2)
2 + 2σ2

2) + 3

√
2

π

σ3
2

σ4
1

Lemma 2.4(Variational distance between multivariate Gaussian r.v.). Let X = N (µX ,
(
ΣX
)−1

)

andY = N (µY ,
(
ΣY
)−1

) be two multivariate non-degenerate Gaussian random variables inRP .
Letµ1 andµ2 be respectively the minimal and maximal values of the coordinates of the mean vectors
of X andY and defineΣmax andΣmin the matrix respectively of general termmax(ΣX

ij , ΣY
ij) and

min(ΣX
ij , ΣY

ij).
There exists a constantK(µ1, µ2, Σmin, Σmax) such that the variational distance betweenX and

Y satisfies the inequality:

dvar (X, Y ) ≤ K(µ1, µ2, Σmin, Σmax)( sup
i=1...P

∣∣µX
i − µY

i

∣∣+ sup
i,j=1...P

∣∣ΣX
ij − ΣY

ij

∣∣)

Proof. We note

P (x, µ,Σ) =

√
det(Σ)

(2π)P/2
e−

1
2 (x−µ)T Σ(x−µ)

the density of aP -dimensional Gaussian variable with mean vectorµ and covariance matrixΣ−1.
We need to compute

∫RP

∣∣P (x, µX , ΣX) − P (x, µY , ΣY )
∣∣ dx. The zeroth order Taylor expansion

with integral remainder can be written

P (x, µX , ΣX) − P (x, µY , ΣY ) =

(∫ 1

0

∂P

∂µ
(x, µY + ζ(µX − µY ), ΣX) dζ

)
· (µX − µY )+

(∫ 1

0

∂P

∂Σ
(x, µX , ΣY + ζ(ΣX − ΣY )) dζ

)
· (ΣX − ΣY ),
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18 Touboul Faugeras Cessac

where the·s indicate the obvious inner products. Let us consider first the term with the partial
derivative with respect to the mean. Using standard calculus, we find that

∂P

∂µ
(x, µY + ζ(µX − µY ), ΣX) = P (x, µY + ζ(µX − µY ), ΣX)ΣX (x − µY − ζ(µX − µY ))

hence
∣∣∣∣
(∫RP

∫ 1

0

∂P

∂µ
(x, µY + ζ(µX − µY ), ΣX) dx dζ

)
· (µX − µY )

∣∣∣∣ ≤

1

2
(µX − µY )T ΣX(µX − µY )+

∫RP

∫ 1

0

P (x, µY + ζ(µX − µY ), ΣX)
∣∣(µX − µY )T ΣX(x − µY )

∣∣ dxdζ

We use the upper bound
∣∣(µX − µY )T ΣX(x − µY )

∣∣ ≤ ‖ΣX‖‖µX − µY ‖‖x − µY ‖,

where‖ · ‖ is the Euclidean norm, and

‖µX − µY ‖ ≤
√

P |µX − µY |∞,

to obtain
∣∣∣∣
(∫ 1

0

∂P

∂µ
(x, µY + ζ(µX − µY ), ΣX) dζ

)
· (µX − µY )

∣∣∣∣ ≤
√

P‖ΣX‖
(

1

2
‖µX − µY ‖ + K1

)
|µX − µY |∞,

whereK1 is given by

K1 =

∫RP

∫ 1

0

P (x, µY + ζ(µX − µY ), ΣX)‖x − µY ‖ dx dζ.

An upperboundL1 for K1 can be found as follows. IfµX = µY then

L1 =

∫RP

P (x, µY , ΣX)‖x − µY ‖ dx.

else

P (x, µY + ζ(µX − µY ), ΣX) ≤
(2π)P/2

√
det(ΣX)

P (x, µY , ΣX)P (µX , µY , ΣX) eζ(x−µY )ΣX (µX−µY ) ≤

P (x, µY , ΣX) eζ(x−µY )ΣX (µX−µY )

INRIA



Network mean field analysis 19

Therefore
∫ 1

0

P (x, µY + ζ(µX − µY ), ΣX) dζ ≤ P (x, µY , ΣX)

(x − µY )ΣX(µX − µY )

(
1 − e(x−µY )ΣX (µX−µY )

)
,

and

L1 =

∫RP

P (x, µY , ΣX) ‖x − µY ‖
(x − µY )ΣX(µX − µY )

(
1 − e(x−µY )ΣX (µX−µY )

)
dx

The reader can verify that the integral of the righthand sideexists. It is a function ofµX , µY and
ΣX .

We next consider the term with the partial derivative with respect to the covariance matrix. We
obtain:

∂P (x, µ,Σ)

∂Σij
=

1

2

(
1

det(Σ)

∂det(Σ)

∂Σij
− (x − µ)T ∂Σ

∂Σij
(x − µ)

)
P (x, µ,Σ)

We use the fact thatΣ is a symmetric matrix, and hence that(x−µ)T ∂Σ
∂Σij

(x−µ) = 2(x−µ)i(x−µ)j

and we recall that the differential of the determinant of a function is given by Jacobi’s formula:
d(det(Σ)) = Trace(Adj(Σ) · dΣ) whereAdj(Σ) is the adjugate matrix ofΣ:

∂det(Σ)

∂Σij
= 2(Adj(Σ))ij

We write next

∣∣∣∣
∫RP

(∫ 1

0

∂P

∂Σ
(x, µX , ΣY + ζ(ΣX − ΣY )) dζ

)
· (ΣX − ΣY ) dx

∣∣∣∣ ≤
∫RP

∫ 1

0

P (x, µX , ΣY + ζ(ΣX − ΣY ))
∣∣(x − µX)T (ΣX − ΣY )(x − µX)

∣∣ dx dζ+

∫ 1

0

1

det(ΣY + ζ(ΣX − ΣY ))

∣∣∣∣∣∣

∑

i, j

(Adj(ΣY + ζ(ΣX − ΣY )))ij((Σ
X)ij − (ΣY )ij)

∣∣∣∣∣∣
dζ

We next use the fact that the functionζ → log det(ζΣX + (1 − ζ)ΣY ) is concave on[0, 1]:

log det(ζΣX + (1 − ζ)ΣY ) ≥ ζ log det(ΣX) + (1 − ζ) log det(ΣY ), ζ ∈ [0, 1]

Therefore
1

det(ΣY + ζ(ΣX − ΣY ))
≤ 1

(det(ΣX))ζ (det(ΣY ))(1−ζ)

Let σX
min (respectivelyσY

min) be the smallest eigenvalue ofΣX (respectively ofΣY ) andσ the small-
est ofσX

min andσY
min:

1

det(ΣY + ζ(ΣX − ΣY ))
≤ 1

σP
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20 Touboul Faugeras Cessac

We now consider the term(Adj(ΣY + ζ(ΣX − ΣY )))ij . It is a polynomial of degreeP − 1 in the
variableζ whose coefficients are polynomials of degreeP − 1 in the variables(ΣX)kl and(ΣY )kl,
k, l 6= i, j. Let Σmax = maxi,j

(∣∣ΣX
ij

∣∣ ,
∣∣ΣY

ij

∣∣), we have

∫ 1

0

1

det(ΣY + ζ(ΣX − ΣY ))

∣∣∣∣∣∣

∑

i, j

(Adj(ΣY + ζ(ΣX − ΣY )))ij((Σ
X)ij − (ΣY )ij)

∣∣∣∣∣∣
dζ ≤

f(Σmax)

σP
|ΣX − ΣY |∞,

wheref is a polynomial with positive coefficients.
We have
∫RP

∫ 1

0

P (x, µX , ΣY + ζ(ΣX − ΣY ))
∣∣(x − µX)T (ΣX − ΣY )(x − µX)

∣∣ ≤
∫RP

∫ 1

0

P (x, µX , ΣY + ζ(ΣX − ΣY ))‖x − µX‖2 dx dζ |ΣX − ΣY |∞

Putting all this together we obtain

∣∣∣∣
∫RP

(∫ 1

0

∂P

∂Σ
(x, µX , ΣY + ζ(ΣX − ΣY )) dζ

)
· (ΣX − ΣY ) dx

∣∣∣∣ ≤

(K2 +
f(Σmax)

σP
)|ΣX − ΣY |∞,

where

K2 =

∫RP

∫ 1

0

P (x, µX , ΣY + ζ(ΣX − ΣY ))‖x − µX‖2 dx dζ.

An upperboundL2 for K2 can be found as follows. IfΣX 6= ΣY then

L2 = K2 =

∫RP

P (x, µX , ΣY )‖x − µX‖2 dx,

else

P (x, µX , ΣY + ζ(ΣX − ΣY )) =
√

det (ΣY + ζ(ΣX − ΣY ))

det (ΣY )
P (x, µX , ΣY ) eζ(x−µX)T (ΣX−ΣY )(x−µX )

det
(
ΣY + ζ(ΣX − ΣY )

)
is positive and can be bounded by a positive functiong(Σmax), therefore

L2 =
√

g(Σmax)

σP

∫RP

P (x, µX , ΣY )

(x − µX)T (ΣX − ΣY ) (x − µX)

(
1 − e(x−µX)T (ΣX−ΣY )(x−µX )

)
dx.
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The reader can verify that the integral in the righthand sideexists. It is a function ofµX , ΣX and
ΣY .

We have therefore

dvar(X, Y ) ≤
(

1

2
|ΣX |∞|µX − µY | + L1

)
|µX − µY |∞ + (L2 +

f(Σmax)

σP
)|ΣX − ΣY |∞

Remark 5. It is important to note that in the constant we found in the previous lemma, the factor
1

det(Σ) appears in all the constants we can compute. Hence the non-degeneracy condition of the

random variables is essential to have such a bound. It corresponds to the factor1σ1
in the constant we

made explicit in the lemma 2.3. To apply this lemma, we will need to ensure that all the coefficients
of the mean and covariance matrix are bounded and that the determinant of the covariance matrix
has a lower bound.

Armed with this definition and properties, we now prove that there exists a unique solution for
the mean field equations.

2.2 Existence and uniqueness of solutions of the mean field equations

Definition 2.2. In the case of the GM1, we consider the map on the probability distributionM+
1 (C([t0, T ],RP ))

defined by:

F1 :

{
M+

1 (C([t0, T ],RP )) 7→ M+
1 (C([t0, T ],RP ))

(Xt)t∈[t0,T ] 7→ F1(X)t∈[t0,T ]

(20)

such that :

F1(X)t = E[L](t0, t) · Xt0 +

∫ t

t0

E[L](s, t) ·
(
U

X
s · 1 + I(s)

)
ds

+

∫ t

t0

E[L](s, t) · Λ(s)dWs

]
(21)

whereUX
s = (UX

α,β)α,β is the Gaussian diagonal process of parameters:





E

[
UX

α,β(t)
]

= J̄αβE

[
Sα,β(Xβ

t )
]

Cov
[
UX

α,β(s), UX
α,β(t)

]
= σ2

αβE [Sα,β(Xβ(t))Sα,β(Xβ(s))] .
(22)
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In the case of the GMk, we define can define functionFk such that

Fk(X)t = E[L](t0, t) · Xt0 +

∫ t

t0

E[L](s, t) ·
(
Ũ

X
s + Ĩ(s)

)
ds

+

∫ t

t0

E[L](s, t) · Λ(s)dWs

]

whereŨX
s andĨ(s) are defined in section 1

Note that the mean ofUX
α,β is contained in[µ1, µ2] whereµ1 := −max(|J̄αβ |) andµ2 := −µ1.

Its standard deviation is always lower thanσ2 := max(σα,β).

Theorem 2.5(Regularity for the GM1). LetX andY two processes ofM+
1 (C([t0, T ],RP ) having

the same initial condition att = t0 and such that the related Gaussian processesUX
α,β(t) andUY

α,β(t)
are not degenerated and have their means bounded in[µ1, µ2], standard deviations in[σ1, σ2] where
σ1 > 0 for all t ∈ [t0, T ].

Then there exist a constantK(µ1, µ2, σ1, σ2) such that :

dvar (F1(X)t, F1(Y )t) ≤ K(µ1, µ2, σ1, σ2)

∫ t

t0

f(s, t)dvar (Xs, Ys) ds, (23)

where the functionf(s, t) has the expression:

f(s, t) = e‖L‖
∞

(t−s) + e‖L‖
∞

(t−s)

∫ t

t0

e‖L‖
∞

(t−u) du.

where‖L‖∞ is the operator norm ofL induced by the uniform norm onRP .

Proof. We have, using the property 2.1:

dvar (F1(X)t, F1(Y )t) = dvar

(∫ t

t0

E[L](s, t)
(
UX

s · 1
)

ds,

∫ t

t0

E[L](s, t)
(
UY

s · 1
)

ds

)

The two processes inside the norm in the righthand side of theequality are Gaussian processes,

whose mean is
∫ t

t0
E[L](s, t)

(∑P
β=1 J̄αβE

[
Sα,β(Xβ

s )
] )

α=1...P
ds for the term corresponding to

the processX , which we denoteµX . We can see that the components of this vector are contained in
an interval[µmin(µ1, µ2), µmax(µ1, µ2)] whereµmin andµmax only depend on the values ofµ1 and
µ2 and on the parameters of the functionL(t).

Its covariance matrix reads:

ΣX = E

[
(

∫ t

t0

E[L](s, t)
(
UX

s · 1
)

ds) · (
∫ t

t0

E[L](s, t)
(
UX

s · 1
)

ds)T

]

=

∫ t

t0

∫ t

t0

E[L](s, t)diag




P∑

β=1

σ2
αβE [Sα,β(Xβ(s))Sα,β(Xβ(u))] , α = 1 . . .P




E[L](u, t)T ds du
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where we denoted bydiag(x1, . . . , xn) the diagonal matrix whoseith diagonal coefficient isxi. All
the coefficients of this matrix are bounded by values only depending onσ1 andσ2 and the parameters
of the matrixL(t). Let us denote the two component per component extremal matricesΣmin(σ1, σ2)
andΣmax(σ1, σ2).

Hence we can use lemma 2.4 to bound this distance. We denote byK̃(µ1, µ2, σ1, σ2) the value
of the constant found in lemma 2.4:

K̃(µ1, µ2, σ1, σ2) := K(µmin(µ1, µ2), µmax(µ1, µ2), Σmin(σ1, σ2), Σmax(σ1, σ2))

Let us now denote for aP ×P matrixA, ‖A‖∞ the norm ofA induced by the uniform norm onRP and by|||A|||∞ the norm ofA as an operator on the matrixP ×P induced by the uniform norm
(see appendix B).

We have:

dvar (F1(X)t, F1(Y )t) ≤ K̃(µ1, µ2, σ1, σ2)( sup
α=1...P

∣∣µX
α − µY

α

∣∣+ sup
α,β=1...P

∣∣ΣX
αβ − ΣY

αβ

∣∣)

= K̃(µ1, µ2, σ1, σ2)(
∥∥µX − µY

∥∥
∞ +

∥∥ΣX − ΣY
∥∥
∞)

≤ K̃(µ1, µ2, σ1, σ2)
(∫ t

t0

‖E[L](s, t)‖∞

∥∥∥∥∥∥

( P∑

β=1

J̄αβE
[
Sα,β(Xβ

s ) − Sα,β(Y β
s )
] )T

α=1...P

∥∥∥∥∥∥
∞

+

∫ t

t0

∫ t

t0

|||E[L](s, t)|||∞
∥∥diag

( P∑

β=1

σ2
αβE[Sα,β(Xβ(s))Sα,β(Xβ(u))

− Sα,β(Yβ(s))Sα,β(Yβ(u))
]
, α = 1 . . . P

)
E[L](u, t)T

∥∥
∞ ds du

)

= K̃(µ1, µ2, σ1, σ2)
(∫ t

t0

‖E[L](s, t)‖∞

∥∥∥∥∥∥

( P∑

β=1

J̄αβE
[
Sα,β(Xβ

s ) − Sα,β(Y β
s )
] )T

α=1...P

∥∥∥∥∥∥
∞

+

∫ t

t0

∫ t

t0

|||E[L](s, t)|||∞|||E[L](u, t)|||∞
∥∥diag

( P∑

β=1

σ2
αβE[Sα,β(Xβ(s))Sα,β(Xβ(u))

− Sα,β(Yβ(s))Sα,β(Yβ(u))
]
, α = 1 . . . P

)∥∥
∞ ds du

)

Now using the fact that

Sα,β(Xβ(s))Sα,β(Xβ(u)) − Sα,β(Yβ(s))Sα,β(Yβ(u))

= Sα,β(Xβ(s))(Sα,β(Xβ(u)) − Sα,β(Yβ(u))) + Sα,β(Yβ(u))(Sα,β(Xβ(s)) − Sα,β(Yβ(s)))
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and the fact thatSα,β is bounded (we denote‖Sαβ‖∞ the supremum of the absolute value ofSαβ),
we obtain:

dvar (F1(X)t, F1(Y )t) ≤ K̃(µ1, µ2, σ1, σ2)

(
sup

α∈{1,...,P}

P∑

β=1

|J̄αβ |
∫ t

t0

‖E[L](s, t)‖∞ ‖Sαβ‖∞ dvar (Xs, Ys) ds

+ sup
α∈{1,...,P}

P∑

β=1

σ2
αβ

∫ t

t0

∫ t

t0

|||E[L](s, t)|||∞|||E[L](u, t)|||∞ ‖Sαβ‖2
∞ (dvar (Xs, Ys) + dvar (Xu, Yu)) ds du

)

≤ K̃(µ1, µ2, σ1, σ2)


sup

α

∑

β

‖Sαβ‖∞
∣∣J̄αβ

∣∣+ 2 sup
α

∑

β

‖Sαβ‖2
∞
∣∣σ2

αβ

∣∣



∫ t

t0

(
‖E[L](s, t)‖∞ + |||E[L](s, t)|||∞

∫ t

t0

|||E[L](u, t)|||∞ du

)
dvar (Xs, Ys) ds

We conclude using the result of proposition A.1 (iii) and thelemma B.1.

Corollary 2.6 (Regularity for the GMk). In the case of the GMk, the same result is valid.

Proof. In this case, standard deviation of the Gaussian processesŨX and ŨY are no more non-
degenerate. Nevertheless, the degenerate components are the same in the two multivariate Gaussian
processes. Hence the variational distance between these two processes at a given times is equal to
the variational distance betweenUX

s andUY
s . Indeed, some components are Dirac distributions at0

and hence for any measurable bounded function ofRkP which are bounded by1, we have:

E

[∣∣∣f(ŨX
s ) − f(ŨY

s )
∣∣∣
]

= E

[∣∣∣f̂(UX
s ) − f̂(UY

s )
∣∣∣
]

where f̂ is the measurable function ofRP such that for any vectorx = (x1, . . . , xP ) we have
f̂(x) = f(x̄) wherex̄ is the vector ofRkP having the values ofx in Ek−1 and0 otherwise. Hence
the variational distance are equal since the two sets of functions are the same. Hence the result of
theorem 2.5 holds for the GMk and we have:

dvar (Fk(X)t, Fk(Y )t) ≤ K(µ1, µ2, σ1, σ2)

∫ t

t0

f(s, t)dvar (Xs|E(k−1) , Ys|E(k−1))

≤ K(µ1, µ2, σ1, σ2)

∫ t

t0

f(s, t)dvar (Xs, Ys)

Remark 6. In the case of the diagonal process (14),‖E[L](t0, t)‖∞ = maxα e−(t−t0)/τα , and
|||E[L](s, t)|||∞|||E[L](u, t)|||∞ = maxα e(−2t+u+s)/τα , values which could be found directly
using the one-dimensional equations we obtain in this case.
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Fix now a given initial timet0 and letV0 ∈ X a given random variable onRP . Let X a
given stochastic process such thatX(t0) = V0. We define the sequence of processes(Xn) ∈
M+

1 (C([t0, T ],RP )) by:
{

X0 = X

Xn+1 = Fk(Xn)
(24)

Theorem 2.7. We consider the mean field equation for the GMk. LetV0 be a random variable ofRkP and assume that for all stochastic processX such thatXt0 = V0, the standard deviation of
UXn

α,β(t) is greater than a given valueσ1 > 0 for all n ∈ N∗, all α, β ∈ {1, . . . , P} and all t ≥ t0.
Then there exists a unique solution of the MFE with initial conditionXt0 = V0.

Proof. Note thatFk(X)t0 = Xt0 by definition ofFk. We use theorem 2.5 and the estimate (23) to
prove that under the assumption of the theorem the sequence(Xn)n≥0 is a Cauchy sequence.

Under the assumptions of the theorem, we are in the case of application of theorem 2.5. Let us
denote byK the constantK(µ1, µ2, σ1, σ2).

We also defineλ := supt∈[t0,T ] , s≤t f(s, t), which is always finite since we assumedL locally
bounded.

We have:

dT (Xn+1, Xn) = sup
t∈[t0,T ]

dvar (Fk(Xn)t, Fk(Xn−1)t)

≤ Kλ sup
t∈[t0,T ]

∫ t

t0

dvar (Xn(s1), Xn−1(s1)) ds1

(25)

≤ (Kλ)2 sup
t∈[t0,T ]

∫ t

t0

∫ s1

t0

dvar (Xn(s2), Xn−1(s2)) ds2 ds1

≤ . . .

≤ (Kλ)n sup
t∈[t0,T ]

∫ t

t0

∫ s1

t0

· · ·
∫ sn−1

t0

dvar (X1(sn), X0(sn)) ds1 . . . dsn

≤ (Kλ)ndT (X1, X0) sup
t∈[t0,T ]

∫ t

t0

∫ s1

t0

· · ·
∫ sn−1

t0

ds1 . . . dsn

≤ (Kλ(T − t0))
n

n!
dT (X1, X0) (26)

Hence(Xn) is a Cauchy sequence of
(
M+

1 (C([t0, T ],RkP )), dT

)
. Since(M+

1 (C([t0, T ],RkP )), dT )
is complete (see proposition 2.2), the sequence(Xn)n≥0 converges. The only limit possible of this
sequence is a fixed point ofFk, hence we have existence of fixed points forFk, hence of solutions
of the mean field equation.
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Uniqueness comes from equation (26). There existsN > 0 such that(KT )N

N ! < 1. Assume that
X andY are two fixed points ofFk for the same initial condition. Since by assumption the constant
K does not depend on the process we chose but only on the initialcondition (see the assumption of
the theorem), we have:

dT (FN
k (X), FN

k (Y )) = dT (X, Y ) ≤ (K(T − t0))
N

N !
dT (X, Y ) < dT (X, Y )

which means thatdT (X, Y ) = 0 i.e. X = Y .
Hence we have proved the existence and uniqueness of the solution of the mean field equation

(14).

This theorem is quite general. We will now prove that under some very weak conditions the
assumption of theorem 2.7 is fulfilled. For instance, for a Gaussian non-degenerate initial condition,
we prove that there always exists a unique solution for the general problem (GM).

Theorem 2.8. Let V0 be a non-degenerate diagonal Gaussian random process inRP and X0 a
Gaussian r.v. such thatX0|E(0) = V0. Then there exists a unique solution of the mean field equation
(15).

Proof. The only thing to prove is the assumption of theorem 2.7. In the case whereV0 is a non-
degenerate diagonal Gaussian random process, the image ofFk is contained in the set of Gaussian
processes inRkP .

We prove here that the standard deviation of anyFk(X) such thatXt0 |E(0) = V0 has a strictly
positive lower bound. This is true since, because of the independence betweenU andX , the standard
deviation is greater than the standard deviation of the firstterm: E[L](t0, t) · Xt0 , which is a linear
invertible transformation of a non-degenerate Gaussian vector. Hence the resulting vector is also
a non-degenerate Gaussian vector, and the standard deviation of each of its component is always
strictly positive. Furthermore, sincet 7→ E[L](t0, t) is continuous, the standard deviation of any
component is lowerbounded by a strictly positive realS1 on the closed interval[t0, T ].

Thus the standard deviation ofU
Fk(X)
α,β is always greater than

σ1 := min
α,β

σα,β inf
µ

√
E [Sα,β(G(µ, S1))2] > 0

since we focus on the point of mean where the functionSαβ is minimal in absolute value.
The infimum inµ is clearly reached as the infimum of a continuous function. Itis strictly positive

as an expectation of a positive non-trivial function under aprobability which weights any non-empty
interval.

Now we have a strictly positive lower boundσ1 for UX
α,β(t). Thus theorem 2.7 applies and we

have existence and uniq ueness of a solution.
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2.3 Discussion

In this section we provide some statements on the results we have just proved.
First of all, note that the proof of theorem 2.7 is constructive, and hence gives us a way for

computing the solution of the mean field equation, iteratingthe mapFk and starting from any initial
processX , for instance a Gaussian process such as an Ornstein-Uhlenbeck.

Note that the existence and uniqueness is fulfilled whateverthe initial timet0 and the final time
T . Nevertheless, nothing is proved so far for solutions defined for any time. Part of this problem
will be treated in section 3.

The only case when the condition of our theorems will not be fulfilled is the case when the whole
mass of the initial condition is contained in an interval where the sigmoidal function vanishes (for
instance for Heaviside functions).

Note that for this proof, we did not assume regularity on the sigmoidal functions nor anything
on the form of the initial probability distributionV0.

The case of the backward MFE can be treated the very same way. More precisely, lett0 ∈ R
be the initial time andV0 a given random variable onRP . Under the conditions of theorem 2.7,
there exist a unique solution of the backward mean field equation with the conditionVt0 = 0 on any
interval[S, t0] for S < t0.

An important remark is that this result holds for any sigmoidal transformS whatever its reg-
ularity. We only used the fact that it was measurable, increasing and bounded by one, which is
always the case for the activity functionsS in neuroscience. This is very interesting. For instance,
our result applies for integrate-and-fire neurons for whichtheSα,β-functions forα 6= β is simply a
Heaviside function, andSα,α accounts for the reset condition and the inter-population interactions
(sharply speaking, we add the function(Vr − θ)Heaviside(x− θ) to the inter-population interaction
function).

3 Existence and uniqueness of stationary solutions

So far, we have investigated the existence and uniqueness ofmean field solutions for a given initial
condition. We are now interested in solutions “starting from t0 = −∞”. This terminology inspired
from a physical point of view has a concrete mathematical meaning which we will make explicit.
This problematic is quite interesting from a biological viewpoint. Indeed, it corresponds to a sort of
weak stationarity, the “oblivion of initial conditions andtransient states”.

These solutions are defined for any time and do not depend on their initial condition. They corre-
spond to a generalized “ergodic case” when the system converges to a given measure. Nevertheless,
these solutions are not necessarily stationary, and can depend on time, since inputs can themselves
depend on time. Among these solutions, we will be particularly interested in the stationary ones.
A stationary solution is a solution whose probability distribution does not change under the flow of
the equation. These solutions have been already investigated by numerous authors such as [20], but
their framework did not allow then to get any rigorous results. In this section we show that under
a certain contraction condition there will exist a unique solution of this new equation, and prove
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that stationary solutions also exist under the same condition and the assumption that the inputs are
stationnary.

Remark 7. The long-time mean-field description of a network is still a great endeavor in mathe-
matics and statistical physics. In this section we formallytake the mean-field equation we obtained
and lett0 → −∞. This way we obtain an equation which is the limit of the MFE when t0 → ∞.
It means that we consider first the limitN → ∞ and thent0 → −∞. These two limits do not
necessarily commute.

3.1 Initial condition at minus infinity

Assume that there exists a stationary distribution for the equation:

dX(t) = L(t)X(t) dt + Λ(t) · dWt.

This will be the case for instance ifE[L](t0, t) tends to a constant whent0 → −∞ and when
the covariance of the process: ∫ t

t0

E[L](s, t)Λ(s)dWs

converges to a given matrix function whent0 → −∞. This is for instance the case for the (SM)
whereX is aP -dimensional stationary Ornstein-Uhlenbeck process withindependent components.

We also assume that for allt ∈ R we have:
∫ t

−∞
‖E[L](s, t)‖∞ ds = M(t) < ∞

where‖·‖∞ is the operator norm induced by the uniform norm onRkP . This is true for instance for
the simple model (SM), and in this case whereM1(t) = maxα τα, which is independent oft.

We call long time mean field equation (LTMFE) the implicit equation:

V(t) =

∫ t

−∞
E[L](s, t)

(
Ũ

V(s) + Ĩ(s)
)

ds + X(t) (27)

whereX is the stationary process we introduced and whereŨ
V(s) is the Gaussian process intro-

duced in the study of the GMk, i.e. whose components onE(k−1) areU
V(t) · 1 whereU

V(t) =

(UV
α,β(t); α, β ∈ {1, . . . , P})t is the diagonal Gaussian process of mean

∑P
β=1 J̄αβmβ(t) where

mβ(t) = E[Sβ(Vβ(t))] and of covariance:

Cov
(
UV

α,β(t), UV
γ,δ(s)

)
=: 1α=γ;β=δ

P∑

β=1

σ2
αβ∆β(t, s),

where∆α,β(t, s) := E

[
Sα,β(Vβ(t))Sα,β(Vβ(s))

]
, and0 onE(0) ⊕ · · · ⊕ E(k−2).
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In this section we consider the set of processesM+
1 (C((−∞, T ],RkP ) equipped with the Sup-

Var metric defined in equation (16).
As in section 2, we define the long term functionFLT:

FLT(Y)t =

∫ t

−∞
E[L](s, t)

(
U

Y(s) · 1 + I(s)
)

ds + X(t).

Let us assume that the input current is bounded.
The mean of the processes in the image ofFLT are bounded. Indeed, we have:

‖E [FLT(X)]‖∞ =

∥∥∥∥∥∥∥

∫ t

−∞
E[L](s, t)



( P∑

β=1

J̄αβE [Sα,β(Xβ(s))] + Iα(s)
)

α=1...P
,0E(0)⊕...⊕E(k−2)




T

ds

∥∥∥∥∥∥∥
∞

≤ M1(t) sup
α

[
‖Iα‖∞ +

P∑

β=1

| J̄αβ |
]

We denote byµ(t) this bound. We can clearly see that it increases witht. Assume that for all
α, β ∈ {1, . . . , P} we haveSα,β(−µ(T )) > 0. Furthermore,F (X) is a Gaussian process, hence
is symmetrical around its expectation. Therefore for allt ∈ (−∞, T ), the standard deviation of
U

F (X)
α,β (t) is always greater thanminα,β

σα,β

2 S2
α,β(−µ(T )) which we denote byσ1. Hence the

estimation (19) will apply in this case with this standard deviation lower bound. Let us denote by
K the constantK(µ1, µ2, σ1, σ2) we defined in theorem 2.5, and whereµ1, µ2 andσ2 are the same
that had been introduced in section 2.

Theorem 3.1. Assume thatK
(
M(T ) + M(T )2

)
< 1. Then there exist a unique solution to the

mean field equation(27).

Proof. We prove that the functionFLT is contracting, which in a complete space implies that there
exists a unique fixed point which we can construct via the iteration of the functionFLT.

We have for allt ∈ (−∞, T ]:

dvar (FLT(Xt), FLT(Yt)) ≤ K

∫ t

−∞
f(s, t)dvar (Xs, Ys) ds

≤ KdT (X, Y )

∫ t

−∞
f(s, t) ds

≤ KdT (X, Y )

∫ t

−∞

(
‖E[L](s, t)‖∞ + |||E[L](s, t)|||∞

∫ t

t0

|||E[L](u, t)|||∞ du

)
ds

≤ K(M(T ) + M(T )2)dT (X, Y )
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The righthand term does not depend ont, hence the inequality is still true for the supremum of
the lefthand term ont. Hence we have:

dT (FLT(X), FLT(Y )) ≤ K
(
M1(T ) + M2(T )2

)
dT (X, Y ) (28)

And hence under the assumption of the theorem, the operatorFLT is contracting on the complete
spaceM+

1 (C((−∞, T ],R) together with the distancedT , hence admits a unique fixed point. Hence
there exists a unique solution of the LTMFE (27).

Note that this unique solution is not necessarily stationnary. For instance when the input currents
Iα are not constant, then the solution will not be stationnary.

3.2 Stationary solutions

In this section, we are interested in the stationary solutions. We prove some general theorems on the
existence and apply it to the (SM) (14). Stationary solutions are processes whose law is invariant
under the flow of the equation. Since the long term mean-field solution is necessarily a Gaussian
process, one just needs to check that the mean of the process is constant in time and that its covariance
matrix of the membrane potential processC(s, t) only depends on(t − s).

First of all, as we already noted, it is clear that if we want the process to be stationary, it is
necessary to assume that the currentsIα do not depend on time. Another important assumption will
be that the TOEE[L](t, s) is a function of(t − s). In this case, the functionM(t) is constant. We
show that under these two assumptions, there exist stationary solutions of the MFE.

Lemma 3.2. Assume that the currentsIα do not depend on time and thatE[L](t, s) is a function of
(t − s). Then the set of stationary processes is invariant under theaction ofFLT.

Proof. Let Z be a stationary process. We show thatY := FLT(Z) is also stationary, proving that its
mean is constant and its variance is a function of(t − s). Let us denote byµZ

α (t) the mean of the
processZα(t) and byCZ

α (t − s) its covariance. The mean of the processUZ
α,β reads:

mZ
α,β(t) =

1√
2πCZ

α (0)

∫R Sαβ(x)e
(x−µZ

α )2

2CZ
α (0) dx

and hence does not depends on time. We denote byŪ
Z the expectation of the vector̃U. Similarly,

its covariance function is a function of(t − s) and reads:

∫R2

Sαβ(x)Sαβ(y) exp

(
−1

2

(
x − µZ

α

y − µZ
α

)T (
CZ

α (0) CZ
α (t − s)

CZ
α (t − s) CZ

α (0)

)−1(
x − µZ

α

y − µZ
α

))
dx dy

which we denote by∆Z
α (t − s). HenceU is stationary and we denote byCU (t − s) its covariance

function.
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Hence the expectation ofY α(t) reads:

µY (t) = E [FLT(Z)]

= E [Xt] + E

[∫ t

−∞
E[L](s, t)

(
I + Ũ(s)

)
ds

]

= E [Xt] +

∫ t

−∞
E[L](t − s)

(
I + E

[
Ũ(s)

] )
ds

We just proved thatE
[
Ũ(s)

]
is independent ofs and hence obtain:

µY (t) = E [Xt] +

∫ 0

−∞
E[L](u) du

(
I + Ū

Z
)

which is independent oft since the processX is stationary by assumption.
Similarly, we compute the covariance function and check that it can be written as a function of

(t − s). Indeed, it reads:

CY (t, s) = E
[
(Yt − µY (t)) · (Ys − µY (s))T

]

=

∫ t

−∞

∫ s

−∞
E[L](t − u)Cov(UY

u , UY
v )E[L](s − v)T du dv + Cov(Xt, Xs)

=

∫ 0

−∞

∫ 0

−∞
E[L](u)CU (u − v + t − s)E[L](v)T du dv + Cov(Xt, Xs)

which is clearly a function of(t− s). HenceY is a stationary process, hence the theorem is proved.

Theorem 3.3. Assume thatIα is constant in and thatK(M(T ) + M2(T )) < 1. Then the unique
solution of the LTMFE is stationnary.

Proof. Under the assumptionK(M(T ) + M2(T )) < 1, theorem 3.1 ensures us that there exists
a unique solution. Let nowZ be a given stationnary process (for instance a stationnary Ornstein-
Uhlenbeck process). The sequence of iterates(Zn)n≥0 of FLT on Z is a sequence of stationary
processes. As we already proved, this sequence is a Cauchy sequence, hence converges, and the
only limit possible is the unique fixed point. On the other hand, since for alln, Zn is stationary, the
limit is necessarily stationary, Hence the unique fixed point is a stationnary process.

4 Numerical Results

The theorem we proved in the previous sections gives us a verynatural way to get the solutions
of the dynamical mean-field equation. Indeed, we have provedthat the iteration of the mapsF of
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FLT (under a certain assumption) starting from any initial condition converged to the solution of
the MFE. In this section, we will always choose as initial condition a Gaussian process. Hence our
theorem 2.8 will apply, since in our simulations we start from a finite time initial condition. Another
interest for taking Gaussian initial condition is the compactness of the description. Indeed, we can
describe our sequence with only two functions: its mean and its covariance. We obtain our solution
constructing the sequence of means and variances attached to the sequence (24) starting from any
given process.

In this section we present our simulation strategy and some numerical results compared with the
results of Sompolinsky, Crisanti, Sommers [20], and then toa two-populations neuronal network
with a negative feedback loop.

4.1 Simulation algorithm

In this section we explain our simulation algorithm in the case of the simple model (SM) (14). As
noticed, when considering Gaussian processes, we just needto consider the sequences on means
and standard deviations. Hence we write the effect of the iteration of the functionF on the mean
and the standard deviation of a Gaussian process. LetX be a Gaussian process of meanµX and
covarianceCX , Y = F (X) the Gaussian process image ofX by F and denoteµY its mean andCY

its covariance function. We have:

µY
α (t) = µX

α (0)e−t/τα +

∫ t

0

e−(t−s)/τα(
P∑

β=1

σαβmX
α,β(s) + Iα(s))ds

wheremX
α,β(s) = E[Sα,β(Xβ(t))].

In our algorithm, the numerical computation of the sequenceof means has been done using a
standard discretization of the integral, with a time step quite smaller thanτα and than the character-
istic time of variation forIα.

The covariance function ofY reads:

CY
α (t, s) = e−(t+s)/τα


vX

α (0) +
ταs2

α

2

(
e

2s
τα − 1

)
+

P∑

β=0

σαβ

∫ t

0

∫ s

0

e(u+v)/τα∆X
β (u, v)dudv




wherevX
α (t) = Cov(Xα(t), Xα(t)) and∆X

β (s, t) = E

[
Sα,β(Xβ(t))Sα,β(Xβ(s))

]
.

Its computation requires a more specific treatment since∆X
β (u, v) depend on allCX

β (u, v), with
u ∈ [0, t], v ∈ [0, s]. To compute this value efficiently we developped a triangular finite-differences
integration scheme.

4.2 Mean field equations in the case Sompolinsky, Crisanti, Sommers

In this section we compare our approach to the works of Sompolinsky and colleagues [20]. First of
all, we introduce their approach and state the main results they get with their method. We then show
some numerical experiments illustrating the results they obtained in their article.
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4.2.1 Theoretical framework.

Sompolinsky et al. [20] have studied the following case of the simple model (SM) with one popu-
lation (P = 1), a centered sigmoidal functionS(x) = tanh(gx), centered connections̄J = 0 of
standard deviationσ = 1 and no input (I = 0, s = 0).

They assume that the MFE converges to a stationary solution and they found that the mean of the
stationary process is zero and thatCα(t, s) ≡ C(t − s) = C(x) obey the second order differential
equation:

d2C

dx2
= −∂V

∂C
(29)

which corresponds to the motion of a particle in a potential well. Nevertheless, it is not really an
ordinary differential equation, since the initial condition C(0) depends on the whole trajectory of
the solution we are searching for.

Indeed,V has the following Taylor expansion (V is odd becauseS is even):

V (C) =
λ

2
C2 +

γ

4
C4 + O(C6) (30)

whereλ = (−1 + g2J2〈f ′〉2C(0)) andγ = 1
6J2g6〈f (3)〉2C(0)), 〈φ〉2C(0)) being the average value ofφ

under the Gaussian distribution with mean zero and varianceC(0). Therefore, the determination of
V requires the knowledge ofC(0), hence requires to have solved the stationary equations!

Nevertheless, they deal with this problem considering thatC(0) acts as a control parameter.
Essentially, ifλ > 0 corresponding tog2J2〈f ′〉2C(0) < 1 then the dynamical system (29) has a
unique stationary solution corresponding to a minimum of the large deviation functional. This is
C(t) = 0. This has to be interpreted has a stable fixed point dynamics for the neural network. On
the other hand ifg2J2〈f ′〉2C(0) ≥ 1 the unique stationary solution corresponding to a minimum of the
large deviation functional is the homoclinic trajectory in(29) connecting the pointC(0) = C∗ > 0
whereV vanishes to the pointC = 0. This solution is interpreted by the authors as a chaotic solution
in the neural network.

The equation for the homoclinic solution is easily found using energy conservation and the fact
thatV (C(0)) = 0 and dV

dC (C(0)) = 0. One finds:

u =
dC

dx
= −

√
−V (C).

At the fourth order in the Taylor expansion ofV this gives

C(x) =

√
−2λ

γ

cosh(
√

−λ
2 x)

(31)

RR n° 6454



34 Touboul Faugeras Cessac

4.2.2 Results.

The model they study is a particular case of our simple model.Indeed, the only thing which differs
from our analysis is the fact that his sigmoidal function is not always positive. Nevertheless, it fits
in our framework if we change the connectivity functionS(x) = tanh(gx) by tanh(gx) + 1, and
the input current (which is0 in this case) by the random input currentIα = −∑P

β=1 Jαβ . As
already mentioned, this case is a straightforward application of our results in section 2. Hence we
are ensured to find a solution to our problem. This solution will be approximatively stationary if the
initial time t0 is small enough.

As a benchmark of our numerical procedure we have iterated the evolution functionF defined in
section 2 with these new parameters, for various initial trajectories. We expect to find two regimes.
In one case the correlation function is identically zero in the stationnary regime, for sufficiently small
g values or for a sufficiently smallv(t = 0) (trivial case). The other case corresponds to a regime
whereC(x = 0) > 0 andC(x) → 0 hasx → ∞ (x = t− s) (“chaotic” case). This regime requires
thatg is sufficiently large and thatv(t = 0) is large too.

We have first considered the trivial case corresponding to small g values. We tookg = 0.5 and
T = 5. We have considered as initial conditions an Ornstein-Uhlenbeck process (corresponding
to having no interactions in the system), withsα = 0.1, with µα(0) random variable uniformly
distributed in[−1, 1] and vα(0) random variable uniformly distributed in[0, 1]. This is used to
initialize the procedure, and in particular to match the condition v(t)v(s) − C(t, s)2 ≥ 0. Then,
during the iterations, we setsα = 0 in order to match the conditions imposed by the authors.
The method converges relatively fast. First, the mean converges to zero, while the varianceC(t, t)
decreases (exponentially fast) in time to a constant value corresponding to a stationary regime. This
value decreases between consecutive iterations. This is consistent with the theoretical expectation
that C(t, t) = 0 in the stationary regime of the trivial case. Finally, the covarianceC(t − s, s)
stabilizes to a curve that does not depend ons and the stationary value (larget − s) converges to
zero.

We did the same procedure forg = 5 corresponding to the “chaotic” regime. The behavior is
the same forµ(t) but it is quite different forC. Indeed, while in the first case the stationary value of
C(t, t) tends to zero with the number of iterations, in the chaotic case it stabilizes to a finite value.
In the same way, the covarianceC(t − s, s) stabilizes to a curve that does not depend ons. The
shape of this curve can be extrapolated thanks to Sompolinsky et al. results. Indeed we observe a
very good agreement with the theoretical predictions with afit f4(x) = a

cosh(b(x−δ)) , corresponding

to the fourth expansion ofV . Using a6-th order expansion ofV (x) = a
2x2 + b

4x4 + c
6x2 gives a

fit f6(x) = ρ
cosh(λ(x−δ))

1
q

1+K2− 1
cosh(λ(x−δ))

, whereρ, K, λ are explicit functions ofa, b, c, which

provides a slightly better approximation.

Conclusion

In this paper we present a new mathematical method to show existence and uniqueness of solution for
the multi-population mean-field description of a neuronal network with random synaptic weights and
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Figure 2: The chaotic case.C(t − s, s) versust − s and fit withf4(x) andf6(x).

stochastic inputs. This framework is large enough to include the classical neuronal network models
from the simplest analogical model to the spiking neuron models, including multidimensional neuron
models and correlated external inputs. We show under very weak conditions the existence and
uniqueness of solutions for the mean-field equation, and provide a quite efficient way for computing
the dynamical mean-field solution. We also provide conditions for the existence and uniqueness of
stationary or pseudo-stationary solutions. We finally showthat this approach can be implemented
and we obtain numerical results showing a good agreement with some previous studies. The main
claim of this article is that a mean-field description of a neuronal network has to be treated as a
global problemon the probability distribution of the membrane potential,unlike previous studies.
This framework enables us to investigate other types of neuronal or cortical area networks and their
biological properties. Exploring these different types ofbehaviors and their differences with neural
masses or neural fields equations is a very interesting problem and will be studied in future papers.
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A Time-ordered exponential operator

In this section we explain some properties of the Time-Ordered Exponential (TOE) operator we use
all along the paper to integrate our functions. LetL(·) be a given matrix function. In this appendix,

we denote byE[L](t0, t) the time-ordered exponential operatorT e
R

t
t0

L(s) ds which we used in the
paper and prove some basic and useful properties on this operator. Here we consider that we are
in RP . Nevertheless, almost all the properties we prove here are valid in for operators in Banach
spaces.

Definition A.1. The time-ordered exponential operation is defined as the unique solution of the
linear equation: {

dE[L](t0,t)
dt = L(t)E[L](t0, t)

E[L](t0, t0) = Id

whereId is the identity matrix. It can also be written as the limit of the series:

E[L](t0, t) =

∞∑

n=0

∫ t

t0

∫ t1

t0

· · ·
∫ tn−1

t0

L(t1)L(t2) . . . L(tn) dt1 . . . dtn

with the convention that the first term of this series isId under some loose assumptions onL. For
instance,L locally bounded is enough to ensure that the series will converge.

In the field of physics, this solution is frequently writtenT e
R

t
t0

L(s) ds whereT is the time-
orderingoperator. The operatorT is linear and of uniform norm equal to1. It operates on a product
of operators ordering the time. More precisely, its effectsreads for anyn ∈ N, anyfk : R 7→ R
operators and any timest1, . . . , tn:

T [f1(t1) . . . fn(tn)] = fp1(tp1) . . . fpn
(tpn

)

wherep : {1, . . . , n} 7→ {1, . . . , n} is a permutation that orders the time, i.e. such thattp1 ≤
tp2 ≤ . . . ≤ tpn

.
To give a simple idea of this expansion, we can write formally:
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E[L](t0, t) = Id +

∫ t

t0

L(t1)E[L](t0, t1) dt1

= Id +

∫ t

t0

L(t1)dt1 +

∫ t

t0

∫ t1

t0

L(t1)L(t2)E[L](t0, t2) dt2dt1

...

=

N∑

n=0

∫ t

t0

∫ t1

t0

· · ·
∫ tn−1

t0

L(t1)L(t2) . . . L(tn) dt1 . . . dtn

+

∫ t

t0

∫ t1

t0

· · ·
∫ tN−1

t0

L(t1)L(t2) . . . L(tN )E[L](t0, tN ) dt1 . . . dtN

The locally bounded condition ensures us that this series converges.

Proposition A.1. The following properties are true for the TOE:

(i). E[L](t0, t + s) = E[L](t0, t) · E[L](t, t + s)

(ii). E[L](t0, t) is invertible of inverseE[L](t, t0).

(iii). Assume that the operatorL is bounded on[t0, t] for the uniform norm onRP , and denote this
bound by‖L‖. Then the operatorE[L](t0, t) is bounded and its norm uniform operator norm
is bounded bye‖L‖(t−t0).

Proof. The properties (i) and (ii) are directly linked with the property of group of the flow of a
reversible ODE. The last property is a consequence of the series expansion. It can also be found as
an application of Gronwald’s theorem.

Theorem A.2 (Solution of an inhomogeneous linear SDE). The solution of the inhomogeneous
linear Stochastic Differential Equation:

{
dXt = (L(t)X(t) + I(t)) dt + Λ(s)dWs

Xt0 = V0

can be written using the TOE:

Xt = E[L](t0, t)V0 +

∫ t

t0

E[L](s, t)I(s) ds +

∫ t

t0

E[L](s, t)Λ(s)dWs

Proof. We have using the standard theorems of stochastic integration existence and uniqueness of the
solution of the given SDE. Hence we check that the solution wewrote is solution of our equation.
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It is clear thatXt0 = V0. We use Itô’s formula for the product of two stochastic processes to
differentiate the solution we give in the theorem:

dXt =
(
L(t)E[L](t0, t)V0 + E[L](t, t)I(t) +

∫ t

t0

L(t)E[L](s, t)I(s) ds
)

dt

+ E[L](t, t)Λ(t)dWt +

∫ t

t0

L(t)E[L](s, t)Λ(s)dWs dt

=
(
L(t)

[
E[L](t0, t)V0 +

∫ t

t0

E[L](s, t)I(s) ds +

∫ t

t0

E[L](s, t)Λ(s)dWs

]
+ I(t)

)
dt

+ Λ(t)dWt

= (L(t)X(t) + I(t)) dt + Λ(t)dWt

Hence the theorem is proved.

B Uniform operator norms

In this section we recall some definitions on the induced norms of matrix. We prove for instance the
result we used that‖A‖∞ = |||A|||∞.

Definition B.1. Let A be a matrixN ×N and‖·‖ a norm onRN . The operator norm ofA induced
by ‖·‖ is defined by:

‖A‖ = sup{‖Ax‖ ; x ∈ RNand ‖x‖ = 1}
Consider the uniform norm onRN . It is easy to see that the uniform norm ofA = (aij)i,j is:

‖A‖∞ = max
i

N∑

j=1

|aij |

Lemma B.1. The uniform norm of a matrixA as an operator on the vectors is equal to the uniform
norm ofA as an operator on theN × N matrix.

Proof. Let M be a matrix such that‖M‖∞ = maxij Mij = 1. We have:

max
ij

(AM)ij = max
ij

N∑

k=1

AikMkj

≤ max
ij

∑
k = 1N |Aik|

≤ max
i

∑
j = 1N |Aij |

and this upper bound is reached, hence the operator norm|||A|||∞ is equal to the operator norm
‖A‖∞
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