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Abstract: In this article we are interested in the dynamical behavidhe mean field description
of neural networks with random synaptic weights and staihasputs. Unlike other authors, we
consider this problem asraeasure problemFrom this point of view we address the question of
existence and uniqueness of solutions of dynamic mean fipldt®mns describing the behavior of
the neural network in the large size limit. To this purpose,imtroduce a new metric on the set of
stochastic processes for which this set is complete. Irfthisework, we use the standard theory of
fixed points in complete spaces to prove existence and uné&gsef solutions. This framework gives
us a direct method to compute explicitly these solutiond,alows us to generalize previous results
to more general models. We also consider the problem ofemndst and uniqueness of stationary
solutions which have been previously studied essentiaiygulocal or numerical methods. We
finally give some examples of results obtained by the nuraktéchnique proposed.
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Analyse champ-moyen pour des&seaux de neurones
multi-populations a coefficients synaptiques &atoires et entées
stochastiques

Résune : Dans cet article on s’intéresse au comportement dynandue description en champ
moyen de reseaux de neurones avec poids synaptiquesi@éatentrées stochastiques. Contraire-
ment aux autres auteurs, nous considérons ce problemmeam probleme de mesure. De ce point
de vue, nous posons la question de I'éxistence et unieigollitions aux équations de champ moyen
dynamique décrivant le comportement du réseau dans iteltm nombre de neurones tendant vers
I'infini. Pour ce faire, nous introduisons une nouvelle rigete sur 'espace des processus stochas-
tiques qui le rend complet. Dans ce cadre, nous utilisonedarte standard de points fixes dans
les espaces complets pour prouver I'éxistence et unigtepoints fixes. Cette étude nous donne
une méthode directe pour calculer numeriquement cesieodytet nous permet de generaliser les
résultats existants. Nous considérons également ledgare d’'éxistence et unicité de solutions sta-
tionnaires. Nous concluons en donnant des exemples déatdsabtenus par la méthode numérique

que nous explicitons dans le papier.

Mots-clés : champ moyen, existence, unicite, espaces complets, edpanesures, masses neuro-
nales, reseaux de neurones multi-populations, Jansen et Ri
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Introduction

Modeling neural activity at scales integrating the effddhousands of neurons is of central impor-
tance for several reasons. On one hand, most imaging tasmare not able to measure individual
neuron activity (“microscopic” scale), but are instead sweang mesoscopic effects resulting from
the activity of several hundreds to several thousands afomsu On the other hand, anatomical data
reveals, in the cortex, the existence of structures, sud¢hesortical columns, with a diameter of
aboutl00.m, containing about one thousand of neurons belonging to aiéerent species. These
columns have specific functions. For example, in the visaekex V1, they respond to preferential
orientations of bar-shaped visual stimuli. As a matter @t,fén this case, information treatment
does not occur at the scale of individual neurons but ratbeesponds to a mesoscopic scale in-
tegrating the collective dynamics of many interacting w@gt The description of this collective
dynamics requires models which are different from indidtineurons models. In particular, if the
accurate description of one neuron requires’ ‘parameters such as sodium, potassium, calcium
conductances, membrane capacitance, etc... it is notsadgdrue that an accurate model of\a
neurons assembly requires at ledsh parameters. Indeed, i¥ is large enough one expects to have
“averaging” effects such that the collective dynamics idlwescribed by an effective mean-field,
summarizing the effect of the interactions of a neuron wité other neurons, and depending on
a few effective control parameters. This vision, inherifexin statistical physics requires that the
space scale is large enough to include a large number of stiopic components (here neurons) and
small enough so that the region considered is homogeneabissisTthe case of cortical columns for
instance.

However, obtaining the equations of evolution of the effecinean-field from microscopic dy-
namics is far from being evident. In simple physical modais tan be achieved via the law of
large numbers and the central limit theorem, provided tima¢ tcorrelations decrease sufficiently
fast. This type of approach has been generalized to fieldsasiquantum field theory or non equi-
librium statistical mechanics. To the best of our knowledge idea of applying mean-field methods
to neural networks dates back to Amaiil[l, 2]. In his approaethuses an assumption that he called
“local chaos hypothesis”, reminiscent of Boltzmann’s “emilar chaos hypothesis”, and postulating
the vanishing of individual correlations between neuravisen the number of neuror$ tends to
infinity. Later on, Crisanti, Sompolinsky and coworkers][2@8ed a dynamic mean-field approach
to conjecture the existence of chaos in an homogeneous|maiveork with random independent
synaptic weights. This approach was formerly developeddp®linsky and coworkers for spin-
glasses[[21.10,11], where complex effects such as agingexistence of a diverging number of
metastable states, renders the mean-field analysis aglictte long time limit[15].

On the opposite, these effects do not appear in the neurabrietonsidered in120] because the
synaptic weights are independéelit [7] (and especially nomsgtric, in opposition to spin glasses).
In this case, the Amari approach and the dynamic mean fieldbapp leads to the same mean-field
equations. Later on, the non-rigorous mean-field equatiensed by Sompolinsky and Zippelius
[27]) for spin-glasses, were rigorously obtained by Ben Arand Guionnef]314.14]. The applica-
tion of their method to a discrete time version of the neusork considered i J20] and il 1L7]
was done by Moynot and Samuelidgs|[18].

RR n° 6454



4 Touboul Faugeras Cessac

Mean-field methods are often used in neural network commibit there are only a few results
using dynamic mean-field method and even less rigoroustsestihe main advantage of dynamic
mean-field techniques is that they allow one to consideral@@tworks where synaptic weights are
random (and independent), while other methods such as tkkeeF@lanck approach, used e.g. by
Brunel and Hakim, assume constant synaptic weidfits [6]s &Hows to stand genericity results
about the dynamics according to the statistical parametangrolling the probability distribution
of the synaptic weightd[19]. This approach does not onlyid® the evolution of the “mean”
activity of the network. It is an equation on the law of the mdigld, and hence also provides
informations on the fluctuations and correlations. Thegeetations are of crucial importance as
revealed in Sompolinsky and coworkers papel [20]. Inddeel analysis of correlations allows one
to discriminate between stationary and chaotic dynamiasvéver, this approach has also several
drawbacks explaining why it is so seldom used. On one hareduglual physicists’ method for
obtaining these equations use a generating functionabapprrequiring heavy computations and
some “art” and which sorely generalizes, for instance to ef®dith several populations. What is
less known, is that Amari’s approach allows their derivatiio a more straightforward way, which
can be rigorously stated in the large deviations approaeti bg Ben Arous and Guionnél [4,[3119].
Also, dynamics mean field equations characternZemea nonstationary process. Itis then natural to
search for stationary solutions. This simplifies consetjyelynamic mean field equations reducing
the problem to a set of differential equations (see sefljdiutithe price to pay, is that there is a non
free parameter in the problem, the initial condition, thaistbe obtained via the investigation of the
non stationary problem. Hence there it is not clear weth#éndfe exists such a solution, and if it
is the case, how to characterize this solution. To the bestioknowledge, this tricky question has
been fully investigated in only one (unpublished) paper bgahti and coworker$19]. In this paper,
we investigate this question using a different and rigosroach.

Thus, the scope of this paper is twofold. On one hand, we aaaigorously the mean-field
equations for a multi-populations of neurdhs These equations are obtained via the Amari ap-
proach and we do not discuss their rigorous derivation véitge deviations or hydrodynamic limit
techniques, since this is a straightforward extensiohld[&4]. Instead, we focus on the question
of existence and uniqueness of the solutions. A proof oftemte and uniqueness based on the
Wasserstein distance between processes had been proyi@etbArous and Guionnet in][3] in the
case of a spin glass with Langevin dynamics. In the presgregmae introduce a new distance on
processes, and show how it naturally helps for solving tledlem of existence and uniqueness of a
solution for the mean field equation. We also use this nornmtevghe existence and uniqueness of
solutions of the mean field equation starting frégn= —oc corresponding to the physical process
of removing transients and focusing on stationary sol&idkctually, we prove that such stationary
solutions exist and we compare our approach to the one pgezbby Sompolinsky and coworkers
[20,9].

The motivation of this work is also to give an effective dégstion of assemblies of neurons to
get a better understanding of the neuronal assembly modelswal masses models. A typical
example is Jansen and Rit's neural mass mddeél [16]. Ouribokitn is to generalize the existing

INote that we treat in this paper the case of a neural netwarktém, but the present framework can be adapted to a wide
range of implicit equations on the law of stochastic proesss

INRIA



Network mean field analysis 5

mathematical results and to give a tractable way of computie dynamical mean-field model.
Indeed, we show that an iterative method used in the proafisfence and uniqueness of solutions
can be numerically implemented, giving access to the ndioetay mean-field dynamics, for a
multi-population neuronal network. As an example, we apalthe case treated by Sompolinsky
and coworkers. The application of this method to corticalioons models will be scope of another
paper, less mathematical and more oriented toward ne@msEcommunity.

1 Mean-field equations for different multi-population neural net-
work models

1.1 The general model
1.1.1 General framework

We consider a network composed®fneurons indexed bye {1, ..., N} belonging toP popula-
tionsa € {1, ..., P}. Each neuronis defined by its membrane potential. This piatéras a linear
intrinsic dynamics only depending on the neuron’s popatatEach neuron of the network receives
external inputs, modeled in this paper by the sum of a detastit external current depending on
the population index of the neuron and of independant sgichimputs whose probability distribu-
tions only depend on the populationindex. It also receimpats from other neurons, via its activity,
which is a sigmoidal transform of the membrane potﬂltial

We denote forx € {1, ..., P} a population index)N,, the number of neurons in this population.
Hence we haveV = >°”__ N,,. We are interested in the limi¥ — co.

We assume that the proportions of neurons in each populat®non-trivial, i.e. :

Na
lim — =n, € (0,1)Vae{l,..., P}

If it was not the case, then the population having a trivigipmrtion will not affect the global
behavior of the system, and will not contribute to the medd guation.

Each neuron of populationy is connected to each neurpof populations with the connectivity
weight.J; ;, which is a random variable independent of all the other sighaving a Gaussian law
that depend only on population pair 3, and which depend oiV:

J, 0
Ji i~ j\/(ﬂ7 o )
2,7 Nﬁ \/]TB
Synaptic weightg/; ; are drawn at the beginning of the network evolution, andlzea tfrozen”
during the evolution. The activity of a neuron is transndtte its neighbors via its activity variable
which is a sigmoidal transform of the membrane potentialaibounded increasing functions such

2 Note that the present work affords an extension where eastongeceives a randomly distributed input whose law
depends on the neuron population only. The proof will beresally the same, but the expressions more intricate.

RR n° 6454



6 Touboul Faugeras Cessac

that
lim S(z) = Smin

r——00

lim S(x) = Smax

We do not assume this function continuous. This allows ustt the case of analogical neurons
as well as spiking neurons (where the spikes are modelletepysggmoidal functions). We assume
that the sigmoids depend on the presynaptic and postsygmaggiulations, to keep the model general.

1.1.2 Model's equations

The intrinsic dynamics of neurons is considered as lineavegied by a time-dependant non-
diagonal locally bounded mathx

For the General Model of order 1 (GM1), we consider that therisic dynamics governing the
membrane potential is a differential equation of order fj.(dansen’s model with exponential PSP
@)). For the General Model of ordér(GMk), the dynamics is governed by a stochastic differéntia
equationo of ordek (e.g. Jansen’s mod4€l{l12)).

The neurons receive correlated Brownian inputs. This actofor instance for the possible
finite number of noise sources or for the case when the sanse source can affect many neurons
in different populations.

Denote byK (V) the number of independent noise sources, modeled as stbBdarnian mo-
tions, when the total number of neurons\'s

Let us now write the microscopic stochastic differentiabations when the number of neu-
rons is finite. We first consider the GM1. The time-dependaatrix driving the intrinsic dy-
namics of the network is denoted ly™) () = (L%V)(t))(i,j)e{l, ...,n}2- The local boundedness
assumption means th&f™) (¢) is bounded on any bounded time interval. DenoteWyX (V)
the K (N)-dimensional Brownian motion modeling the sources of naisd A(Y)(t) the N x
K (N) matrix representing the action of the noise sources on thabreme potentials of the neu-
rons. Let us denote by (V) (t) the vector of membrane potentidlg; (¢), ..., Va(t))”, by JV)
the matrix (Ji;) (i jye(1, ..., Ny, by SV the nonlinear matricial function such that™)(x) =

(Sa(i),a()(X))ij by Diag™) the linear operator :

NxN N
Diag(N): R =R
M = (Mij) + (Mii)i=1,....N

and byI™ the vector of input currents.
The microscopic equation for the GM1 reads:

vy = (L(N)(t) VO 4 Diag™) (I . g (VN (1)) 4 T) (t)) dt

4 A(N)(t) . dW]EK(N)) (1)

3This would be useful for instance for the complex interagtireuronal models, modeling the mixing of components (this
is for instance the case of Jansen'gariable in equatior{12)).

INRIA



Network mean field analysis 7

Remark 1. The interaction terriag™) (J(V) . S(N)(V(N)(¢))) reads for a given neurarof class
N,
04: 25:1 Zj:ﬁl JijSap(Vj(t)).

For the GMKk, theV-neurons network will be described by themembrane potentidf (¢), ..., Vx (¢)
andtheN (k—1) derivatives of ordef1, . . ., k—1} of these membrane potentigf", ..., vV ... ;=D k=D,
Let us denote bW the vector containing all these processes:

T

We denote the partition @*" in the N-dimensional vector spaces corresponding to the consec-
utive derivatives oV = (V,...Vy): RV* = E© ¢ ...@ E*~1 and use a block decomposition
in this partition:V = (V, V), V=1,

The new linear term will be modelled as a time-dependentimaift) of dimensionNk x Nk.
External inputs and inputs coming from other neurons arg mked with the neuron’s membrane
potential, and only feed block compon&it*—1). The equation of théth differential of the mem-
brane potentiald < k£ — 1, reads:

d
=V (2)
The equation governing th@g — 1)th differential of the membrane potential has a linear part
possibly depending on all the components of vedigrand receives both external inputs and the
activity of its neighbors. Keeping the same notations aeredbr the inputs and denoting ,ﬁ)l
the linear matrix describing the action of neurons’ membrpatential and their derivatives on the

(k — 1)th derivative ofV, the microscopic equation can be written as follows:

dvE—1) — (L,(ﬁ)l(t) -V + Diag®) (J(N) . S(N)({f(t))) + I (t)) dt

Hence the full equation oW can be written in a simple way using block matrices.

We are interested in the limit law wheN — oo of the vectorV (V) under the law of the
connectivities, which we call the mean field limit. Mean fi@duations can be obtained easily
under the local chaos hypothedis [7[8] 8, 12], assumingiththe limit N — oo, the neural
network behaves as if th@/;);c(1,.... ny Were asymptotically independent and also independent of
the synaptic weightd; ;. The main advantage of this rough approximation is thawvitgihe correct
description of the asymptotic process. Indeed, the meam digliation§l4 below can be rigorously
proved using large deviations methods[3, 4, 14].

To be able to give an effective description of the networkuafion by population, we need the
neurons in each population to be interchangeable, i.e .\ the same probability distribution under
the joint law of the multidimensional Brownian motion ane ttonnectivity weights.

RR n° 6454



8 Touboul Faugeras Cessac

To achieve this condition for the leak matrix, a sufficienhdiion is that for anyt the sum of
the coefficients of the matrik(¢) over the neurons belonging to a given population are the $ame
all the neurons of the same population and whatever the metsize (we recall that for the GMk,
we formally consider membrane potential’s derivativesesral populations). This means that there
exists a matridL(t) = (Lags(t))(a,8)e11, ..., py2 SUch that for alky, 3 € {1,..., P} and all neurons
1 of classe,

S LIV () = Las(t),

Jia(5)=p

To achieve this same condition for the noise sources, themws of the matrixA (V) () must
be permutations of the coefficients that keep the populatiorchanged to keep the same noise
correlation matrix between any two neurons of different ydafion. Moreover, the lines of the
matrix A(N)(¢) are assumed to be permutations of the same pattern whalevaetwork size for
any neuron belonging to the same class to ensure that eaohnn@eeives the same total input in
law.

Moreover, we want this law to be unchangedMbig enough, hence we assume that the number
of non-uniformly zero coefficients in the matrix("V)(¢) for each population keeps constant when
N increases. We denote this number/By,;, the minimal number of Brownian motions we need to
use, i.e. the minimal number of independent Brownian matigsed to describe the evolution of a
given set ofP neurons belonging to different populations.

Under these assumption, we obtain for the GM1 the followingBVfor the vectorV(t) =

(Va(t)a=1,...,p (seelT4]):
AV, = (L(t) V) +UY 1+ I(t)) dt + A(t) - dW, @)

where UY is a matrix whose components are independent Gaussianqsméxﬁ statistically
independent of” of meanJ, sma g (t) wherem,, 5(t) = E[S,,5(V5(t))] and of covariance:

Cov (U (1), UY5(5)) = Tamnip=s0250a,s(t, ),

whereAs(t, s) i= E| Sao(Vs(t)) Sa,s(Vi(5))]
We denoted by is the vector ofR” with each component equal 191 the input current in each

population A(¢) is the P x Ky,i, matrix accounting for the noisy inputs, ald a K,;,-dimensional
Brownian motion.

Remark 2. This limit can be seen as a sort of generalized central lindbtem. Nevertheless, the
rigorous proof of the convergence in law of the process te limit is quite intricate (se€ [14]).
In this paper, we admit these equations which are generalgt irsthis field we are interested in
characterizing the solutions of this equation.

4This condition is quite strong but it allows us to withstaricckssical neuronal models, and hence it will be the oneluse
in the paper. It can probably be lighten with an increase affexity unnecessary in the present paper

INRIA



Network mean field analysis 9

For the GMK, the Mean Field Equation (MFE) can be written asatign [3) in the spacR*".

We can formally integrate the equation using the flow of thaatigon which we call Time-
Ordered Exponential (TOEY[L](to, t) in reference to the Dyson chronological series widely used
in physics (see append A), and we obtain, since we assuntechlly bounded, an implicit repre-
sentation oft’. For the GM1, this equation reads:

V(t) = E[L](to,t)V(to) + t E[L](s,t)- (UY -1+ 1(s)) ds

to

+/t E[L](s,t) - A(s)dW, (5)

Similarly, the GMk can be written with the same formal int&pn. Let us denote blgNISV vector
with components in2*~1) are equal tdUY - 1 and whose other components @rand f(s) the
vector whose components i1 areI(s) and whose other components areThe solution of the
GMKk reads (see append A):

_ - t

V(0) = E[L)(t0, 0V (t0) + | EIL)(5,0): (0¥ +1(s) ds

+ [ E[L](s,t)- A(s)dW, (6)

to
Remark 3. The TOE operator is a generalization of the matrix expoméritideed, in the case of the
GM1, if we assume that the matrixhas the commutativity propertl/(s) - L(t) = L(t) - L(s) (for

instance wher. does not depend on time), the implicit equation governiegdw ofV depending
on the proces®} reads:

B t
Vi) = e MO Vi) + [

to

Jig B A (Y 1 4 1(s)) ds

t
+ / e*fto”“)d“-A(s)dWs} @)

to
See appendixJA for a short study of this operator.

We now introduce a simpler model which is quite frequentlgdis the description on neural
networks. All along the paper, we will prove our mathemadtresults for the general model when-
ever possible, and explain what it means for the simpler adfe think that this duality provides
the best understanding of the general results we proveellblimmarizes the differences between
the three models we will use.

RR n° 6454



10 Touboul Faugeras Cessac

1.2 Example: Jansen-Rit neural mass model

One of the motivations of this study is to characterize tlebgl behavior of an assembly of neurons.
The aim is to get a better understanding of non-invasivaeairsignals like EEG or MEG. This is
why we are interested to give a microscopic interpretatioterms of neuronal populations of the
equations. One of the classical models of neural masseasedand Rit mass mod&l[]16]. In this
model, three neuronal populations interact (see figlire 1).

b.
Yo

Py

he(t)

_excitatory | _ inhibitory
interneurong interneurd

SlT

Sigm
Sa S3

Sigm Sigm

\

main
population

@D Y1 " - Y2 @D
he(t) hi(t)

=

+

external input

Figure 1. a. Neural mass model of a cortical unit: a poputatibpyramidal cells interacts with
two populations of inter-neurons: an excitatory one andnduibitory one. b. Block representation
of the model. Thér boxes account for the synaptic integration between nelipmpulations. Sigm
boxes simulate cell bodies of neurons by transforming theabrane potential of a population into
an output firing rate. The constant§ model the strength of the synaptic connections between
populations.

The model features a population of pyramidal neurons (eépart of figurddl.a.) that receive
excitatory and inhibitory feedback from local inter-nens@nd an excitatory input from neighboring
cortical units and sub-cortical structures such as thethak. Actually the excitatory feedback must
be considered as coming from both local pyramidal neurodgi@nuine excitatory interneurons like
spiny stellate cells. The excitatory input is representgaib arbitrary average firing raggt) that
can be stochastic (accounting for a non specific backgrouatidity) or deterministic, accounting
for some specific activity in other cortical units. The trimrdunctionsh. andh; of figure[d are
sigmoidal transforms which convert the average firing rasctibing the input to a population into

INRIA



Network mean field analysis 11

an average excitatory or inhibitory post-synaptic posntEPSP or IPSP). It corresponds to the
synaptic integration.
The simplest model of synaptic integration is a first-ordézgration, which yields to exponential
post-synaptic potentials:
—at >
h(t) = { Ae t>0

0 t<0

whereq is the time constant of the synaptic integration ahthe synaptic efficiency.
This model gives rise to what we will call the first-order Jam's model:

Yo = —Py2(t) + BBS(Csyo(t))
= —ayi(t) + Aa{p(t) + C28(Ciyo(t))} (8)
Yo = —ayo(t) + AaS(y1(t) — y2(t))

where the Sigmoid functiof is given by
Vmax
S(’U) = 1+ eT(UQ*’U)
wherevy,., is the maximum firing rate and, is a voltage reference.

To better reproduce the synaptic integration, in order ppaduce well the characteristics of real
EPSPs and IPSPs, van Rotterdam and colleafuks [22] ineddusecond order PSP:

afte Bt >0
h(t) = { 0 t<0

solution of the differential equatioilt) = aBx(t) — 28y(t) — B2y(t). With this type of synaptic
integration, we obtain the system:

fia = BbasC'S(asCyo) — 2by2 — b2y 9
i = AacaC(p + S(a1Cyo)) — 2a1 — a2y1 (20)
fio = AaS(y1 — y2) — 2ay0 — a*yo (11)

where A and B control the strength of the postsynaptic potentialandd their time constant and
the Cs the strength of the interactions between the populatibhis equation can be written in the
simpler way with a change of variables and we get:

Yo(t) =wys(t)
y3(t) = AaS[x] — 2ays(t) — ayo(t)
yi(t) = wya(t)
ya(t) = Aa{p(t) + C2S[Cryo(t)]} — 2aya(t) — a®yi(t) (12)
i(t)  ==z(t)
2(t) = Aa{p(t) + C2S[Cryo(t)]} — 2aya(t) — a*yi(t)
—BbC41S[Cayo(t)] — 2b(ya(t) — 2(t)) — b*(y1(t) — x(t)).

RR n° 6454



12 Touboul Faugeras Cessac

Note that considering synaptic integrations of higher ogikes better models for cortical columns.
For instance, Grimbert and Faugeras| [13] showed that sofuechtions can appear in the second-
order Jansen’s model giving rise to epileptic oscillatiand alpha activity, and these oscillations do
not exist in the first order Jansen’s model.

1.3 Example: The Simple Model (SM)

In the Simple Model (SM), each neuron’s membrane potengalehses exponentially to its rest
value if it receives no input, with a time constamnt depending only on the population it belongs
to. The noise is simply modeled by independent Brownian emstivhose standard deviation is the
same for all neurons belonging to a given population.

Hence the dynamics of a given neurditom populationx of the network reads:

V(N) P Np

Y0 S S s Ses (VYD) + 10) at

B=1j=1

vy = [ -
+ SadW(i) (t) (13)

Under the local chaos hypothesis, we can identify the limitcpss. This process is given by
an implicit equation on the law of the limit process. We canvgrunder these assumption that

if i1,...,ip are P neurons in each population (neurjnbelong to the population), then the se-
quence of processe{ﬂ/ism(t), .. V(N)( ))t>O)N> convergesin law to the proceds, (¢), ..., Vp(t))i>o0
>1 -

» Vip

solution of the equation:

AV (t) = ( Z ))dt+sadW()Vae{1,...,P} (14)

where the processe®., (t));>o are independent standard Brownian motions, wkgfe; (t); «, €
{1, ..., P}); is a diagonal Gaussian process statistically independevitaf meanJ,sma, 5(t)
wherem,, g(t) = E[S,3(V3(t))] and of covariance:

Cov (U 5(1), UY5(5)) = Tamso=302 58,5t ),
whereAs(t, s) = E| Sa,o(V(t) Sa,s (Vi (5))]

This equation can be integrated implicitly and we obtainfdtlewing integral representation of
the procesd/, (t):

INRIA



Network mean field analysis 13

Model Order of Noise Model Linear term
differentiation
Simple Model 1 Independent Constant
(SM) inputs diagonal
General Model 1 Correlated | Time-dependent
order 1 (GM1) inputs Non diagonal
General Model k>1 Correlated | Time-dependent
orderk (GMk) inputs Non diagonal

Table 1: The different characteristics of the models we stilidy

t P
Va(t) — e_(t—to)/TaVa(tO) + / e—(t—s)/Ta ( Z U(‘y/,ﬁ(s) + Ia(S)) ds
p=1

to

t
+ 54 / e*<t75>/fadwa(s)) (15)

to
wheret, is the initial time. It is an implicit equation on the probktyidistribution of V.

Remark 4. The case of[(lI3) is a subcase OF (1). We can easily check thagbumptions are
satisfied. Indeed, the condition to be satisfied for the leakimis clearly satisfied. The condition
for the Brownian motions is also satisfied and the minimal benof Brownian motions i®. Hence

in all the paper we will mainly work on this last equatiobk &hd [I) which are more general than
(@3) and[Ib). All the properties we will prove for the (GM)linience be valid for the (SM). Note
also that Jansen’s model with exponential synaddes (8) &ticplar case of GM1 and Jansen’s
model with a second order integratiod 12 is a particular cdsgMk with k¥ = 2 and P = 3.

2 Existence and unigueness of solutions in finite time

The mean field equatiohl(6) we obtained is an implicit equeditthe stochastic proceég (t)):>+, -
We prove in this section that under some mild assumptiossitiyplicit equation has a unique solu-
tion.

This solutionis a fixed pointin the set bf’-dimensional processes endowed with a given metric.
We therefore consider the satt (C([ty, T], R¥F)) of kP-dimensional stochastic processes and
introduce a distance such that this set is complete. Withdlstance we prove that there exists a
unique solution of the mean field equation.

We denote byt the set of random variables (r.v.) with valuesRf” .

RR n° 6454



14 Touboul Faugeras Cessac

2.1 Adistance onM{ (C([to, T], R¥))

Definition 2.1 (SupVar distance) The SupVar distancen the measure space(; (C ([to, t], R*")
is defined by:
de(X,Y) = sup dyar (X5, Ys) (16)

Se[to,t]
whered,,, (X, Y) is the variational distancEl[5] ofr, defined by:

duar (X, V) i=sup { E[f(X) = f(V)]| 5 [+ R = R
measurable and bounded such thaf .. < 1} (17)

It is easy to show that this defines a distance. In the nextgsitpn we prove a number of its
properties that are used in the sequel.

Proposition 2.1 (Properties of the variational distancd)et X, Y € X. The variational distances
satisfies the following properties:

(). Forall S : RF’ — R*” measurable functionl,, (S(X), S(Y)) < dyar (X, Y).

(ii). Assume that the laws of the r.vX andY have a density with respect to a probability measure
A, and let us denote byx andfy these densities. Then we have:

dos (X, V) = [ [ = vl (18)
]RP
(iii). Let Z € X be ar.v. independent of andY’, then
der X+ Z, Y +2) =dyar (X, V).
Proof. (i). We have:
duar (S(X), (V) = sup { [ELF(S(X) = F(SON]| 5 [ R = R, |fllo <1}

<sup { [E[f(X) = Y] 5 £ B = R, | < 1]
S dvar (X7 Y)

since the set of functionisf o S; f : R*" +— R measurable and bounded byi% a subset of
{f; f : R*¥ — R measurable and bounded bj. 1

(ii). Let ® : R — R measurable bounded by 1. We have:
000 - 2] = | [(x - fr)aar
< [19x - fviax

INRIA



Network mean field analysis 15

since|®|lc < 1, hencedy., (X, Y) < [[fx — fxllLi(n). This bound is reached fab =
sign(fx — fy) which is a measurable function boundediby

(iii). To prove the last property we use the property (ii)d&ed, let\ be a measure dominating the
laws of X, Y andZ (it is always possible to find one). Denote By, fy, fz the densities of
X, Y, Z with respect to\. The density of the sum of two independentr.v. is the coriahu
of the density of each r.v. Hence we have:

doa (X + Z, Y+Z)=/|fx*fz—fy*fz|d/\
:/|(fX_fY)*fZ|d)‘
=/|fz|d/\/|(fx—fy)|d/\

- dvar (Xv Y)

since [ |fz|dX\ = 1 because it is a probability distribution.

Proposition 2.2. The spacé M (C([ty, T],R*")), d;) is a complete metric space.

Proof. First of all, we prove that the set equipped with the variational distance is complete. To
this purpose, letu,)n>0 be a Cauchy sequence of measures &and »_° , 4=. This measure
dominates every,, and hence every,, has a density with respect fo Let f,, be the density ofi,,
with respect to\.
Propositio 211 (i) ensures us that, ) is a Cauchy sequencelint (\) which is complete, hence
the sequence of densities converges in this space to aduanfctt I.' ()\). Letu := fd\. We have
dvar (fn, 1) = [[fu = fllLiony T 0, henceu,, — u for the variational distanceY, d.,,) is a
complete metric space.
The set M7 (C([to, T],R¥P)), dr) isisomorphic to the sét>([to, T, (X, dvar)), hence M7 (C([to, T], R¥P)), dr)
is also complete, as abr® set of functions with values in a complete space. O

In the next two lemmas we compute the variational distandeden two Gaussian random
variables. These results are essential in the proof ofenist and uniqueness of a solution of the
mean field equation. We first compute an explicit bound in theecof unidimensional Gaussian
r.v. and give a closed-form bound, and then generalize tadlse of multivariate Gaussian random
variables.

Lemma 2.3(Variational distance between two unidimensional Gaussia). Let us considet; :=
N (i, 0;) two unidimensional Gaussian random variables of meaand standard deviatios;,
i = a, b Letpur = min(pq, ), o = max(pg, ip), o1 = min(o,, 0p) andos = max(og, op).
Assumeo; > 0. Their variational distancé,., (G, G;) satisfies the following inequality:

dvar (Gaa Gb) S |Ma - Mb| Km(ﬂlaﬂ?ao—laoﬁ) + |0a - Ub| Sm(ﬂlaﬂQaalaUQ)a (19)
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16 Touboul Faugeras Cessac

where

2
02 a 2 g2 42
Km(p1, pi2,01,02) = —g iy — pa| + —Uﬁ \/;—F a
1 1

01
o9 9 9 203
Sm(M1,u2,01,02)=?((Ml—ﬂz) +205)+3 — I
1 1

Proof. A Gaussian random variable has a density with respect todgelEs measure, hence we use
the equality between the variational norm on random vaeisbhd thé.!(\) norm on the densities,
where\ stands here for the Lebesgue’s measure:

_(epa)? _emny)?
*le 2% e 2% 4
dyay (Ga, Gp) = / — x
var (Gay Gb) Lo | V2mo, \2moy
We use the mean value theorem and compute the partial deeisaif the density with respect
(z=p)?
e 207 .
top ando. Let us noteP(u, o, ) := SRVt We have:
OP(p,o,x
Plasowrs) ~ Pl ) < sup PP D
wElp1,p2],0€[01,02] H
OP(u,0,x)

=+ sup | Oq — Op

nE[p1,p2],0€[01,02]

Oo

Since

on o
we find an upperbound for the partial derivative sharply kiing each term of the expression:

OP(u,o,w)  (x _M)P(,u,o,w),

6_(1_”’1)/203

T — W2
T € (—o0, + 2
. OP(no.z)| _ )| o2 Varo, (=00, (i1 + 112)/2)
- — —(z—p2)/20
pE[p1,p2],0€[01,02] o T—p1|€ 2
S + 2,00
G% o (1 + p2)/ )

which we noteM (x)
Similarly, we obtain:
OP(u,0,2) (v —p)?—o?

80' = 0,3 P(/L,O’, (E),

INRIA



Network mean field analysis 17

and hence the following upperbound

(z — p2)? + 02 e~ (@—m)/203

T € (—0o0, + 2
- OP(p,0,x) < o3 V2o ( (11 + p2)/2]
HE[p1 MZ]uEG[U1 o2] T (.’L‘ _ ,ul)Q + O’% e_(m_ﬂz)/ng [ ) ) )
shz2], ) e N N
o} V2710, (1 + p2)/

which we noteS|(z).
Finally we have:

dyar (Ga, Gb)§|ua—ub|/M(x)d:c—|—|aa—ab|/S(:c)d:c
R R

The two integrals can be computed in closed form and uppedbea

o o2 2 o
[ M) dn < B - pal+ Ty 2 + 28
R 01 oy VT 03

3

o 20
[ 5@ < Bt — e +209) +3, 22
R 01 Toy

O

Lemma 2.4 (Variational distance between multivariate Gaussian.rivet X = N (u¥, (Ex)fl)

andY = N(pY, (EY)_I) be two multivariate non-degenerate Gaussian random \esabR "
Let iy andus be respectively the minimal and maximal values of the cawatdis of the mean vectors
of X andY and define .., and¥,,.;, the matrix respectively of general tenmax (> ij) and

177
min(3%;5, XY).
There exists a constahf (i1, 12, Ymin, Zmax) SUCh that the variational distance betweégand

Y satisfies the inequality:

dvar (Xa Y) S K(M17M27Emina Emax)( sup ’M;X - MZ’ + sup ‘E;)J( - EZ )
i=1...P i,j=1...P

)

Proof. We note

det(X) 1o Ts@—p)
(27T)P/2
the density of aP-dimensional Gaussian variable with mean vegt@nd covariance matriX —!.
We need to computgy . |P(z, u*,5%) — P(z, 1Y, $Y)| dz. The zeroth order Taylor expansion
with integral remainder can be written

Pz, p, X) =

1
Pl %) = Plaot 20 = ([ G2 4+ 60 = ), 55)dc ) - = )

([ Suon s s s (=% -5
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18 Touboul Faugeras Cessac

where the-s indicate the obvious inner products. Let us consider firstterm with the partial
derivative with respect to the mean. Using standard cascule find that
0

P
@(:v,uy + (X =), =) = Pa, )’ 4+ ((p = 1), 22X (@ — ¥ = ((pF = 1))

hence
Lo
1

<

_( X — “) )1 E ‘((”/‘( — “) )_|_
\/\J / (
R 0

We use the upper bound

| = p)TSX (@ = 6| < IS5 ™ = 1 Mz — p

%
Y =), 2N [ = p)TS N (@ = )| dad(

where|| - || is the Euclidean norm, and
I = 1"l < VP = Yo,
to obtain
1
oP
‘</0 %(%MY +¢(p¥ —uy),EX)d<> (X = pY)

1
VI (G = 14 K ) b

<

whereK; is given by

1
Ky = / ) / Pla i + ¢ — ¥ ), 5% — ¥ || da d.
R 0

An upperbound.; for K can be found as follows. |i* = ¥ then

L, = / Pz, 1Y, 25 ||z — p¥|| de.
]RP
else
Pz, p” + (™ —p),5%) <

(27T)P/2

Pz, 1Y, %) P(uX, u¥ , 5% eCla—p =X (¥ =)
o (X (2, 1 )P )

Pz, 1Y, %) eS(@—p ) (u —pY)
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Network mean field analysis 19

Therefore

1 Y X
P(:v 12 E ) Y\ y X, X _ Y
Y X Y X < ) ’ _ (=p)E (pt —pt)
/0 Plap” ¢ = p7), 20) dC < o SR X = ) (1 e )
and

L = / P(:C,;LY, EX) HZC - ,LLYH (1 _ e(zf,uy)EX(,uxf,uy)) dx
re (z = p) S5 (p* = p)
The reader can verify that the integral of the righthand sigists. It is a function of.*, 1¥ and
X,
We next consider the term with the partial derivative witbpect to the covariance matrix. We
obtain:

1)
62@‘

OP(z,p1,8) 1 ( 1 Odet(X)

- _ _ T
(Q)Eij - 2 det(E) (Q)Eij (:C N)

(@~ 1) Plo®)

We use the fact that is a symmetric matrix, and hence tmat—u)T%(x—u) =2(z—p)i(x—p);
and we recall that the differential of the determinant of adtion is given by Jacobi’s formula:
d(det(X)) = Trace(Adj(X2) - dX) whereAdj(X) is the adjugate matrix of:

odet(X)
821-3-

=2(Adj(X))i;
We write next
<

/RP (/01 g—g(x,,ﬂ, DR O ) dC) (2Y - %) da

[ ] P Y % =) [ p Y = 5o )] drdcs
R¥ JO

1
/0 det(XY + (XX - XY))

D (A +¢EX = 5))i5((EY)i; — (5Y)i))

iJ

d¢

We next use the fact that the functign— log det(¢X* + (1 — ¢)XY) is concave orf0, 1]:

logdet(¢XX + (1 = O)XY) > Clogdet(X¥) + (1 — ¢)logdet(XY), ¢ € [0, 1]

Therefore . )
<
det(ZY + C(BX —5Y)) = (det(2X))C (det(xY))1=0)
LetoX, (respectively). ) be the smallest eigenvalueBf (respectively oY) ando the small-

est ofoX. andoY. :

min min*

1
det(SY + (52X —xY))

<1
S

RR n° 6454



20 Touboul Faugeras Cessac

We now consider the terfdj (XY + (3% — £Y)));;. Itis a polynomial of degre® — 1 in the
variable¢ whose coefficients are polynomials of degfee- 1 in the variableg>X)z; and (XY ),
kL #1, j. LetShay = max; ; (|5, [£Y]), we have

il

/0 det(EY + JEX _ EY)) Z(Adj(ZY + C(EX - EY)))U((ZX)Z'J' - (Ey)ij) d¢ <

i, ]

wheref is a polynomial with positive coefficients.
We have

1
[, ] Pa® s+ (X - ) - )T - ) - ) <
RP JO
1
[, ] P s e = 2l ¥ P dc X - 7]
RE JO
Putting all this together we obtain
! ap X Y X Y X Y
[ (] Ge ™ s + o= -5 c) (5 -2 da
]RP 0 62

f(zmaX)
(K2 + 07P)|2X -2,

<

where )
Ko= [ [ Pl =Y 4 (5 - V) - | dwdg.

RP JO

An upperbound., for K, can be found as follows. £X # £¥ then
La=Ko= [ Plop® =)o - ¥ da,

RP
else
P(z, i, 27 +((ZF -2)) =

det (EY + <(2X — Ey)) X vY C(I—MX)T(ZX—EY)(m—;LX)
\/ det (V) Pla,u™, 27 )e

det (3Y + (XX — £Y)) is positive and can be bounded by a positive functi,....), therefore

Ly =
Q(EmaX) / P(CL‘,MX, EY) (1 — e(z*#X)T(Exfzy)(mﬁux)) dx
Voo Jur G p T (X -5 (5 = %) |
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The reader can verify that the integral in the righthand sidists. It is a function of:*, % and
Y.
We have therefore

dvar(X,Y) <

1 Emax
(B b = T L0 ) % = ot (Lo + HE - 5,

O

Remark 5. It is important to note that in the constant we found in thevjmes lemma, the factor
det Tei(s) appears in all the constants we can compute. Hence the rgameracy condition of the

random variables is essential to have such a bound. It gomels to the factmL in the constant we
made explicit in the lemmad.3. To apply this lemma, we wikkd¢o ensure that all the coefficients
of the mean and covariance matrix are bounded and that tleentie&int of the covariance matrix
has a lower bound.

Armed with this definition and properties, we now prove there exists a unique solution for
the mean field equations.

2.2 Existence and uniqueness of solutions of the mean fieldwegions

Definition 2.2. In the case of the GM1, we consider the map on the probabistyilbution M (C ([to, T], RY))

defined by:

. M_I‘_(C([tO’T]v]R'P)) = MT(C([tO’T]v]R'P))

Fy (20)
(Xt)telto,T] = F1(X ) eelto, 1]

such that :

Fi(X): = E[L](to,t) - Xuy + t E[L](s,t)- (U - 1+1(s)) ds
E[L](s,%) - A(s)dws] (21)

to

whereUX = (Ufﬁ)a_ﬂ is the Gaussian diagonal process of parameters:

E [Ugfﬁ(t)} = JapE [Sa,ﬁ(Xf )}

C X X 2 (22)
ov [U25(), U5 ()] = 024 [S,(Xs(8))Sa0(Xa(s))]
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In the case of the GMk, we define can define functi@rsuch that
Fi(X)s = E[L](to,t) - Xy, + / E[L)(s,t) - (UX +1(s)) ds

+ /t E[L](s,t) - A(s)dW,

to
whereUX andI(s) are defined in sectidd 1

Note that the mean cﬁ’X is contained i1, po] wherepu; := — max(|Jag|) andus = — ;.
Its standard deviation is always lower than:= max(cq,g).

Theorem 2.5(Regularity for the GM1) Let X andY two processes o (C([to, T],R?) having
the same initial condition at= ¢, and such that the related Gaussian proceﬁgg(t) andU;fﬁ(t)
are not degenerated and have their means boundgd in:2], standard deviations ifv, o2] where
o1 > 0forall ¢ € [to, T).

Then there exist a constaht(p1, 2, 01, 02) such that :

t
dvar (FI(X)t7 Fl(y)t) S K(/Ll,,UzQ,O'l,UQ) f(sat)dvar (Xsa Y;) dS, (23)
to
where the functiorf (s, t) has the expression:
t
Fls,1) = el Flat=9) +€||L||x<t—s>/ o (t=1) o,
to
where||L|| _ is the operator norm of induced by the uniform norm dR”.
Proof. We have, using the propeffy2.1:
t t
dvar (FL(X)1, F1(Y)1) = duar (/ B[L)(s.t) (U 1) ds, / E[L)(s,t) (VY 1) ds)
to to
The two processes inside the norm in the righthand side oédfuality are Gaussian processes,
whose mean ig’: L](s, )(Zg 1 JapE [Sa,s(X5)] )a:1 ds for the term corresponding to

the processy, which we denotgX . We can see that the components of this vector are contained i
an interval[fimin (41, f42), ftmax (11, 12)] Wherepmiy, anduma, only depend on the values pf and
w2 and on the parameters of the functib(y).

Its covariance matrix reads:

X =E [(/: E[L](s,1) (USX : 1) ds) - (/t:E[L](s,t)(US‘ : 1) dﬂT}

t t P
= /t t E[L](s,t)diag (Z 725E [Sa,8(X5(8))Sa,8(Xs(u)],a =1. --P>

B=1
E[L](u,t)"ds du
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where we denoted byiag(xy, . . ., x,) the diagonal matrix whosgh diagonal coefficient is;. All
the coefficients of this matrix are bounded by values onlyeteling onr; ando» and the parameters
of the matrixZ(t). Let us denote the two component per component extremala@sii i, (o1, 02)
andEmaX(O'l,O'g). ~

Hence we can use lemrmaR.4 to bound this distance. We dendt& by, ji2, o1, 02) the value
of the constant found in lemnla2.4:

K (pi1, p2, 01, 02) := K (famin (121, 112) fma (1215 12)s Znin (071, 02), Znax (1, 02))

Let us now denote for & x P matrix A, || Al the norm ofA induced by the uniform norm on
R* and by|||A|||- the norm ofA as an operator on the matrX x P induced by the uniform norm

(see appendixIB).
We have:
dvar (Fl(X)t7 FI(Y)t) < K(Mlv/LQleaa'Q)( sup ’:uoz — Mo ’ + lellp P ‘Efﬁ Eaﬁ )
= K(ﬂlauQaalan)(H:uX - NYHOO + ||ZX - EYHOO)
< f((/u,ug,m,@)
P T

4—/t0 /to |||E[L](s,t)|||oo||diag<;aiﬁIE[Saﬁ(Xﬁ(s))saﬁ(Xﬁ(u))

— 8a.8(Y5(5))Sa,s(Ya(u)],a=1.. .P)E[L](u,t)THOO ds du)

ZK(Mth,Ul,Uz)

</|IE I(5.)

// NELLI(s, D)ool ELL) s ) |||ooudlag(za S [Sa5(X5())S05 (X ()

B=1

Ll T
(g (X)) = SapWD)])

o0

_ Saﬁ(Yg(s))Saﬁ(Yg(U))] ,a=1.. .P) HOO ds du)

Now using the fact that

S, ,B(Xﬁ( ))Sa,8(Xp(u)) = Sa,5(Ys(8))Sa,8(Ya(u))
= S0,6(X5(8))(Sa,8(Xp(u) = Sa,s(Ya(u))) + Sa,p(Ya(1)(Sa,s(Xs(s)) — Sa,s(Ys(s)))
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and the fact tha§,, s is bounded (we denotgS, ;|| the supremum of the absolute valueSfs),
we obtain:

P t
dvar (F1(X)¢, F1(Y)y) SK(MlaM%UlaU?)( {SUP }Zuaﬁl IEIL](s, )l oo 1Sasll o dvar (X, Ys) ds
ac{l,...,P t
Py gy 0

P t ot
+  sup Zafw/ / IIELLI (s, D)l oo I ETLY 1t )l [oo 1Sap 1%, (dvar (Xo, Ya) + duar (Xu, Ya) ds du
ac{l,...P} g7 to Jto

< K(p1, p2, 01, 09) SUPZHSQB”OO’jaﬁ’+2sup2”5aﬁ”io‘aiﬁ’
* B * B

/t (IE[L](Sat)IOOﬂL |||E[L](S7t)|||oo/t HELL)(u, D)oo du) dvar (X5, Y5) ds

We conclude using the result of propositlonlA.1 (iii) and kemdB1. O
Corollary 2.6 (Regularity for the GMK) In the case of the GMK, the same result is valid.

Proof. In this case, standard deviation of the Gaussian procés$eand 7Y are no more non-
degenerate. Nevertheless, the degenerate componerfie &@nte in the two multivariate Gaussian
processes. Hence the variational distance between thegerbmesses at a given timds equal to
the variational distance betweéi* andU} . Indeed, some components are Dirac distributiorts at
and hence for any measurable bounded functidR'of which are bounded by, we have:

E||/@F) - £@)|] =E[|f0X) - fw))]]

Wheref is the measurable function @?” such that for any vectox = (x1,...,zp) We have
f(x) = f(z) wherez is the vector ofR** having the values af in E*~! and0 otherwise. Hence
the variational distance are equal since the two sets otifumcare the same. Hence the result of
theorenZb holds for the GMk and we have:

t
dvar (Fk(X)ta Fk(Y)t) < K(Nhﬂ% 01, ‘72) f(Sa t)dvar (XS|E(’€*1>7 Ys|E<k*1))

to

t
S K(M17M27 01, 02) f(S, t)dvar (X37 Ys)
to

O

Remark 6. In the case of the diagonal proceBsl (I[L](to, )|, = max, e~ (7%)/7= and
IE[L](5,)|||oo | E[L] (4, t)]]|ee = max, el~2+u+9)/7a values which could be found directly
using the one-dimensional equations we obtain in this case.
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Fix now a given initial timet, and letV, € X a given random variable oRR”. Let X a
given stochastic process such théti,) = Vy. We define the sequence of procesé&s,) €

M (C([to, T], R)) by:

Xo =X
{Xn+1 :Fk(Xn) (24)

Theorem 2.7. We consider the mean field equation for the GMk. gebe a random variable of

R*” and assume that for all stochastic processsuch thatX;, = Vjp, the standard deviation of

Ufg(t) is greater than a given valug, > 0 forall n € N*, all o, 8 € {1,..., P} and allt > ¢,.
"Then there exists a unique solution of the MFE with initiahdition X, = V4.

Proof. Note thatF}, (X):, = X, by definition of F;,. We use theoreiln 2.5 and the estiméig (23) to
prove that under the assumption of the theorem the sequéfge, >, is a Cauchy sequence.

Under the assumptions of the theorem, we are in the case tfaiipn of theoreni.2]5. Let us
denote byK the constanf (1, p2, 01, 02).

We also define\ := sup,c,, 77, s<¢ f(s,t), which is always finite since we assumeédocally
bounded.

We have:

dT(Xn-l—laXn) = Ssup dvar (Fk(Xn)t7 Fk(Xn—l)t)

te[to,T]
t
KA sup [ d (X s1), Xaca(50) ds
tefto,T] Jto
(25)
S sup / / var anl(SQ)) d52 dsl
te(to,T] Jto Jto
<.
<( sup / / / dyar (X1(8n), Xo(sn)) ds1...dsy
te(to, T Jto Jto
< (K\)"dr (X1, Xo) sup / / /
tefto,T)
KXNT —to))"™
< (n, D" 17 (x,, X0) (26)

Hence(X,,) is a Cauchy sequence i (C([to, T], R*")), dr). Since(MT (C([to, T], R*")), dr)
is complete (see propositi@n?.2), the sequentg),>o converges. The only limit possible of this
sequence is a fixed point @., hence we have existence of fixed points fqr hence of solutions
of the mean field equation.
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Uniqueness comes from equati@nl(26). There exists 0 such that% < 1. Assume that
X andY are two fixed points of, for the same initial condition. Since by assumption the tamts
K does not depend on the process we chose but only on the gutidition (see the assumption of
the theorem), we have:

ar(FY (). (V) = dr(x,v) < LE )T

dT(Xa Y) < dT(Xv Y)
which means thady(X,Y)=0i.e. X =Y.
Hence we have proved the existence and uniqueness of theaadf the mean field equation
@3.
O

This theorem is quite general. We will now prove that undensosery weak conditions the
assumption of theorem 2.7 is fulfilled. For instance, for ai&san non-degenerate initial condition,
we prove that there always exists a unique solution for tmegg problem (GM).

Theorem 2.8. Let V; be a non-degenerate diagonal Gaussian random proce&/inand X, a
Gaussian r.v. such thaty| z) = V4. Then there exists a unique solution of the mean field equatio

@)

Proof. The only thing to prove is the assumption of theolen 2.7. tdhse wheré} is a non-
degenerate diagonal Gaussian random process, the imdgei®tontained in the set of Gaussian
processes ifR*".

We prove here that the standard deviation of &pyX) such thatX,, |z = V, has a strictly
positive lower bound. Thisis true since, because of theprddence betwedd and X, the standard
deviation is greater than the standard deviation of thetirsh: E[L](to,t) - X+,, Which is a linear
invertible transformation of a non-degenerate Gaussiatove Hence the resulting vector is also
a non-degenerate Gaussian vector, and the standard davidteach of its component is always
strictly positive. Furthermore, sinade— E[L](to,t) is continuous, the standard deviation of any
componentis lowerbounded by a strictly positive réalbon the closed intervat,, T'].

Thus the standard deviation fﬁ(x )is always greater than

‘= minog ginf y/E[Sq (G, 51))2] > 0
o1 = min o, inf [ [Sa (G, $1))?

since we focus on the point of mean where the functigp is minimal in absolute value.

The infimum inu is clearly reached as the infimum of a continuous functiois. strictly positive
as an expectation of a positive non-trivial function undpr@bability which weights any non-empty
interval.

Now we have a strictly positive lower bourd for Uifﬁ(t). Thus theorer 217 applies and we
have existence and uniq ueness of a solution. O
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2.3 Discussion

In this section we provide some statements on the resultswe jost proved.

First of all, note that the proof of theore R.7 is constuestiand hence gives us a way for
computing the solution of the mean field equation, iteratimgmapZ}, and starting from any initial
processX, for instance a Gaussian process such as an Ornstein-léitlenb

Note that the existence and uniqueness is fulfilled whateeinitial timet, and the final time
T'. Nevertheless, nothing is proved so far for solutions deffifee any time. Part of this problem
will be treated in sectiofll 3.

The only case when the condition of our theorems will not bilied is the case when the whole
mass of the initial condition is contained in an interval wehthe sigmoidal function vanishes (for
instance for Heaviside functions).

Note that for this proof, we did not assume regularity on tigen®idal functions nor anything
on the form of the initial probability distributiofr.

The case of the backward MFE can be treated the very same wase plecisely, let; € R
be the initial time and/, a given random variable oR”. Under the conditions of theorelm R.7,
there exist a unique solution of the backward mean field éguatith the conditiorl,, = 0 on any
interval[S, to] for S < to.

An important remark is that this result holds for any signaittansformS whatever its reg-
ularity. We only used the fact that it was measurable, irgirepand bounded by one, which is
always the case for the activity functioSsin neuroscience. This is very interesting. For instance,
our result applies for integrate-and-fire neurons for wtitehS,, g-functions forae # [ is simply a
Heaviside function, and, , accounts for the reset condition and the inter-populatieractions
(sharply speaking, we add the functigr}. — #)Heaviside(x — 6) to the inter-population interaction
function).

3 Existence and unigueness of stationary solutions

So far, we have investigated the existence and uniquenessani field solutions for a given initial
condition. We are now interested in solutions “startingrirqgy = —oco”. This terminology inspired
from a physical point of view has a concrete mathematicalmmgawhich we will make explicit.
This problematic is quite interesting from a biologicalwjgint. Indeed, it corresponds to a sort of
weak stationarity, the “oblivion of initial conditions atidnsient states”.

These solutions are defined for any time and do not dependearirtitial condition. They corre-
spond to a generalized “ergodic case” when the system cgeséo a given measure. Nevertheless,
these solutions are not necessarily stationary, and caendiegn time, since inputs can themselves
depend on time. Among these solutions, we will be partidylisterested in the stationary ones.
A stationary solution is a solution whose probability distition does not change under the flow of
the equation. These solutions have been already investigpgt numerous authors such [as [20], but
their framework did not allow then to get any rigorous resulin this section we show that under
a certain contraction condition there will exist a uniquéuson of this new equation, and prove
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that stationary solutions also exist under the same camdénd the assumption that the inputs are
stationnary.

Remark 7. The long-time mean-field description of a network is stillr@a endeavor in mathe-
matics and statistical physics. In this section we formtke the mean-field equation we obtained
and letty — —oo. This way we obtain an equation which is the limit of the MFEenh, — oo.

It means that we consider first the lim — oo and thenty — —oco. These two limits do not
necessarily commute.

3.1 Initial condition at minus infinity

Assume that there exists a stationary distribution for tipeagion:
dX(t) = L(t)X(t) dt + A(t) - dW,.

This will be the case for instance E[L](to, t) tends to a constant wheép — —oo and when

the covariance of the process:
t

E[L](s,t)A(s)dWs

to

converges to a given matrix function whépn — —oo. This is for instance the case for the (SM)
whereX is a P-dimensional stationary Ornstein-Uhlenbeck process initlependent components.
We also assume that for a@lke R we have:

/|WM@muﬁsz<m

— 00

where||-|| _ is the operator norm induced by the uniform normt". This is true for instance for
the simple model (SM), and in this case whéfg(t) = max,, 7, which is independent af
We call long time mean field equation (LTMFE) the implicit edjon:

V() = / EIL)(s,1)(TV () +1(s)) ds + X (1) 27)

— 00

whereX is the stationary process we introduced and Wifé?’e(s) is the Gaussian process intro-
duced in the study of the GMK, i.e. whose component&éir ) areUV (t) - 1 whereUV (t) =
(U(‘y’,ﬁ(t); a,f€{l,..., P}),is the diagonal Gaussian process of m@ﬁzl Japmg(t) where
mg(t) = E[Sg(V3(t))] and of covariance:

P
Cov (U 5(1), UY5(5)) = Lamysims D 02585(,5),
f=1

whereA, 4(t,s) == E [saﬁ(vﬁ (t))saﬁ(vﬁ(s))} ,and0 on EO) g ... g B2,
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In this section we consider the set of process¢s (C((—oo, T], RkF) equipped with the Sup-
Var metric defined in equatiof{IL6).
As in sectiorfR, we define the long term functibiy:

Fr(Y), = /t E[L](s,t) (UY(S) -1+ I(s)) ds + X(t).

—00
Let us assume that the input current is bounded.
The mean of the processes in the imagéigf are bounded. Indeed, we have:

T

P

B [Fir (X / EIL)(s. 1) [( 3 g[S (Xo(s))] + Ia(s)) _Opog epen | ds
< My(0)sup [ Lalloc + A ]

B=1
We denote byu(t) this bound. We can clearly see that it increases wittAssume that for all
a,p € {1,..., P} we haveS, g(—u(T)) > 0. FurthermoreF'(X) is a Gaussian process, hence
is symmetrical around its expectation. Therefore fortalt (—oo,T'), the standard deviation of
Uf(ﬁx)( ) is always greater thamin,, s “52S? ;(—u(T)) which we denote byr;. Hence the
estimation[[IB) will apply in this case W|th th|s standardiddon lower bound. Let us denote by
K the constanf (u1, 2, 01, 02) we defined in theorefnd.5, and wherg 112 ando, are the same
that had been introduced in sectldn 2.
Theorem 3.1. Assume thafs (M (T') + M(T)?) < 1. Then there exist a unique solution to the
mean field equatio(@a).
Proof. We prove that the functiott is contracting, which in a complete space implies that there
exists a unique fixed point which we can construct via thatten of the function¥ .

We have for all € (—o0, T7:
t
e (X0, Fr (W) S K [ fs.0)duas (Xe, Vo) ds
t
SKdT(X,Y)/ f(s,t)ds
oo
< Kar(%Y) [ (U0l + B Ol [ Bl )

< K(M(T)+ M(T)*)dr(X,Y)
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The righthand term does not dependiphence the inequality is still true for the supremum of
the lefthand term on. Hence we have:

dr(Fir(X), Fir(Y)) < K(My(T) + M(T)*)dr(X,Y) (28)

And hence under the assumption of the theorem, the opeFatois contracting on the complete
spaceM (C((—oco, T], R) together with the distanagr, hence admits a unique fixed point. Hence
there exists a unigue solution of the LTMHAEK27). O

Note that this unique solution is not necessarily statioprfeor instance when the input currents
1,, are not constant, then the solution will not be stationnary.

3.2 Stationary solutions

In this section, we are interested in the stationary sohstiéVe prove some general theorems on the
existence and apply it to the (SM){14). Stationary solwtiare processes whose law is invariant
under the flow of the equation. Since the long term mean-fieldti®n is necessarily a Gaussian
process, one just needs to check that the mean of the preeessstant in time and that its covariance
matrix of the membrane potential proce&sés, ¢) only depends ol — s).

First of all, as we already noted, it is clear that if we warg firocess to be stationary, it is
necessary to assume that the curréptdo not depend on time. Another important assumption will
be that the TOEE[L](t, s) is a function of(t — s). In this case, the functiof/ (¢) is constant. We
show that under these two assumptions, there exist stayisotutions of the MFE.

Lemma 3.2. Assume that the currenfs do not depend on time and th&{L](t, s) is a function of
(t — s). Then the set of stationary processes is invariant undeadtien of F 1.

Proof. Let Z be a stationary process. We show thiai= F1(Z) is also stationary, proving that its
mean is constant and its variance is a functioritof s). Let us denote by:Z(¢) the mean of the
processZ,(t) and byCZ (t — s) its covariance. The mean of the procé@éﬁ reads:

(z—pZ)?
2C0Z (0) dx

z = 71 xT)e
ma,ﬁ(t) - \/WOZ((O)/]R,Saﬂ( )

and hence does not depends on time. We denoléyhe expectation of the vectdy. Similarly,
its covariance function is a function of — s) and reads:

swersutnen (5 (7 21) (60 o) (1)) wa

which we denote byAZ (¢ — s). Hencel is stationary and we denote 6y (¢ — s) its covariance
function.
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Hence the expectation &f“(¢) reads:
p"(t) = E[Fr(2)]

—E[X,]+E [/; E[L](s,1) (1 + ﬁ(s)) ds]
—E[X,]+ /too EIL](t - s) (1 +E [ﬁ(s)] ) ds

We just proved thak [(7(3)} is independent of and hence obtain:

E[X,] + /E duI—i—UZ)

which is independent afsince the proces¥ is stationary by assumption.
Similarly, we compute the covariance function and check ithean be written as a function of
(t — s). Indeed, it reads:

C¥(t;s) =E p () (Vs = " (5))7]
/ / J(t —u)Cov(UY , UY)E[L)(s — v)T dudv + Cov(X;, Xs)
/ / u)Cpr(u — v+t — 8)E[L])(v)T dudv + Cov(Xy, X,)

which is clearly a function oft — s). HenceY is a stationary process, hence the theorem is proved.
O

Theorem 3.3. Assume thaf,, is constant in and thai (M (T) + M?(T)) < 1. Then the unique
solution of the LTMFE is stationnary.

Proof. Under the assumptioik (M (T) + M?*(T)) < 1, theoren[ 311 ensures us that there exists
a unique solution. Let now be a given stationnary process (for instance a stationnangtén-
Uhlenbeck process). The sequence of iterdf&s),,~o of Fit on Z is a sequence of stationary
processes. As we already proved, this sequence is a Caughgrem, hence converges, and the
only limit possible is the unique fixed point. On the other thasince for alln, Z,, is stationary, the
limit is necessarily stationary, Hence the unique fixed pisia stationnary process. O

4 Numerical Results

The theorem we proved in the previous sections gives us aneyral way to get the solutions
of the dynamical mean-field equation. Indeed, we have prtivatdthe iteration of the maps of
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Fit (under a certain assumption) starting from any initial déod converged to the solution of
the MFE. In this section, we will always choose as initial dibion a Gaussian process. Hence our
theoreniZB will apply, since in our simulations we starfra finite time initial condition. Another
interest for taking Gaussian initial condition is the comip@ss of the description. Indeed, we can
describe our sequence with only two functions: its mean encdavariance. We obtain our solution
constructing the sequence of means and variances attaclieel sequenc&(P4) starting from any
given process.

In this section we present our simulation strategy and saimaemnical results compared with the
results of Sompolinsky, Crisanti, Sommefsli[20], and thea tao-populations neuronal network
with a negative feedback loop.

4.1 Simulation algorithm

In this section we explain our simulation algorithm in theeaf the simple model (SMIL{IL4). As
noticed, when considering Gaussian processes, we justtnemzhsider the sequences on means
and standard deviations. Hence we write the effect of thatiten of the functionF' on the mean
and the standard deviation of a Gaussian process.XLbe a Gaussian process of meat and
covariance&sX, Y = F(X) the Gaussian process imageXfby F and denote? its mean and™

its covariance function. We have:

t P
) = X007 [ e (Y i p(s) + La(s))ds
0 =1
wherem ;(s) = E[Sq 5(Xs(t))]-

In our algorithm, the numerical computation of the sequesfomeans has been done using a
standard discretization of the integral, with a time stepiegsmaller tharr,, and than the character-
istic time of variation for/,,.

The covariance function df reads:

2 2s P t S

CY (t,s) = e~ T/ 10X (0) + Ta;a (ei - 1) + Z Uag/ / /e AX (u, v)dudv
=0 0o Jo

wherev () = Cov(Xa(t), Xa(t)) andAX (s, 1) = E [sa,ﬁ(xg(t))sa,ﬁ(xg(s))] .

Its computation requires a more specific treatment smgeiu, v) depend on aICg( (u,v), with
u € [0,t],v € [0, s]. To compute this value efficiently we developped a triangfitéte-differences
integration scheme.

4.2 Mean field equations in the case Sompolinsky, Crisanti,dnmers

In this section we compare our approach to the works of Soimglol and colleagues[20]. First of
all, we introduce their approach and state the main redudtg get with their method. We then show
some numerical experiments illustrating the results tHegpioed in their article.
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4.2.1 Theoretical framework.

Sompolinsky et al.[T20] have studied the following case &f $hmple model (SM) with one popu-
lation (P = 1), a centered sigmoidal functio$i(z) = tanh(gz), centered connectiong = 0 of
standard deviatios = 1 and no input{ = 0,s = 0).

They assume that the MFE converges to a stationary solutidtheey found that the mean of the
stationary process is zero and tl@at(¢, s) = C(t — s) = C(x) obey the second order differential
equation:

2C v
dz2 0C
which corresponds to the motion of a particle in a potentiallwNevertheless, it is not really an
ordinary differential equation, since the initial conditiC'(0) depends on the whole trajectory of
the solution we are searching for.
Indeed,V has the following Taylor expansiof(is odd becauss is even):

(29)

V(C) = 302 + %04 +0(C") (30)

where\ = (=1 +g°J*(f")2, ) andy = %J296<f(3)>20(0)), (6)2(0)) being the average value of
under the Gaussian distribution with mean zero and variaf{€¢. Therefore, the determination of
V requires the knowledge @f(0), hence requires to have solved the stationary equations!

Nevertheless, they deal with this problem considering thél) acts as a control parameter.
Essentially, if A > 0 corresponding t(y2J2<f’>20(0> < 1 then the dynamical systeri {29) has a
unique stationary solution corresponding to a minimum ef fdrge deviation functional. This is
C(t) = 0. This has to be interpreted has a stable fixed point dynaroiché neural network. On
the other hand if®.J2(f')Z, c(0) > 1the unique stationary solution corresponding to a miniméithe
large deviation functional is the homoclinic trajectory(#) connecting the poir'(0) = C* > 0
wherel” vanishes to the poirit’ = 0. This solution is interpreted by the authors as a chaotiatsoi
in the neural network.

The equation for the homoclinic solution is easily foundhgsenergy conservation and the fact
thatV (C(0)) = 0 and4%(C(0)) = 0. One finds:

u=2 - Vo).

At the fourth order in the Taylor expansion Bfthis gives

C(x) = \/7 (31)

cosh(y/—3x)
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4.2.2 Results.

The model they study is a particular case of our simple mddeked, the only thing which differs
from our analysis is the fact that his sigmoidal function @¢ always positive. Nevertheless, it fits
in our framework if we change the connectivity functiSiw:) = tanh(gz) by tanh(gx) 4+ 1, and
the input current (which i$) in this case) by the random input currefit = — le Jog. AS
already mentioned, this case is a straightforward appdinaif our results in sectiofl 2. Hence we
are ensured to find a solution to our problem. This solutidhlvéi approximatively stationary if the
initial time ¢, is small enough.

As a benchmark of our numerical procedure we have iteratévblution functionF defined in
sectio® with these new parameters, for various initigetries. We expect to find two regimes.
In one case the correlation function is identically zerdia stationnary regime, for sufficiently small
g values or for a sufficiently small(¢ = 0) (trivial case). The other case corresponds to a regime
whereC(z = 0) > 0 andC(xz) — 0 hasz — oo (x = t — s) (“chaotic” case). This regime requires
thatg is sufficiently large and that(¢ = 0) is large too.

We have first considered the trivial case corresponding tallgnvalues. We toolg = 0.5 and
T = 5. We have considered as initial conditions an Ornstein-blek process (corresponding
to having no interactions in the system), with = 0.1, with p,(0) random variable uniformly
distributed in[—1, 1] and v, (0) random variable uniformly distributed if9, 1]. This is used to
initialize the procedure, and in particular to match theditan v(t)v(s) — C(t,s)? > 0. Then,
during the iterations, we set, = 0 in order to match the conditions imposed by the authors.
The method converges relatively fast. First, the mean agessto zero, while the variancg(t, t)
decreases (exponentially fast) in time to a constant vadlue@sponding to a stationary regime. This
value decreases between consecutive iterations. Thisigstent with the theoretical expectation
thatC(t,t) = 0 in the stationary regime of the trivial case. Finally, thevaganceC(t — s, s)
stabilizes to a curve that does not dependsand the stationary value (large- s) converges to
zero.

We did the same procedure fgr= 5 corresponding to the “chaotic” regime. The behavior is
the same foy(¢) but it is quite different foiC'. Indeed, while in the first case the stationary value of
C(t,t) tends to zero with the number of iterations, in the chaotgedastabilizes to a finite value.
In the same way, the covarianC&t — s, s) stabilizes to a curve that does not dependsohe
shape of this curve can be extrapolated thanks to Sompglitsél. results. Indeed we observe a

very good agreement with the theoretical predictions wifit #,(z) = m corresponding

to the fourth expansion df’. Using a6-th order expansion of (z) = %xQ + %x“ + ga:Q gives a
L , Wherep, K, A are explicit functions ofi, b, ¢, which

fit fs(2) = o= (T ——

provides a slightly better approximation.

Conclusion

In this paper we present a new mathematical method to shateexie and uniqueness of solution for
the multi-population mean-field description of a neuroreivork with random synaptic weights and
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Figure 2: The chaotic casé€!(t — s, s) versust — s and fit with f4(x) and f(z).

stochastic inputs. This framework is large enough to ineltite classical neuronal network models
from the simplest analogical model to the spiking neuronet@dncluding multidimensional neuron
models and correlated external inputs. We show under vegkveenditions the existence and
uniqueness of solutions for the mean-field equation, andgea quite efficient way for computing
the dynamical mean-field solution. We also provide condgifor the existence and uniqueness of
stationary or pseudo-stationary solutions. We finally shioat this approach can be implemented
and we obtain numerical results showing a good agreemehtssine previous studies. The main
claim of this article is that a mean-field description of a m@al network has to be treated as a
global problemon the probability distribution of the membrane potentiailike previous studies.
This framework enables us to investigate other types ofaralror cortical area networks and their
biological properties. Exploring these different typedehaviors and their differences with neural
masses or neural fields equations is a very interesting @nobhd will be studied in future papers.
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A Time-ordered exponential operator

In this section we explain some properties of the Time-Qrddétxponential (TOE) operator we use
all along the paper to integrate our functions. IL&t) be a given matrix function. In this appendix,

t
we denote by [L](¢o, t) the time-ordered exponential opera‘rmffo L4 \which we used in the
paper and prove some basic and useful properties on thigtmpeHere we consider that we are
in R”. Nevertheless, almost all the properties we prove here aid in for operators in Banach
spaces.

Definition A.1. The time-ordered exponential operation is defined as thquensolution of the
linear equation:

9ELt) . I,(4)E[L)(to, 1)
E[L](to,to) =1d

whereld is the identity matrix. It can also be written as the limit bétseries:

E[L)(to, ) = Z/ //7 L(t)L(ts) ... L(ty) dts . .. db,
n=0"%to Jto to

with the convention that the first term of this seried isunder some loose assumptionsonFor
instance L locally bounded is enough to ensure that the series will eoge.

In the field of physics, this solution is frequently writt@Re o X045 where T is the time-
orderingoperator. The operatdr is linear and of uniform norm equal to It operates on a product
of operators ordering the time. More precisely, its effeeds for anyn. € N, any f; : R — R
operators and any times, . . ., t,,:

Tf(tr) - fu(tn)] = Fou () - - S (tp,,)
wherep : {1,...,n} — {1,...,n} is a permutation that orders the time, i.e. such that<
<. <ty
To give a simple idea of this expansion, we can write formally

tpz
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t

E[L)(to,t) = Id+ [ L(t1)E[L](to,t1) dt1

=

&

t t1
Id+ | L(t)dty +/ / L(t1)L(t2)E[L](to, t2) dtadts
to Jto

to

:ré/t:/ttl---/t:nlL(tl)L(tg)...L(tn)dtl...dtn

+/t0 /tol.,./toNl L(t1)L(t2) ... L(tN)E[L](to, tn) dty ... dtx

The locally bounded condition ensures us that this seriegarges.
Proposition A.1. The following properties are true for the TOE:
(). E[L|(to,t + s) = E[L|(to,t) - E[L](t,t + s)
(i). E[L](to,t) is invertible of inverseZ[L](t, to).

(iii). Assume that the operatdr is bounded orfty, t] for the uniform norm oriR”’, and denote this
bound by||L||. Then the operataF[L](to,t) is bounded and its norm uniform operator norm
is bounded by/ILlI(t—to)

Proof. The properties (i) and (ii) are directly linked with the pety of group of the flow of a
reversible ODE. The last property is a consequence of thiessexpansion. It can also be found as
an application of Gronwald’s theorem. O

Theorem A.2 (Solution of an inhomogeneous linear SDH}he solution of the inhomogeneous
linear Stochastic Differential Equation:

dX, = (L)X (t) + I(t)) dt + A(s)dW,
Xy, =W

can be written using the TOE:

X, = E[L](to, t)Vo + / E[L](s,£)I(s) ds + /t E[L)(s, t)A(s)dW,

to

Proof. We have using the standard theorems of stochastic integratistence and uniqueness of the
solution of the given SDE. Hence we check that the solutiommgge is solution of our equation.
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It is clear thatX,, = V,. We use Itd’s formula for the product of two stochastic @eses to
differentiate the solution we give in the theorem:

dX; = (L(t)E[L](to, H)WVo + E[L](t, )I(t) + / t L(#)E[L](s, )I(s) ds) dt

to

+ E[L)(t, A () AW, + / t L($)E[L)(s,t)A(s)dW, dt

to

- (L(t) [E[L](to,t)vo+ / E[L](s,6)I(s) ds +

to to

t E[L)(s, )A(s)AW, | +1(2)) dt

+ A(t)dW,
= (L()X () + I(t)) dt + A(t)dW,

Hence the theorem is proved. O

B Uniform operator norms

In this section we recall some definitions on the induced savfimatrix. We prove for instance the
result we used thatA|| = ||| A]||«-

Definition B.1. Let A be a matrixV. x N and||-|| a norm onR". The operator norm oft induced
by ||-|| is defined by:
1Al = sup{[[Az]| ; = € RYand ||x|| = 1}

Consider the uniform norm oR” . It is easy to see that the uniform norm.4f= (@ij)i; is:
N
Al = m?XZ |aij]
j=1

Lemma B.1. The uniform norm of a matrixd as an operator on the vectors is equal to the uniform
norm of A as an operator on th¥ x N matrix.

Proof. Let A/ be a matrix such thgtM || = max;; M;; = 1. We have:
N
max(AM);; = m.axz A My
) )
k=1
<maxy k=1V]A4;
< e T = 1V

S m?ij = 1N |A1J|

and this upper bound is reached, hence the operator fjofM|., is equal to the operator norm
Al -
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