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A constructive mean field analysis of multi population neura
networks with random synaptic weights and stochastic inpus

Résune : Nous traitons du probleme de combler le fossée entre diveanx de modélisation neu-
ronale. A la premiere échelle (microscopique), les neasosont considérés individuellement et
leur comportement est décrit par des équations diftegbes stochastiques qui gouvernent les va-
riations temporelles de leur potentiel de membrane. lI$ somplés par des connections synaptiques
qui agissent sur leur activité, qui est une fonction nddine de leur potentiel de membrane. A la
seconde échelle (mésoscopique) les populations de messont décrites individuellement par le
méme type d’équation. Les équations qui décriventtesmortements de champ moyen dynamique
et stationnaire sont considérées comme des équatioctidanelles dans un espace de processus
stochastiques. Ce nouveau point de vue nous permet de tl&mque ces équations ssont bien
posées sur des intervalles de temps finis et de proposampanéthode de point fixe, une méthode
constructive permettant de calculer efficacement leurumsplution. Nous démontrons que cette
méthode converge et caracterisons sa complexité et sard&convergence. Nous donnons aussi
des résultats partiels pour le probleme stationnaireleaiintervalles de temps infinis. Ces résultats
apportent un nouvel éclairage sur les modéles de massesnades tels que celui de Jansen et Rit
(Jansen and Rit, 1995): leur dynamique apparait comme pp@simation grossiére de la dyna-
mique bien plus riche qui émerge de notre analyse. Nos atibak numériques confirme que le
cadre mathématiques que nous proposons et les méthoaesiques qui en découlent fournissent
un outil nouveau et puissant pour I'exploration de compugpts neuronaux a differentes échelles.

Mots-clés : Analyse champs moyen, processus stochastiques, egudiib@rentielles stochas-
tiques, réseaux stochastiques, équations stochasfiguetionnelles, connectivités aléatoires, réseaux
multi populations, modeles de masses neuronales
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1 Introduction

Modeling neural activity at scales integrating the effddhousands of neurons is of central impor-
tance for several reasons. First, most imaging techniguesa able to measure individual neuron
activity (“microscopic” scale), but are instead measuningsoscopic effects resulting from the ac-
tivity of several hundreds to several hundreds of thousaridseurons. Second, anatomical data
recorded in the cortex reveal the existence of structures) as the cortical columns, with a diame-
ter of about0pum to 1mm, containing of the order of one hundred to one hundred thaisaurons
belonging to a few different species. These columns haveifgpéunctions. For example, in the
visual cortex V1, they respond to preferential orientasiofibar-shaped visual stimuli. In this case,
information processing does not occur at the scale of idd&i neurons but rather corresponds to
an activity integrating the collective dynamics of manyeiaicting neurons and resulting in a meso-
scopic signal. The description of this collective dynanmeguires models which are different from
individual neurons models. In particular, if the accuragsctiption of one neuron requires:” pa-
rameters (such as sodium, potassium, calcium conductaneesbrane capacitance, etc...), it is not
necessarily true that an accurate mesoscopic descriptiam assembly ofV neurons required’m
parameters. Indeed, whénis large enough averaging effects appear, and the cokedyimamics is
well described by an effective mean field, summarizing tfiectbf the interactions of a neuron with
the other neurons, and depending on a few effective condén@lrpeters. This vision, inherited from
statistical physics requires that the space scale be la@egh to include a large number of micro-
scopic components (here neurons) and small enough so theddfon considered is homogeneous.
This is in effect the case of cortical columns.

However, obtaining the equations of evolution of the effectean field from microscopic dy-
namics is far from being evident. In simple physical modeis tan be achieved via the law of large
numbers and the central limit theorem, provided that timeetations decrease sufficiently fast.
This type of approach has been generalized to such fieldsamugqu field theory or non equilibrium
statistical mechanics. To the best of our knowledge, tha mfeapplying mean field methods to
neural networks dates back to Amari_(Amari, 1972; Amarileflal7). In his approach, the author
uses an assumption that he called the “local chaos hypethesininiscent of Boltzmann's “molec-
ular chaos hypothesis”, that postulates the vanishing dividual correlations between neurons,
when the numbeV of neurons tends to infinity. Later on, Crisanti, Sompolinskd cowork-
ers [Sompolinsky etlal, 1988) used a dynamic mean field apprwaconjecture the existence of
chaos in an homogeneous neural network with random indepesginaptic weights. This approach
was formerly developed by Sompolinsky and coworkers fangpasses (Crisanti and Sompolinsky,
[1987H bl Somnolinsky and Zippelilis, 1082), where compifects such as aging or coexistence of
a diverging number of metastable states, renders the mddmafialysis delicate in the long time
limit (Houghton et all 1983).

On the opposite, these effects do not appear in the neuradrietonsidered in (Sompolinsky et al,

) because the synaptic weights are indepenmmi) (and especially non symmetric,
in opposition to spin glasses). In this case, the Amari apghi@nd the dynamic mean field approach
lead to the same mean field equations. Later on, the mean fielatiens derived by Sompolin-

sky and Zippelius.(Sompolinsky and Zippelilis, 1982) fomsgiasses were rigorously obtained by
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4 Faugeras Touboul Cessac

Ben Arous and Guionnet (Ben-Arous and Guiohhet, 1095,1168ifonnet| 1997). The application

of their method to a discrete time version of the neural netvemnsidered inl(Sompolinsky et al,

@{B) and inl(Molgedey etlal, 1992) was done by Moynot and ®éides (Moynot and Samuelides

Mean field methods are often used in the neural network cornitgnbat there are only a few
rigorous results using the dynamic mean field method. The mdvantage of dynamic mean field
techniques is that they allow one to consider neural netsvarkere synaptic weights are random
(and independent). The mean field approach allows one te g&ateral and generic results about
the dynamics as a function of the statistical parametergaiing the probability distribution of the
synaptic weights (Samuelides and Celssac,12007). It doemhoprovide the evolution of the mean
activity of the network but, because it is an equation on #ve ¢f the mean field, it also provides
informations on the fluctuations around the mean and theiretaiions. These correlations are
of crucial importance as revealed in the paper by Sompolimsid coworkers, (Sompolinsky et al,

). Indeed, in their work, the analysis of correlatioleves them to discriminate between two
distinct regimes: a dynamics with a stable fixed point and @th dynamics, while the mean is
identically zero in the two regimes.

However, this approach has also several drawbacks exptpimiy it is so seldom used. First,
this method uses a generating function approach that egjhigavy computations and some “art”
for obtaining the mean field equations. Second, it is harcetzegalize to models including several
populations. Their approach consists in considering tiiaaichic mean field equations characterize
in fine a stationary process. It is then natural to search for statipsolutions. This considerably
simplifies the dynamic mean field equations by reducing theemget of differential equations (see
sectiord) but the price to pay is the unavoidable occurrenttee equations of a non free parameter,
the initial condition, that can only be characterized tlylothe investigation of the non stationary
case. Hence it is not clear whether such a stationary saletsts, and, if it is the case, how to
characterize it. To the best of our knowledge, this diffiquestion has only been investigated for
neural networks in one paper by Crisanti and coworkers édtist 21/ 1990).

Different alternative approaches have been used to get a figdéhdescription of a given neural
network and to find its solutions. In the neuroscience conityue static mean field study of multi
population network activity was developed by Trevemy This author did not consider
external inputs but incorporated dynamical synaptic aitsend adaptation effects. His analysis
was completed in_(Abbott and Van Vreeswiik, 1993), wheredbthors considered a unique pop-
ulation of nonlinear oscillators subject to a noisy inputrent. They proved, using a stationary
Fokker-Planck formalism, the stability of an asynchronstage in the network. Later on, Gerstner
in mf@@ built a new approach to characterizertban field dynamics for the Spike Re-
sponse Model, via the introduction of suitable kernels pgaiing the collective activity of a neural
population in time.

Brunel and Hakim considered a network composed of integaatkfire neurons connected with
constant synaptic weights (Brunel and Hakim, 1999). In tieemf sparse connectivity, stationarity,
and considering a regime where individual neurons emitespét low rate, they were able to study
analytically the dynamics of the network and to show thatrteevork exhibited a sharp transition
between a stationary regime and a regime of fast collectedlations weakly synchronized. Their

INRIA
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approach was based on a perturbative analysis of the Fékkack equation. A similar formal-
ism was used in_(Mattia and Del Giudi¢e, 2002) which, when glemented with self-consistency
equations, resulted in the dynamical description of themfiedd equations of the network, and was
extended to a multi population network.

In the present paper, we investigate this question usingwaamel rigorous approach based on
stochastic analysis.

The article is organized as follows. In sectidn 2 we derieaffirst principles the equations relat-
ing the membrane potential of each of a set of neurons asifumattthe external injected current and
noise and of the shapes and intensities of the postsynagBatials in the case where these shapes
depend only on the post-synaptic neuron (the so-calledgetbased model) and in the case where
they depend only on the nature of the presynaptic neuromsgthcalled activity-based model).
Assuming that the shapes of the postsynaptic potential®eatescribed by linear (possibly time-
dependent) differential equations we express the dynashtbe neurons as a set of stochastic differ-
ential equations and give sulfficient conditions for the egj@nce of the voltage- and activity based
descriptions. This allows us to obtain the mean field eqonatiwhen the neurons belong fopop-
ulations whose sizes grow to infinity and the intensitieshef postsynaptic potentials are indepen-
dent Gaussian random variables whose law depend on thegimmsl of the pre- and post-synaptic
neurons and not on the individual neurons themselves. Témsations can be derived in several
ways, either heuristically as in the work of Amari_(Amari, 7t9|Amari et al, 1977), Sompolinsky
%&u&dlﬂd&mﬂmﬂsﬂ Al, 1b88), and Cemmmmssac,

) or rigorously as in the work of Benarous and GuiorlBentArous and Guiondét, 1995, 1997;

t 7). Our purpose in this article is not theirdgion but to prove that they are well-

posed and to provide an algorithm for computing their solutiBefore we do this we provide the
reader with two important examples of such mean field egnatidhe first example is what we call
the simple model, a straightforward generalization of tasecstudied by Amari and Sompolinsky.
The second example is a neuronal assembly model, or neusalmmadel, as introduced by Freeman
5) and examplified in Jansen and Rit's coxtimaimn modell(Jansen andIRit, 1D95).

In sectior B we consider the problem of solutions over a fitiite interval[ty, T']. We prove,
under some mild assumptions, the existence and uniquef@ssalution of the dynamic mean
field equations given an initial condition at tim@ The proof consists in showing that a nonlinear
equation defined on the set of multidimensional Gaussiathararprocesses defined @, 7] has a
fixed point. We extend this proof in sectibih 4 to the case distary solutions over the time interval
[—o0, T'] for the simple model. Both proofs are constructive and ptexn algorithm for computing
numerically the solutions of the mean field equations.

We then study in sectidd 5 the complexity and the convergeateeof this algorithm and put it
to good use: We first compare our numerical results to therétieal results of Sompolinsky and
coworkersl(Crisanti etlal. 1990; Sompolinsky et al. 1988 thén provide an example of numerical
experiments in the case of two populations of neurons wheredle of the mean field fluctuations
is emphasized.

Along the paper we introduce several constants. To helpehear we have collected in talile 1
the most important ones and the place where they are defirtbd text.

RR n° 6454



6 Faugeras Touboul Cessac

2 Mean field equations for multi-populations neural network
models

In this section we introduce the classical neural mass nsoatledl compute the related mean field
equations they satisfy in the limit of an infinite number ofirens

2.1 The general model
2.1.1 General framework

We consider a network composed®fneurons indexed bye {1, ..., N} belonging toP popula-
tionsindexed byv € {1, ..., P} such as those shown in figuile 1. L)€}, be the number of neurons
in populationa. We haveN = 2521 N,. In the following we are interested in the limi — co.
We assume that the proportions of neurons in each populatenon-trivial, i.e. :

Na
lim — =n, € (0,1)YVae {1, ..., P}.

If it were not the case the corresponding population woultlaffect the global behavior of the
system, would not contribute to the mean field equation, autbdoe neglected.

We introduce the functiop : {1, ..., N} — {1, ..., P} such thatp(i) is the index of the
population which the neurainbelongs to.

The following derivation is built after Ermentrout’s rewm&&. We consider that
each neuron is described by its membrane potentiait) or by its instantaneous firing rate(¢),
the relation between the two quantities being of the forft) = S;(Vi(¢)) (Dayanand Abhdtt,
12001 ; Gerstner and Kistler, 2002), whefgis sigmoidal.

A single action potential from neurghis seen as a post-synaptic potentte P;; (¢ — s) by neuron
1, wheres is the time of the spike hitting the synapse drttle time after the spike. We neglect the
delays due to the distance travelled down the axon by thespik

Assuming that the post-synaptic potentials sum lineauly,average membrane potential of neu-
roni is

Vi(t) = > _ PSPy(t —ti),
J.k
where the sum is taken over the arrival times of the spikedywwed by the neurons The number
of spikes arriving betweehandt + dt is v;(t)dt. Therefore we have

t t
) =3 [ PSPyt smeds =3 [ PSPyt 9)S;(0i(s) ds
jovT g7
or, equivalently
to

vit) = S (Z / PSP;j(t — s)v;(s) ds) . 1)

INRIA
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The PSP;;s can depend on several variables in order to account farinstfor adaptation or learn-
ing.

The voltage-based model
The assumption, made iMeIEbM), is that the pas#stic potential has the same shape no
matter which presynaptic population caused it, the signaanglitude may vary though. This leads
to the relation

PSPU (t) = Jiljgi(t)-
g; represents the unweighted shape (called a g-shape) of gtgypaptic potentials and}; is the
strength of the postsynaptic potentials elicited by neyron neuroni. Thus we have

t
Vi(t) = / gi(t —s) ZJ”VJ ds.

to

So far we have only considered the synaptic inputs to theamsurWe also assume that neurion
receives an external current densityt) and some noise;(t) so that

Vi(t) = / gi(t —s) Z Jijvi(s (s) +mni(s) | ds. 2

to

We assume that the external current and the g-shapes satistyl,, iy, i = 9pi), Si = Sp(i)>
i.e. they only depend upon the neuron population. The noisgefris described later. Finally we
assume thaj; = g, (Wherea = p(7)) is the Green function of a linear differential equation ader
k,i.e. satisfies

d ga
= 3
Za (1) =0(t). )
We assume that the function (¢) are continuous fot = 0,--- ,k anda = 1,---, P. We also
assumez’“(t)>c>0forallteIR a=1,---,P.
Known examples of g-shapes, see sed‘ﬂg_alz 2.3 belowaagtye Ke 7Y (t) (k = 1 yai(t) =
7o a0(t) = 5= )0r ga(t) = Kte /7Y (t) (k = 2,a2(t) = 4, a1(t) = #5,a0(t) = #5), where

Y is the Heaviside function.
We noteD” the corresponding differential operatdd’ g, = §, andD%; the N-dimensional
differential operator containingy,, copies ofD*, o = 1,--- , P. We write [2) in vector form

VWV = 3™ diag(g,) * SN (V) + diag(ga) * I + diag(ga) * n),

wherediag (g, ) is the N-dimensional diagonal matrix containiig, copies ofg,, a = 1,--- | P
andx indicates the convolution operatai™) is the mappindR ¥ — R such thats(™) (V(M)), =
Sp(i) (VZ(N)). We apply the operatdd¥; to both sides to obtain

DV = 3 L g (v L 1Ny (), (4)

RR n° 6454



8 Faugeras Touboul Cessac

which is a stochastic differential equation

A K1y (N) | 3(0V) L (M) (V) | (V) ()
e :(—DN V) 4 gV g (v 4 )dt+dnt :
whereD% ! is obtained from theP differential operators of order — 1 DE~1 = ;:02 Z%Eg j—;

The activity-based model If we make the assumption that the shape of a PSP dependsrotiig o
nature of the presynaptic cell, that is
PSPy = Jijg;,

and define the activity as

Aj(t) = / 05t — )v;(s) ds,

multiplying both sides of equatioll(1) ly (¢ — s) and integrating with respect tg we obtain
t
Ai(t) = / gi(t — S)SZ Z JijA; (S) + Ii(s) + nz(s) ds,
o 7
where we have added an external current and a noiggi)lf= «, this yields
J

and in terms of theV-dimensional vectoA (V)

D5 AW) :S(N)(J(N)A(N)+IE4N) _|_nE4N))' (5)

Equivalence of the two models As a matter of fact these two equations are equivalent peavid

thatJ(™) is invertibld]. Indeed, let us use the change of variaglé”) = I AM) 1 1(¥) 4 n (V)

We have, becauskE”) is not a function of time,
D5V = gDk AN 1 Dl]cvlqu) + D?\/HEL;N)-
ReplacingD%, V(™) by this value in[[#) we obtain

JMDEAM 4 DEIY) + DAY =
IO L ) () AN g |y () g (),

INote that in the cases we treat in this paper, the matriX) is always almost surely invertible since it has non-degateer
Gaussian coefficients, and hence the equivalence in lavaimidlys be valid

INRIA
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Assuming that the matrif("Y) is invertible yields

D AN =
S(N)(J(N)A(N) _|_IS4N) +nS4N)) + (J(N))fl (Ig/N) _ DIJCVISLxN) +n§/N) _ D]]cvnEL;N)) .

Given the currenI§,N ) (respectively the noisaE,N )), we can choose the currehfﬁV ) (respec-

tively the noisenfL,N)) solution of the linear differential equatioB’]i,IfL,N) = I§,N) (respectively
Dﬁvni‘N) = nﬁ,N)). Using the Green functiong,, o = 1,---, P this is equivalent tde‘N) =
diag(gea) * I§/N ) (respectivelmgN ) = diag(gea) * ni,N )).
The dynamics We introduce thé: — 1 N-dimensional vectory (1) = [\ ... V)T 1 =
1,---,k — 1 of theith-order derivative oV (V) (¢), and theN k-dimensional vector
VM (t)
_ v) (1)@
V(1) = :
V) (=) (p)

The N-neurons network is described by th&-dimensional vectoV ¥) (¢). We consider the
direct sumRN* = FO ¢ ... @ E+-1 where eactE” = RN, 1 =0,---,k — 1 and introduce
the following notation: ifx is a vector ofRN*, x; is its component ilE®, [ = 0,--- .k — 1, an
N-dimensional vector. In particular we ha¥& ™ (1) = VM O (¢) for 1 = 0,--- , k — 1 with the
convention thatv (") (0 = v(V), _

We now write the equations governing the time variation @ffinst & — 1 vectors of V(V) (¢),

i.e. the derivatives of order 0, .k.— 2 of V(¥ (). These equation in effect determine the noise
model. We write

V@) =V @y di + AN awW™ 10, k2, ©)

whereAl(N) istheN x N diagonal matrixdiag(s’,), wheres! , a = 1,--- | P is repeatedV,, times,
andWﬁN) an N-dimensional standard Brownian process.

The equation governing th@g — 1)th differential of the membrane potential has a linear part
determined by the differential operaf*—' and must account for the external inputs (deterministic
and stochastic) and the activity of the neighbors, Eke (&gpihg the same notations as before for
the inputs and denoting b§"") the N x Nk matrix describing the action of the neurons membrane
potentials and their derivatives on ttie— 1)th derivative ofV, we have:

aViy (1) = (M) - VO (@) + (@D - SV @) + 1V (1) ) at

+ AN () - aw ™M, (@)

RR n° 6454
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where
£™ = [ diag(ad(t)) diag(af ' () ]
We define
0 Idy 0
L) () = 0 0 0 ’
: : Idy
diag(aq (t)) diag(ag(t)) -~ diag(af™'(t))

whereldy is the N x N identity matrix. We also denote by:

0 0
U = 0 andi!") =
0
3O 5O (Vi (1)) ()

The full equation satisfied by ") can be written:
VN (1) = (L<N>(t)\7<N> (t) + U +T§N)) dt + AN (t) . aw™), (8)

where thekN' x kN matrix A (¢) is equal todiag(AY, -+, ALY,

Note that thekth-order differential equation describing the time vaaatof the membrane po-
tential of each neuron contains a noise term which is a limeanbination of various integrated
Brownian processes (up to the order 1) as shown in the following formula which is derived from

@) and [T).
av ™ (1) (Z L™V (¢ ) di-+

k—1—2
(ZLN) (Z// / A§+gshdwshd5h ~-~dso>>dt+

AN (#)aw,.

Comparing with equatiorl]4) we see that the nai&) dt is a weighted sum of Brownian and
integrated Brownian processes.

2.2 The Mean Field equations
2.2.1 General derivation of the mean field equation

The connectivity weight/;; are modeled as independent Gaussian random variables.dl$tebu-
tion depends only on the population pair= p(i), 5 = p(j), and on the total number of neurons
Nz of populationg:

INRIA
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Jap  Oap
Jii N( N5’ \/Ng )

We are interested in the limit law wheN — oo of the vectorV(") under the joint law of
the connectivities and the Brownian motions, which we da#l imean field limit. This law can
be described by a set @ equations, the mean field equations. As mentioned in thedottion
these equations can be derived in several ways, eitherstieatly as in the work of Amar@ri
[1972;| Amari et all 1977), Sompolinsky (Crisanti etial, 1986mpolinsky et Al, 1988), and Cessac
(Cessad, 1995 Samuelides and Cédsac) 2007), or rigomaiaithe work of Benarous and Guion-
net (Ben-Arous and Guionnet, 1995, 1997; Guian 997.détive them here in a pedestrian
way, prove that they are well-posed, and provide an algoriitr computing their solution.

The effective description of the network population by plagion is possible because the neurons
in each population are interchangeable, i.e. have the sesbalpility distribution under the joint law
of the multidimensional Brownian motion and the connetfiweights. This is the case because of
the form of equation{8).

The Mean Field equations We noteC([to, T],RY) (respectivelyC((—oo, T],RY)) the set of
continuous functions from the real interviagh, T'] (respectively(—oco, T]) to R¥. By assigning a
probability to subsets of such functions, a continuougsstic procesX defines a positive measure
of unit mass or”([to, 7], R¥) (respectivelyC'((—oo, T, RF)). This set of positive measures of unit
mass is notedM (C([to, T],RT)) (respectivelyM | (C((—oc, T], RF)).

We now define a process of particular importance for desugilhe limit process: the effective
interaction process.

Definition 2.1 (Effective Interaction Process).et X € M (C([to, T], RY)) (resp. M7 (C((—o0, T],RT))

be a given stochastic process. The effective interactiomitethe Gaussian procetg* € M (C([to, T], RF*F)),
(resp. M7 (C((—o0, T], RF*F)) statistically independent of the external noi3¥, ), and of the

initial condition X;, (whent, > —o0), defined by:

E[U25(1)] = Jagm;(t) where mX,(t) ' ElSas(Xa(t)));

Cov(U5(1), UZs(s)) = 02 3425(t, s) where ©)
ANyt >dﬁfE[saﬁ<Xﬁ< )Sas(Xs(s))|;
Cov(Us(t),Uss(s)) = 0if a # v or 3 # 6.
ChooseP neuronsy, . ..,ip, One in each population (neur@p belongs to the populatiodn).
Then it can be shown, using either a heuristic argument geldeviations techniques (see appendix

B), that the sequence of process{éé Nt [f/i(lN) (t),... V(N)(t)]tT>to)N> converges in law
= >1

» Vip

to the proces¥ (&) = [Vi(t), ..., Vp(t)]tTZt solution of the following mean field equation:

AV (t) = (L(t)V(t) +OY +’i(t)) dt + A(t) - AWy, (10)
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12 Faugeras Touboul Cessac

whereV is ak P-dimensional vector containing tif&-dimensional vectoV and itsk—1 derivatives,
andL is the Pk x Pk matrix

Opxp Idp -+ Opxp
L(t) = OP.><P OP.><P Opxp 7
: : Idp
Lo(t) Li(t) -+ Lg_1(t)

whereldp is the P x P identity matrix and) px p the null P x P matrix. (W;) is ak P-dimensional
standard Brownian process and:

Op Op
Uy = : It)=| ° A(t) = diag(Ao(t), -, Ap_1(t)).
Op Op
uy -1 1(t)
The matriced.g, - - - , Ly (respectivelyAy, - - - , Ax_1) are obtained by selecting the sameows
and P columns of the matriceEgN), e ,L,(ﬁ)l (respectiverAéN), e 7A,(ff)1) corresponding to

P neurons in different population&JY ) is the effective interaction process associated Wittand
I(-) is the P-dimensional external current.

To proceed further we formally integrate the equation ushregflow, or resolvent, of the equa-
tion, noted® (¢, t) (see appendixIB), and we obtain, since we assulnedntinuous, an implicit
representation ov:

V(1) = &, t0)V(to) + / t DLt s)- (6;’ +i(s)) ds

to

t
+/ D (t,s)  A(s)dW,  (11)
to

We now introduce for future reference a simpler model whihyuite frequently used in the
description on neural networks.

2.2.2 Example: The Simple Model

In the Simple Model, each neuron membrane potential deeseagonentially to its rest value if it
receives no input, with a time constamt depending only on the population. The noise is modeled
by an independent Brownian process per neuron whose sthdéeiation is the same for all neurons
belonging to a given population.

Hence the dynamics of a given neurdinom population of the network reads:
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Mean field analysis of multipopulation NN 13

V(N) P Np

+ ZZJUSW M (1)) +Ia(t)} dt

B=1j=1

av () = | -

+ SadW(l) (t) (12)

This is a special case of equatidn](10) whére- 1 andL = —diag(<, -, =), ®L(t,t0) =

diag(e~(t—t0)/m ... e=(t=to)/7r) "and A = diag(si, - ,sp). The corresponding mean field
equation reads:

AV (t) = ( Z )dt—i—sadW (1), Yae{l,...,P},  (13)

where the process¢l/, (t)):>o are independent standard Brownian motidd¥,(¢) = (UC‘{B(t); a,fB €
{1, ..., P}); is the effective interaction term.

This equation can be integrated implicitly and we obtainftilewing integral representation of
the procesd, (t):

t P
Va(t):e’(t’t“)/TﬂVa(to)+/ —(t= S/TQ(Z () ds

to

—i—sa/ e—<f—8>/TadWa(s)) (14)

to

wherety is the initial time. It is an implicit equation on the prob#dyidistribution of V(¢), a special

case of[(TI1).

2.2.3 The Jansen and Rit's model

One of the motivations of this study is to characterize tlodbgl behavior of an assembly of neurons
in particular to get a better understanding of non-invasivgical signals like EEG or MEG. One
of the classical models of neural masses is Jansen and Rigs model.(Jansen and Rit, 1995), in
short the JR model (see figute 1).

The model features a population of pyramidal neurons (eéptrt of figurddl.a.) that receives
excitatory and inhibitory feedback from local inter-nens@nd an excitatory input from neighboring
cortical units and sub-cortical structures such as thathak. The excitatory input is represented by
an arbitrary average firing raget) that can be stochastic (accounting for a non specific backgto
activity) or deterministic, accounting for some specifitidty in other cortical units. The transfer
functionsh. andh; of figure[d convert the average firing rate describing the iripwa population
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14 Faugeras Touboul Cessac

b.
Apy'r'
excitator inhibi @E he(t) ']PD
interneurohs
(C1) (C3)
S
S S
main ,,; -
populatio he(t) (Czl\ (—C4) hi(t)
Tep ) -’113\
AEwC he(t) Arnn
external input I

(o)

Figure 1: a. Neural mass model: a population of pyramidd$deteracts with two populations of
inter-neurons: an excitatory one and an inhibitory one. lncBrepresentation of the model. The
h boxes account for the synaptic integration between nelipmyulations. S boxes simulate cell
bodies of neurons by transforming the membrane potentialpafpulation into an output firing rate.
The coefficient/, s is the random synaptic efficiency of populatiGnon populatione (P is the
pyramidal populationE the excitatory and the inhibitory ones), and the constaf¢$) model the
mean strength of the synaptic connections between poposa(it is the mean of thés).

into an average excitatory or inhibitory post-synapticgumial (EPSP or IPSP). They correspond to
the synaptic integration.

In the model introduced originally by Jansen and Rit, thenemtivity weights were assumed to
be constant, equal to their mean value (it is the constants= 1...4 in figure[1). Nevertheless,
there exists a variability on these coefficients, and as wkesee in the sequel, the effect of the
connectivity variability impacts the solution at the lew#lthe neural mass. Statistical properties
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Mean field analysis of multipopulation NN 15

of the connectivities have been studied in details for imstain (Braitenberg and Schiliz, 1998). In
our model we consider these connectivities as independamgstan random variables of mean and
standard deviation equal to the ones found.in (BraitenbedgSthiiz, 1998).

We now use diagrafd 1 to derive the membrane potential expressiVe consider a network of
N neurons belonging to the three populations described. \WetddyP (respFE, I) the pyramidal
(respectively excitatory, inhibitory) populations. Weodse in populatiorP (respectively popula-
tions F, I) a particular pyramidal neuron (respectively excitatampibitory interneuron) indexed
by iy, (respectivelyic,., iimn ). The equations of their activity variable read:

AN = hex S(Y 0 T AY +hewp()+ > JiAY)
j Exc j Inh

AN =hex SO T AY)
Jj Pyr

AN = hix SO T AY)
Jj Pyr

This is therefore an activity-based model. As stated befioris equivalent via a change of
variable to a voltage-based model, with the same conngctivaitrix, the same intrinsic dynamics,
and modified inputs (see section211.1).

In the mean field limit, denoting byip (respectivelyAg, A;) the activity of the pyramidal
neurons (resp excitatory, inhibitory interneurons), weaaithe following activity equations:

Ap =hexS({Upg + he*xp+Upr)
Ap  =hex S(Ugp) (15)
A] = he * S(U]p)

whereU = (Uj;); je(r,p,1} IS the effective interaction process associated with theblem, i.e. a
Gaussian process of means:

E[UEP] —jEpE[AE]

E[U]p] —j]pE[A[]

E[Up]] —JPIE[AP]
[

and whose covariance matrix can be deduced fldm (9). Thag®lbased model can be deduced
from this activity-based description using a simple chamigeriable as stated previously. Note that
the change of variable is possible since the activity curfganis equal toh. * p and, as shown in
sectiofZ T/ 4 is smooth enough so that we can apply to it the suitable diffgal operatorp is
the corresponding voltage curreRt.

Let us now instantiate the synaptic dynamics and companmméa field equation with Jansen’s
population equations (sometimes improperly called alsamfield equations).
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16 Faugeras Touboul Cessac

The simplest model of synaptic integration is a first-oraéegration, which yields exponential
post-synaptic potentials:

— Bt >

h(t) _ { ae t>0

0 t<O0

that satisfies the following differential equations
h(t) = —Bh(t) + ad(),

In these equations is the time constant of the synaptic integration arttie synaptic efficiency.
The coefficients named and g are the same for the pyramidal and the excitatory populatod
different from the ones of the inhibitory synapse. In thegmgidal or excitatory (respectively the
inhibitory) case we have. = A, 5 = a (respectivelya = B, 8 = b). Eventually, the sigmoid
functions are the same whatever the populations, and is giye

Vmax
S('U) g 41 T eT(UO*'U) )

Vmax 1S the maximum firing rate, and, is a voltage reference.
With this synaptic dynamics we obtain the first-order JaressahRit's equation:

e (1) = —aAp(t)+ AS(Upp + Upr + he  p(t))
Az (1) = —a Ap(t) + AS(Usp) ' 4o
1ty =-bA(t)+BS(Urp)

while the “original” Jansen and Rit's equation (Grimbertidfaugeras, 2005; Jansen and Rit, 1995)

reads:

L (t) = —aAp(t) + AS(Cy Ap(t) — Cs Ar(t) + he * p(t))
e (p) = —aAp(t) + AS(Cy Ap(t) _ an
AL () = —bA;(t) + B S(Cs Ap(t))

Hence the original JR equation amounts to computing theatapen of the activity in each
population and to assume that

E[S(Upg+Upr+hexp(t)] =SE[Uprg+Upr+ he xp)),

which is a quite sharp assumption given that the sigmoidadtian is nonlinear.
A higher order model was introduced to better account forsghreaptic integration and to better
reproduce the characteristics of real EPSPs and IPSPs Botserdam and colleagues (van Rotterdam| et al,
). In this model the PSP satisfies a second order difiateguation:

afte Bt >0
h(t):{ 0 t<0
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Mean field analysis of multipopulation NN 17

solution of the differential equatioi(t) = «34(t) — 28y(t) — B2y(t). With this type of synaptic
integration, we obtain the following mean field equations:

dzjff (t) =AaS(Upg + Upr+ he xp(t)) — 20/%(t) —a?Ap(t)
C88(t) = AaS(Ugp) — 2052 (t) — a®Ap(t) (18)

CAL(L) = BbS(Urp) — 20942 (1) — b2 A (1)

while the original system satisfies the equations:

d

AP (1) = AaS(CoAp(t) — CaAr(t) + he * p(t)) — 20342 (1) — aAp (1)
AR (1) = AaS(CLAp(t)) — 2082 (1) — a®Ap(t) (19)

CAL(f) = BbCyS(CsAp(t)) — 26LAL (1) — b2 A (1)

A
12

Here again, going from the mean field equatidnd (18) to theatenass model{19) consists in
studying the equation of the mean of the process givelBiyad@ommuting the sigmoidal function
with the expectation.

Note that the introduction of higher order synaptic intéignas results in richer behaviors. For
instance, Grimbert and Faugeras (Grimbert and Fauderf§) 2howed that some bifurcations can
appear in the second-order JR model giving rise to epildigooscillations and alpha activity, that
do not appear in the first order model.

3 Existence and uniqueness of solutions in finite time

The mean field equatiof{JL1) is an implicit equation of thelséstic procesgV (t));>¢,. We prove
in this section that under some mild assumptions this int@iguation has a unique solution. This
solution is a fixed pointin the se¢t{ (C([to, T], R*")) of k P-dimensional processes. We construct
a sequence of processes and prove that it converges irbdigtn toward this fixed point.

We denote byX the set of random variables (r.v.) with valuesiR¥”. We first recall some
results on the convergence of random variables and staclpastesses.

3.1 Convergence of Gaussian processes

We recall the following result fronl_(Bogachév, 1998).

Theorem 3.1.Let{X,,}>° ; be a sequence &P-dimensional Gaussian processes definefi@r’]
or on an unbounded interval @&#. The sequence converges to a Gaussian pro&egand only if
the following three conditions are satisfied:

» The sequencgX,, }22 ; is uniformly tight.

* The sequence,,(t) of the mean functions converges for the uniform norm.

2|n (Bogachév[ 1998, Chapter 3.8), the property is statechewer the mean and covariance are defined on a separable
Hilbert space.
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18 Faugeras Touboul Cessac

» The sequenc€,, of the covariance operators converges for the uniform norm.

We now define such a sequence of Gaussian processes.
Let us fix Zy, ak P-dimensional Gaussian random variable, independent d3tbenian.

Definition 3.1. Let X an element of\t; (C([to, T], R¥T)). Let F}, be the function such that

Fo(X), = @L(t,to)-Zo—l-/ D (t,s) - (UX +1(s)) ds

to

+ /t D (t,s) - A(s)dW

to
whereUX andI(s) are defined in sectidd 2.

Note that, by definition, the random procé$% (X))c(,,77, k > 1 is the sum of a deterministic
function (defined by the external current) and three inddpathrandom processes defined by the
initial condition, the interaction between neurons, arelekternal noise.

Let X be a given stochastic process.bf} (C([ty, T], R*")) such thatX;, = Z,. We define the
sequence of processgX . }2° , € M (C([to, T], R*T) by:

Xo =X
20
{Xn+1 = F.(X,) = F” (Xo). (20)

In the remaining of this section we show that the sequenceaﬁqsseqFé")(X)};?zo converges
in distribution toward the unique fixed-poilit of Fj.

3.2 Existence and uniqueness of solution for the mean field egtions

The following upper and lower bounds are used in the sequel.

Lemma 3.2. We consider the Gaussian procé®;* - 1);).cs, ). U~ is defined i ZlL and is
the P-dimensional vector with all coordinates equal to 1. We have

B [UX 1], < p = max " gl [Saplloc (21)
B

forall ty <t < T. The maximum eigenvalue of its covariance matrix is upperioed byo2,, def

maxe Y5004 [ SasllZ Where[|Sas|o is the supremum of the absolute valueSaf;.

Proof. The proof is straightforward from definitidn3.1. We also@ot,;, dof ming, g o2 . O
The proof of existence and uniqueness of solution, and ofdneergence of the sequenEel(20)

is in two main steps. We first prove that the sequence of GammbcesseﬁF,E")(X) g k>1

is uniformly tight by proving that Kolmogorov's criteriorof tightness holds. This takes care of

condition 1) in theorefi 3l 1. We next prove that the sequeoicé® mean functions and covariance

operators are Cauchy sequences for the uniform norms gakire of conditions 2) and 3).
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Mean field analysis of multipopulation NN 19

Theorem 3.3. The sequence of process{e@,in)()()}00 , k > 1is uniformly tight.

n=0

Proof. We use Kolmogorov’s criterion for tightness and do the prioofk = 1, the case: > 1is
similar. If we assume that > 1 ands < ¢t we have

F{V(X), — F{V(X)s = (@1t o) — PL(5,10)) Xe,
s (n—1) t (n—1)
+/ (BL(t,s) — Id)® (s, u)UL (X)-ldu—i—/ ot UL Y 1du

to

+ /S(Q)L(t, s) — Id)®r (s, u)A(u) dW,, + /t Or(t,u)A(u) AW,

+/S(<I)L(t, s) — Id)®r(s,u)I(u) du—i—/ O (t,u)I(u) du

t() S

and therefore (Cauchy-Schwarz and Jensen’s inequalities)

1 n n
IF™ (X0 = F{V (X0 < 1Bt t0) = (s, 0)|]| X, |

S (n—1)
(s~ to) | @p(t,s) — 1d|? / J@p (s, wlPIUE 0 12 gy
to

t (n—1)
=) [ IeuwPIol O

2
+

t 2

+ Dy (t,u)A(u) dW,,

/ Dp(s,u)(Pr(t,s) — Id)A(u) dW,,
to
+ (s —t0)?[|®L(t,s) — Id|* [0 sup [ r(s, )l

u€E[to,s]
+(t —s)*I%,, sup ||[®r(t,u)|>

max
u€(s,t]

S

Becausd|®, (¢, to) — Pr(s, to)| < |t — s|||L|| we see that all terms in the righthand side of the
inequality but the two involving the Brownian motion are b&torder of(t — s)2. We raise again
both sides to the second power, use the Cauchy-Schwarzdhitgqgagain, and take the expected
value:
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1 n n
SE (|7 (0 = B (), ] < I22(6 1) - <1>L<s,to>||4E 1%z, 1]
4 4 "TY(X) 4
+ (s —to)3||®L(t,s) — Id|| HfIJL s,u)||*E | ||U 1% du

(- s)? / 12t )|'E [HUU ') 1|4} du

+E ’/S O (s,u)(Pr(t,s) — Id)A(u) dW,, 41
tot )
+E ’/S Dy (t, u)A(u) dW,, ] (22)
+ (s —to)* | @L(t,s) — Id]|* s 192 (s, )| Ipax
+(t = 8) ax sup | 2L (t )| 7

u€E[s,t]

(n—1)
Remember that,,* %) 1 is aP-dimensional diagonal Gaussian process, ndfgdthere-

fore:
E [|IY.]] ZE + > E[YZW]E[YZ@w)].

arFas

The second order moments are upperbounded by some regnddioiu of . and o, (defined in
lemmd3:P) and, because of the properties of Gaussian atsegp are the fourth order moments.

4

Let us now evaluatg& {H[: A(u) u } for someP x P matrix A. We have
4 2\ 2
2

P P b ) P b

=E[(> D / Agj(u)dWi (Z / Aik(u)dwjj>
i=1 \j=17% k=179
b

/Allh le/ Ailkl(u)dWJfI/ Alz]z WJ2/ A12k2 W52‘|

E

/ab A(u)dW, /ab A(u) dW,

1,12, Jl J2,k1, ke
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Because of the properties of the Brownian process, the dast is the sum of three types of
terms:

o[ o) ([ ) )

01,02

b 4 1/2 b 4 1/2
> E </ Ailj(u)dW£>] E </ Am(u)dWJ)] :
and
b 2 b 2
Z " </ A“Jl(u)dwdl> </ A12J2(u)dW1i2> =
i1,i2,51#j2 a a
b 2 b 27
> sf([ e )| [ amane) ]
i1,i2,J1 72 a a ]
and

b b b b
> E /Ailjl(u)dWJI/ Aizjl(u)dWJI/ Anp(u)dwf/ Ay (w) AW | =

i1,i2,517j2 i

b b
/ Ay, () AW / Ay, () AW

b b
/ Ay () V52 / Ay () W2 ||

E E

. 1/2
Because of the properties of the stochastic integ"falﬁlilj (u) dWi = N(0, (fj A7 5(u) du) )
hence, because of the properties of the Gaussian integrals

E {(/leilj(u)de>4] =k (/:Aflj(u)du>2,

for some positive constait Moreover
b 1\ 2 b
E ( / Ail.jl<u>dwgl> - [ 2, wau

b b b
/ Ailjl (u) dWJI / Aizjl (u) deil] = / Ailjl (U)Aizjl (u) du.

and
E
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This shows that the two tern&“

4] andE [H [P0, (t u)Au) AW,

]

ftz(q)L(t, s) —Id)Pp(s,u)A(u) dW,,
in @32) are of the order oft — s)!* wherea > 1. Therefore we have
(n) _ (n) 4 _ o|1+a
E|F (X)) = Fy7 (X)) < Cle =7, a>1

forall s, tin [tg, T], whereC'is a constant independentiofs. According to Kolmogorov criterion
for tightness, the sequence of proces%e‘é") (X)} . is uniformly tight.
The proof forFy, k > 1is similar. " O

Let us noteu™(t) (respectivelyC™ (¢, s)) the mean (respectively the covariance matrix) function of
X, = Fx(Xn-1), n > 1. We have:

tAs
C"F(t,8) = Bp(t, tg) S Dy (s,t0)T + / Op(t, u)A(u)A(u)T ®p(s,u)” dut
¢

t s
/ / Oy (t,u)cov (Uf”,UUX”) Oy (s,v) dudv (23)
to v to

t

Note that thek P x kP covariance matrixov (ﬁuX" , ﬁi‘") has only one nonzerB x P block:

cov (ﬁuX",ﬁvX") = cov (UUX" -1, U 1),
kk

We have

cov (Uff” -1,Uf“ . 1) = diag (Z UiﬁE [Sag(Xng(u))Sag(Xnﬁ(v))]) ,
B

and

E [Sap(Xn (1)) Sap(Xn(v))] =
/ Sap ( \/Cgﬁ(% u)C(v,v) — O (u,0)? Coplu.v
R2

T )
T+ Y+ pg(v)
Chplu,u) Chplu, u)y 1o

Sas (uy/Clalu,w) + () Do Dy, (24)

where
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Similarly we have

p(t) = Pr(t, to)pu? + /t B (t,u) (IE [ﬁfﬂ} +i(u)) du =

to
B (t, to)u?o+
T

t

®p(t,u) | |05, --- 0%, Ja / Sap (24/C%5(u,u) + pjh(u) +1I(u) | Dxdu
/t0 P P ; BR ﬁ( 88 Ié] ) o
We require the following four lemmas.

Lemma 3.4. Foralla = 1,---, P andn > 1 the quantityC"_ (s, s)C", (t,t) — C", (t,5)? is
lowerbounded by the positive symmetric function:

O(s,t) = [t — s|A2, AT AL

min“‘min “‘min»
where i, is the smallest singular value of the positive symmetriadefimatrix®y, (¢, to )@ (t, to)”
fort e [to, T, /\EHZIT is the smallest eigenvalue of the positive symmetric defio@ivariance matrix
¥%0, and\L, is the smallest singular value of the matixu) for u € [to, T).
Proof. We use equatiof . {23) which we rewrite as follows, using tlwigmroperty of the resolvent
by

C"TY(t, s) = ®p(t,to) (EZO + /MS D (to, ) A(w)A(w) T L (to, u)T du+

to
t s . .
/ / D (tg, u)cov (Uf",UUX") 1 (to,v)T du dv) ®y(to,s)T.
to Jto

We now assume < ¢ and introduce the following notations, dropping the indefor simplicity:
A(s) = X%+ [0 @p(to, u)A(u)A(u)T @ (to, u)” du
B(s,t) f; @1 (to, u) A(u)A(u)T @1 (to,u) du
a(t,s) = f:o ftz D (tg, u)cov (ﬁf”,ﬁf”) 1 (to,v)T dudv

Lete,, « = 1,--- kP, be the unit vector of the canonical basis whose coordirateall equal to
0 except thexth one which is equal to 1. We notg, (t) the vectord (¢,ty)  e,. We have

Coa(t,s) = Eo )T (A(s) +alt,s)) Ea(s)
Coa(s,s) Eo(s)T(A(s) + a(s, s))Ea(s)
Caa(t;) Eo ()T (A(s) + B(s,t) + a(t, t))Ea(t).

Note that the last expression does not depengl smceA(s) + B(s,t) = A(t), which is consistent
with the first equality. The reason why we introducia this expression is to simplify the following
calculations.

~

— N —
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The expressiol, (s, 8)Caa(t, 1) — Caal(t, s)? is the sum of four sub-expressions:

e1(5,1) = (Ea(3)TA(8)Ea(5)) (Ea(t)TA(5)Ea(t)) — (Ea(t)TA(s)Ea(s))”,
which is greater than or equal to 0 because) is a covariance matrix,
ea(s,t) = (Ea(s)a(s, $)Ea(s)) (Ea(t)Talt,t)Ea(t)) — (Ea(t)"alt, S)Ea(s))Q,
which is also greater than or equal to 0 becauges) is a covariance matrix function,
es(s,t) = (Ea( (s)) (Bal ) Eq(t)) +

a(t, 1) Eo (1)
( <t>TA<s> ()) Ea(s)" als, ) Ea(s)) -
2 (Ea(t)TA()Ea(5)) (Ea(t) alt, ) Ea(s)

Becauseu(t, s) is a covariance matrix function we have
Eo(t)Ta(t,t)Eqy(t) + Eo(s) a(s, s)Ea(s) — 2E4(t) T a(t, s)Eq(s) > 0,

and, as seen abowg,(s,t) > 0. Because; (s,t) > 0 we also have

— \JEa()TA() Ea(5)) Ba(t)T A() Ea(t) < Ea(t)" A(s) Ea(s) <

V Ea(s)T A() Ba ()] Fa(t)7 A(s) Ba 1),

and, as it can be readily verified, this impliegs, t) > 0.
Therefore we can lowerbour@,,, (s, s)Coa(t,t) — Cua(t, s)? by the fourth subexpression:

Coa(5,8)Cua(t,t) — Canlt,s)* > (EQ(S)TA(S)EQ(S)) (Ea(t)TB(s,t)Ea (t)) +
(Ea(s)"a(s,s)Ea(s)) (Ea(t)" B(s,t)Eqa(t)) >
(Ea(s)"A(s)Ea(s)) (Ea(t)" B(s,t)Ea(t))

sinceB(s, t) anda(s, s) are covariance matrixes. We next have

$)T A(s als el S, S, Tea
Ea(s)TA(s)Ea(s)ZEaéa)(sé(Efs)() a P t(;)Tq)L( fo) ;

aeﬂf

by definition of £, (s). Therefore

Ea(S)TA(S) ( )> A (S)A¢L(S to)®r (s, t[)) > AE 0A

min min min mins

where)\’, is the smallest eigenvalue of the symmetric positive mattiSimilarly we have

min

B, ))\min'

min

Eo(t)' B(s,t)Eo(t) > X
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Let us writel'(u) = A(u)A(u)”. We have

B(s,t) /t aT @ (to, )T (w) Py (to, u)"a

min

= min
llz|l<1

min /t 2T ®p (to, )T (u)®r (to, u)Tx 27 @ (tg, u)®r(to, u)x
lz]|<1 ./

du =

Ty

du >
2T ®p (to, )Py (to, u)x 2Tz “=
/lt min 2T ®p (to, u)(u)®@r (to, u) Tz 27 @ (tg, u)®r (to, u)x du >
s lzli<t T @ (to, u)Pr(to, u)x Ty
(t — 8) Amin AL ;...
Combining these results we have
Caa(s,8)Caa(tt) — Caalt, 5)2 > [t - S|/\12nin)\§1izr[1) /\Elin
O

Lemma 3.5. Forallt € [tp,T]alla=1,--- , P,andn > 1, we have
cn L (t,t) > ko > 0.

Proof. C7, (t,t) is larger than(®, (t,0) 220 @1, (t,9)T) we Which is larger than the smallest eigen-
value of the matrix, (t, o) X% @1 (t,to)?. This smallest eigenvalue is equal to
2T ®p(t,t0) X% ®(t,t0)
e xTx -
‘o .I'T(I)L(t, to)EZO(I)L(t, to)TSC ,TT(I)L(t, to)q)L(t, to)TSC >
T .I'T(I)L(t, to)q)L(t, to)T,T Ty -
2T ®p(t,tg) 220 @ (t,t0) e . 2T ®p(t,to)Pr(t,to)
x ,TT(I)L(t, to)q)L(t, to)TSC IIlIlIl .”L'TSC '

In the last expression the first term is larger than the sruadiigenvalue\ﬁizr? of the matrix2 %
which is positive definite since we have assumed the Gaussimiom variableZ, nondegenerate.
The second term is equal to the smallest singular valig of the matrix®, (¢, to) which is also
strictly positive for allt € [ty, T'] by hypothesis, see appenfilk B, equatlad (47).

O
We also use the following lemma.

Lemma 3.6. The2n-dimensional integral

In:/ p1(u1,v1) / / Pr—1(Un—1,0n—1)

[to,tVs]? [to,u1Vv1]? [to,un—2Vvn_2]?
/ Pr (U, Vn ) dtndvy, | dtg—1dvp_y | -+ | duydor,
[to,un—1Vn_1]?
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where the function;(u;,v;), i = 1,---,n are either equal to 1 or to/+/0(u;,v;), iS upper-
bounded by /(n — 1)! for some positive constant

Proof. First note that the integral is well-defined because of le@@aSecond, note that there exists
aconstank such that’/\/0(u,v) > 1forall (u,v) € [to,tVs]?,i.e. K = /\min\//\zz" AL (T —to).

Therefore the integral is upperboundedf&y, whereK, = max(1, K') times the integral obtained
whenp; (u;,v;) = 1/+/|u; — v;| foralli = 1,---  n. Let us then consider this situation. Without
loss of generality we assunig = 0. The cases = 1, 2, 3 allow one to understand the process.

dudv

0,evs2 v/Ju— v

Let us rotate the axes by7 by performing the change of variables

U+V

I, < Ky (25)

V-U
7

Using the symmetry of the integrand inandt and the change of variable, the integral in the
righthand side ofl{d5) is equal to (see figlte 2):

ok [ [P e [Py s
1/4 a - 1 |
2 0 0 \/U

VU
wherea = /2(tV s) anda; = 222
Let us now look afl,. It is upperbounded by the factéf?(23/4)2q, times the integral

a/2 pa—U (\/i(u\/v))S/Q
[

Since in the area of integratianVv v = v = V—\;EU we are led to the product &f/5 by the one-
dimensional integral

a/2 _ 5/2
/ @ =200 1rav = and®,
0 VU

v =

whereas = 5@”.
Similarly I is upperbounded by the product &F (23/4)3 alaggg times the integral

a/2 (a —2U)*
N2 JUdv = asa®?,
/0 VU ’

wherea; = 128¥2 One easily shows then that:

315
n 3/4 (67 1
I, < KJF(2 (H ) <H;?_1(2+3(j—1))>'
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Figure 2: The change of coordinates.
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It can be verified by using a system for symbolic computati@i® < o; < 1forall > 1. One
also notices that

n 3n71
H2+3]—1 5 (=1,

therefore
I, < K(r)z(23/4)n2n—13—(n—1)

(n—1)"
and this finishes the proof.

We now prove the following proposition.

Proposition 3.7. The sequences of covariance matrix functi@is(¢, s) and of mean functions
" (t), s, tin [to, T] are Cauchy sequences for the uniform norms.

Proof. We have

C"t(t, s) / / D (t,u) cov (UX" UX") -
to Jto
cov (Uf”*l,ﬁi(”“) )@L(s, v)" du dv.

We take the infinite matrix norm of both sides of this equadityl use the upperboun® ., (¢, u)|| ., <
M=) = by and @ (t, u)7 || < el T=t0) — ;. . (see appendi&IB) to obtain
09~ < b [ o (820 52) - (05555 [

to

to

= kpkpr cov (UF 1, U 1) —cov (UX 1 1, 0N 1) | dudo. (26)

According to equation§{24) we are led to consider the difieed,, — A,,_1, where:

VB30~ st a0

s ( \/Chs(u,u) ’ Chs(u,u)

' Sag [F5(u,0)a + g (u,0)y + ph©)] Sas (W (w)y + ()] -

yi(0) ) Sas (1) Cola0) + ()
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We write next:

A = A1 = Sap [£3(w,0)e + g (u, 0)y + 15 (0)
(Sas W3y + ()] = Sap [~ @)y + 3~ ()] ) +
St [H5 ™ )y + ™ ()]
(S [£5 (w,0) + g, 0)y + 15(0)] = S |57 w,v)a + g3~ (w0l + 5 (0)]).

The mean value theorem yields:

| An = Anet 12 1Saslloo 106l (11155 (u0) = £57 (w,0) | +
Ly 11 95(u,0) — g5 (u,v) | + [ pi(v) = pg @) [+ [y || hf(uw) = hj~ (u) |+
| () = s ) | ).

Using the factthaf ™ |z | Dz = \/g we obtain:

t s
||Cn+1(ta S) - Cn(t,S)HOO < kLkLTkC <\/§/ ||fn(u7v) - fnil(uvv)Hoo dudv+
to Jto

t s
ﬁ / 9" (u,v) = "} (u, )|, dudv-+
T Jto Jto

(t -~ to) / @) — 5 )] o+ (s — to) / 6™ () — = )|t
\/g(s—to)/t ||h"(u)—h”1(u)Hoodu>,

B

where

A similar process applied to the mean values yields:

[t @) = @)l < ko / 15" (@) = 2"~ ()|, dut

J w0 = = ).
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We now use the mean value theorem and lenimas 3 5@nd 3.4 tefiedaounds fof| /™ (u, v) — f"~*(u, v)|| _
Hg"(u,v) - g”fl(u,v)HO(j andHh”(u) - h"’l(u)Hoo. We have

1
2vko

Chplu,u) — Cgﬁ_l(u, u)|,
| |

500 = 157 @l = [0, 0) = /055 )

wherek is defined in lemmB3l5. Hence:
1
2v'ko

Along the same lines we can show easily that:

127 () = W™ ()|, <

||C"(u, u) — C"_l(u, u)HOO

lg™ () = 9", 0)]| o, < k(€™ (w0) = "0, +
HC"(u, u) — C"_l(u,u)Hoo ),
and that:

k n n—1
m(uc (u,v) — C"H(u, )|+

HC”(u,u) - C’"il(u,u)H00 + HC’"(U,U) - C’"*l(v,v)Hoo),

||fn(uvv) - fnil(uvv)Hoo <

wheref(u, v) is defined in lemmB314. Grouping terms together and usinfpitiehat all integrated
functions are positive, we write:

HC"'H(t, s) — C"™(t, S)HOO <

1
k C’n _ Cn_l d d
</[to,tvS]2 6(u,v) o) (u,0)]|, dudv+

u) — C"_l(u,u)Hoo dudv+

/ L o
[to,tvs]2 \/O(u,v) '

/[t o HC"(u,v) — C"_l(um)Hoo dudv+
0, S

/[t o HC"(u,u) — C"_l(u7u)Hoo dudv+
05 S

/[t o (| () — ,unfl(u)Hoo dudv). (28)
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Note that, because of lemrial3.5, all integrals are well-ddfirRegarding the mean functions, we
write:

) = @), < k</[ 1C™ (uyw) = € s w)|, dudo+

(),t\/s]2
/ H,u"(u) — u”_l(u)Hoo dudv). (29)
[to,tVs]?

Proceeding recursively until we rea€l andu” we obtain an upperboundf{qrfjn+1 (t,s) — C"(t, s)H00
(respectively fof| " (¢) — p"(t)|| ) which is the sum of less thaif terms each one being the
product ofk raised to a power less than or equaktatimes2y or 23 (upperbounds for the norms
of the mean vector and the covariance matrix), tim@s-@imensional integral,, given by

/ p1(u1,v1) / / Pr—1(Un—1,Vn—1)
[to,t\/s]2 [t07u1VU1]2 [t07un72vv7172]2
(/ P (U, vn)dundvn>dun1dvn1> . ~->du1dv1,
[to,un—1Vn_1]?

where the functiong; (u;,v;), i = 1,--- ,n are either equal to 1 or tb/+/0(u;,v;). According
to lemma 3B, this integral is of the order of some positivastant raised to the power divided
by (n — 1)!. Hence the sum is less than some positive condtaaised to the powen divided by
(n — 1)!. By taking the supremum with respect#@nds in [to, 7] we obtain the same result for
|[cntt — || (respectively for| 1 — u™|| ). Since the seriey”, -, £+ is convergent, this
implies that/|C™P — C™|| _ (respectivelyj|p"™? — p™||__) can be made arbitrarily small for large
n andp and the sequene&” (respectively.™) is a Cauchy sequence.

|

We can now prove the following theorem

Theorem 3.8. For any nondegenerateP-dimensional Gaussian random variatig and any initial
processX such thatX (o) = Z,, the mapF}, has a unique fixed point it (C([to, T], R*"))
towards which the sequenéé“,g") (X)}oe, of Gaussian processes converges in law.

Proof. SinceC([to, T|, R*F) (respectivelyC([to, T)?, R*F*kF)) is a Banach space for the uniform
norm, the Cauchy sequengé (respectivelyC™) of propositio 3. converges to an elemenof
C([to, T], R*T) (respectively an elemexit of C([t, T)?, R*F**¥F)). Therefore, according to the-
orem31, the sequenc{dﬂi”’(X )}oo, of Gaussian processes converges in law toward the Gaussian
processy” with mean functionu and covariance functio@'. This process is clearly a fixed point of
Fy.

Hence we know that there there exists at least one fixed poirthé mapFj.. Assume there
exist two distinct fixed pointy; andY; of F}, with mean functiong:; and covariance functions
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C;, i = 1,2, with the same initial condition. Since for all > 1 we haveF,gn)(Yi) = Y],

i = 1,2, the proof of propositioR317 shows that} — u5 ||, (respectively|C" — C7|| ) is upper-
bounded by the product of a positive numbgr(respectivelyb,,) with ||1 — ps|| (respectively
with ||Cy — Cs||.). Sincelim,, .o a,, = lim, oo b, = 0 @ndp] = p,, ¢ = 1,2 (respectively
Cl' = C;, 1 = 1,2), this shows that,; = pe andC; = Cs, hence the two Gaussian procesBes

andY; are indistinguishable.
O

Conclusion

We have proved that for any non degenerate initial condifigrihere exists a unique solution of
the mean field equations. The proof of theolen 3.8 is constrjand hence provides a way for
computing the solution of the mean field equations by itagatihhe map?},, starting from any initial
processX satisfyingX (tyg) = Zo, for instance a Gaussian process such as an Ornstein-dulenb
process. We build upon these facts in sedfion 5.

Note that the existence and uniqueness is true whatevaritiad ime ¢ty and the final timel".

4 Existence and uniqueness of stationary solutions

So far, we have investigated the existence and uniquenasdutions of the mean field equation for
a given initial condition. We are now interested in inveatigg stationary solutions, which allow for
some simplifications of the formalism.

A stationary solution is a solution whose probability distition does not change under the flow
of the equation. These solutions have been already inastigpy several authors (see (Brunel and Hakim,
[1999;| Sompolinsky etlal, 1988)). We propose a new frameworkidy and simulate these pro-
cesses. Indeed we show in this section that under a certainaction condition there exists a
unique solution to the stationary problem. As in the presisaction our proof is constructive and
provides a way to simulate the solutions.

Remark. The long-time mean field description of a network is still agfrendeavor in mathematics
and statistical physics. In this section we formally take thean field equation we obtained and
letty — —oo. This way we obtain an equation which is the limit of the meaitdfequation when
to — —oo. It means that we consider first the limif — co and thenty — —oo. These two limits
do not necessarily commute and there are known examplessiance in spin glasses, where they
do not.

It is clear that in order to get stationary solutions, we hevassume that the leak matdix¢)
does not depend upan Therefore, the resolverdiy (¢, s) is equal toe“(*~*). To ensure stability
of the solutions and the existence of a stationary procesalseeassume that the real parts of its
eigenvalues are negative:

Re(/\) <=Ar AL >0 (30)

for all eigenvalues\ of L. This implies that we only consider first-order system siottesrwise the
matrix L has eigenvalues equal to 0.
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Forthe same reason, we assume that the noise nfatpand the input currentgt) are constant
in time. We further assume that the matrfixhas full rank.

Proposition 4.1. Under the previous assumptions we have

lim et =
to——0o0 ’

JEo e ds =[5 [l
fioo HeLT(t—s) ds — fOOO

and the procesg/® = f; eL(t=3) A.dW , is well-defined, Gaussian and stationary whep> —occ.

def
du = My, < oo,

def
du= Mpr < oo,

o0

0
T
eLu

Proof. The first property follows from the fact th&e(\) < —\, for all eigenvalues\ of L. This
assumption also implies that there exists a nornRdhsuch that

HeLtH < e Mty > 0,

and hence
™|, < ket vt >0, (31)

for some positive constait This implies the remaining two properties.
The stochastic integr:;ﬂ;0 L= A . dW is well-definedvt < T and is Gaussian with zero-
mean. We not&}° the corresponding process. Its covariance matrix reads:

Y, oy*to i L(t—s) T LT (t'—s)

Yty = e AN e %) ds.
to

Let us assume for instance thatk ¢ and perform the change of variahle= ¢t — s to obtain

t—to
to v t0 T T4l
Y oY, </ LU A AT L udu) L (M =1y
t

_tl
Under the previous assumptions this matrix integral is @efiwhent, — —oo (dominated
convergence theorem) and we have

+oo
YUY T o (/ LUAAT L Y du) LT (=0
t—t’
which is a function of’ — ¢. O
This guarantees that there exists a stationary distribuifahe equation:

dXo(t) =L-Xo(t)dt + A - dWy, (32)
such thaff [X(t)] = 0. We have

t
Xo(t) = / LA AW .

— 00
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Its covariance matrix? is equal tox* ~ ¥+ and is independent aof

We calllong term mean field equatidbTMFE) the implicit equation:

Vi) = /_t L0 (UY - 141) ds + X (1) (33)

whereX is the stationary process defined by equatioh (32) and wii&r&) is the effective inter-
action process introduced previously.
We next define the long term functidfya: : M7 (C((—o0, T], RT) — M (C((—00, T],RF):

t
FualX), = / M= (UX 1 41) ds + Xot),

— 00

Proposition 4.2. The functionFyis well defined onM (C((—oo, T], RT).

Proof. We have already seen that the proc&ssis well defined. The terrrj"f00 eLt=9)Ids =
(ffoo el(t=s) ds) Iis also well defined because of the assumptionk.on

Let X be a given process iM; (C((—oo, T],RT). To prove the proposition we just have
to ensure that the Gaussian procg"ég,o el(t=)UX . 1ds is well defined. This results from the
contraction assumption d and the fact that the functiorts,s are bounded. We decompose this

process into a “long memory” ter[ﬁfoo eL(t=5)UX . 1 ds and the interaction term from time= 0,

namelyfot eH(t=)UX .1 ds. This latter term is clearly well defined. We show that the rognterm
is also well defined as a Gaussian random variable.

We write this terme™ [© e~ L*UX .1 ds and consider the second factor. This random variable
is Gaussian, its mean reag}s’ elsU%e . 1 ds where

P
< _
U = Z JopE [Sap(X5(—3))] + I
B=1 a=1...P

The integral defining the mean is well-defined becaus€df 8dl)the fact that the functiorts, s
are bounded. A similar reasoning shows that the correspgrzbivariance matrix is well-defined.

Hence the Gaussian proceﬁf)s00 e~ LsUX . 1ds is well defined, and hence for any processe
M (C((—00,T],RT), the process s X ) is well defined. O

We can now prove the following proposition.

Proposition 4.3. The mean vectors and the covariance matrices of the pracassee image of
Fsiatare bounded.
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Proof. Indeed, sinc& [ X (¢)] = 0, we have:

< Mp(p+ o )< .

oo

t
5 Xl = | [ 0

In a similar fashion the covariance matrices of the processthe image of si;:are bounded. Indeed
we have:

E [Fsta(X)thta(X)f} =304
t t
/ / M= diag | Y 025 [Sap(X5(51))Sas(Xs(52))] LT 052) gg dsy,
—00 J —00 ]

resulting in

2
||IE [FStal(X)thtat(X)ﬂ || < HEOH + k2 Omax | def S
0o 0o AL

Lemma 4.4. The set of stationary processes is invarianty;.

Proof. Since the processes in the imageraf,;are Gaussian processes, one just needs to check that
the mean of the process is constant in time and that its @vegimatrixC'(s,t) only depends on
t—s.

Let Z be a stationary process abid= Fy( Z). We denote by:Z the mean of the process, ()
and byCZ (¢ — s) its covariance function. The mean of the prod{gg reads:

(m*u§)2
Z
e 295 g,

mg,ﬁ(t) =E[Sap(Z5(t)

,/27TCZ / Sapl®

and hence does not depends on time. We pétéhe mean vector of the stationary proc&ssé - 1.
Similarly, its covariance function reads:

AZs(t,s) = E[Sap(Z5(t))Sap(Z5(s))] =
f s (30 7) (SH0 Ha?) (D)

which is clearly a function, notedfﬁ(t —s), of t — 5. HenceU? - 1 is stationary and we denote
by cU” (t — s) its covariance function.
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It follows that the mean oY} reads:
1Y (t) = E [Fsa Z)1]
t

=E[Xo(t)] +E {/ el(t=9) (I+UZ-1)ds

— 0o

t
= / eL(t—5) (I +E [USZ . ID ds

— 0o

= </OOO eL“du> I+ p%)

Since we proved that [UZ - 1] = u# was not a function of.
Similarly, we compute the covariance function and check ith@an be written as a function of
(t — s). Indeed, it reads:

t s
C¥(t,s) = / / MW Cop(UZ .1, U% . l)eLT(S_U) du dv + Cov(Xo(t), Xo(s))
R . .
:/ / MCYT (t— s+ (u—v))e™ Vdudv 4+ CXo(t — s)

since the procesX is stationary.CY (¢, s) is clearly a function of — s. HenceY is a stationary
process, and the proposition is proved.
O

Theorem 4.5. The sequence of process{dg(tgt) (X)}22, is uniformly tight.

Proof. The proof is essentially the same as the proof of thedrehsB8e we can write

t t
Fsaf X)¢ = €™ Fyia X))o + / UYL+ 1) ds + / I AIW,
0 0
Fsiaf X ) appears as the sum of the random varidilg( X ), and the Gaussian process defined by
[y eLt=(UX -1+ 1) ds + [ e“=) AdW, which is equal taFy (X ), defined in sectioRll3 for
to = 0. Thereforer(tZt) (X)) = F,i") (X) fort > 0. We have proved the uniform tightness of the

sequence of process@E,i") (X)}5o, in theoren33B. Hence, according to Kolmogorov’s criterion
for tightness, we just have to prove that the sequence ofskusandom variables:

0
n (n)
Fl(X)o = { / Op(—u) (UL X1 4 T)du + Xo<0>}

— 00

n>0

is uniformly tight. Since it is a sequence of Gaussian ranglarables, it is sufficient to prove that
their means and covariance matrices are upperboundedamdhbat for any= > 0 there exists a

compactk. such that for any, € N, we havdP(Fs(gt) (X)o € K.) > 1—e. Thisis a consequence
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of proposition[ZB for the first random variable and of the wiéin of X, for the second. By

Kolmogorov’s criterion the sequence of proces$E§ X)}oe, is uniformly tight
O

In order to apply theoredid.1 we need to prove that the se@seoft covariance and mean
functions are convergent. Unlike the casetgffinite, this is not always true. Indeed, to ensure
existence and uniqueness of solutions in the stationawy, ths parameters of the system have to
satisfy a contraction condition, and proposition 3.7 egteas follows.

Proposition 4.6. If \;, defined in[(3D) satisfies the conditioisl(34) defined in th@fpmepending
uponkc (defined in[2¥)) ko, nrr andX 7 (defined in propositiof 2l 3)then the sequences of co-
variance matrix function€(t, s) and of mean functiong™ (¢), s, tin [to, 7] are Cauchy sequences
for the uniform norms.

Proof. The proof follows that of propositioh—3.7 with a few modifimats that we indicate. In
establishing the equation corresponding[id (26) we useabethat|®y (t,u)| < ke (=W
for some positive constaitand allu, ¢, u < t. We therefore have:

||Cn+l(ta S) - Cn(t,S)HOO <

t s
k287)\1,(t+s) / / e)\L(quv)

The rest of the proof proceeds the same way as in propoEifibrEgjuationd(28) and{R9) become:

Cov (UXr, UX+) — Cop (UX—1 UXn—) Hv du dv

o0

[C (1, s) — ™ (8, 8)|| L <

oo T

(u+tv)
Ko (t+s) /
‘ < 00,V s]? \/ U U ‘

e (utv) »
/[—Oo tVs)2 W HC"(U7U) —-Cc" (u7u)Hoo dudv+

[ e o - oo, dudes
[—o0,tVs]

[ o ot - o ), duos
[—o0,tVs]

\/[ e e)\L(quv) ||Nn(u) _ Mnfl(u)Hoo dudv),
—00,tVs
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and

—o00,tVs]?

/[ . e (utv) Hun(u) _ Mn_l(u)Hoo dudv),
—00,tVs

for some positive constaiit, function ofk, ko (defined in[2F)), and.
Proceeding recursively until we reacit andu we obtain an upperbound fdC™ 1 (¢, s) — C™(t, s)||__

(respectively forf| "1 (¢) — p"(t)|| ) which is the sum of less thaif' terms each one being the
product of K™, times2u 7 or 2X ., times a2n-dimensional integral,, given by:

/ Pl(U1,v1)</ </ Pr—1(Un—1,Vn_1)

[—o0,tVs]? [—o0,u1 V]2 [—00,Un —2 VU, —2]2
/ e’\L(“”'”")pn(un,vn)dundvn dup_1dv,_1 | -+ |durdoq,
[—o0,un—1Vun_1]?

where the functiong; (u;, v;), i = 1,--- ,n are either equal to 1 or tb/\/0(u;, v;).
It can be shown by straightforward calculation that eachistdgral contributes at most either

1 (1) — ’un(t)Hoo < KeMu(t+s) (/[ L (utv) O™ (u,u) — C"‘l(u7u)Hoo dudv+

Ky
A

7TKO

if pj=1 or —
2 3/27
2/\L

in the other case. Hence we obtain factors of the type

o i » \/E 1 nfp_ K n—p i (3n+p)/2Kn
o\ 2 )3/ —\V2 AL 0

where0 < p < n. If \p < 1, (A\p)B"P)/2 > X2 and else(\, )3 +p)/2 > in/z' Since

(\/—) < (\/g) we obtain the two conditions

1>A2 > 5\/§KKO or {X}/Q > 5\/§KKO and A\, > 1} (34)

O

Putting all these results together we obtain the followheprem of existence and uniqueness of
solutions for the long term mean field equations:

Theorem 4.7. Under the contraction condition@4), the functionFg, has a unique solution in

M (C((—o0, T],RF) which is stationary, and for any process, the sequencgr. Stat( Voo, of
Gaussian processes converges in law toward the unique foiatlqf the functionFst.
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Proof. The proof is essentially similar to the one of theodem 3.8dekd, the mean and the co-
variance matrixes converge since they are Cauchy sequéntes complete space of continuous
functions equipped with the uniform norm. Using theollen, 3v& obtain that the sequence con-
verges to a process$ which is necessarily a fixed point ¢, Hence we have existence of a fixed
point for Fsae The uniqueness comes from the results obtained in the pfqobpositio4b. The
limiting process is necessarily stationary. IndeedXdie a stationary process. Then for ang N,
the procesifs({;t) (X) will be stationary by the virtue of lemnia3.4, and hence sblvglthe limiting
process which is the only fixed point &t

O

Hence in the stationary case, the existence and uniquehassotution is not always ensured.
For instance if the leaks are too small (i.e. when the timestamts of the decay of the membrane
potentials are too long) then the sequence can diverge ermaitiple fixed points.

5 Numerical experiments

5.1 Simulation algorithm

Beyond the mathematical results, the framework that wedhiced in the previous sections gives
us a strategy to compute numerically the solutions of theadyin mean-field equations. Indeed, we
proved in sectiofll3 that under very moderate assumptioniseoadvariance matrix of the noise, the
iterations of the map}, starting from any initial condition converge to the solutiof the mean field
equations.

This convergence result gives us a direct way to compute rioatky the solution of the mean
field equations. Since we are dealing with Gaussian prosgds¢ermining the law of the iterates
of the mapF}, amounts to computing its mean and covariance functionsisrsection we describe
our numerical algorithm in the case of the Simple Model otisedZ.2.2.

5.1.1 Computing F}.

Let X be aP-dimensional Gaussian process of mean= (uX (t))a—1..p and covarianc€X =
(Cfﬁ(s, t))a,seq1...p}- We fix a time intervalt, = 0,77 and denote by the image of the process
X underF;. Inthe case of the simple model, the covarianc¥ @ diagonal. Hence in this case the

expressions we obtain in sectign 3 simply read:

—t/T 't (t—s)/T T
p () = pX(0)e=tm 4 [g e (00 JapE [Sas(Xs(s))] + La(s))ds
= uX(0)e /7o jot e~ (=9 /e (s)ds

+ 2153:1 Jop fg e (t=5)/7a fj:oo Sap (a:, /vg( (s) + Hé( (s)) Dazxds.

where we denoted (s) the standard deviation df,, attimes, instead of>X (s, s). Thus, knowing
vX(s),s € [0,t] we can computg? (¢) using a standard discretization scheme of the integrah, wit

«
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a small time step compared with, and the characteristic time of variation of the input cutrgn
Alternatively, we can use the fact tha} satisfies the differential equation:

O N Y e /
e + Z Jaﬁ/ Sap (x vy (t) + ug(t)) Dz + 1,(t),
p=1 e

and compute the solution using a Runge-Kutta algorithmdivis faster and more accurate). Note
that, when all the standard deviations of the procEsare null for all timet¢ € [0, 7], we obtain
a standard dynamical system. Nevertheless, in the germalug‘ (t) > 0 for somegs, and the

dynamical evolution of:Y depends on the Gaussian fluctuations of the fiéldThese fluctuations
must be computed via the complete equation of the covaridiagenal coefficien€’, (, s), which

reads:
2s
(%)

P t s
+ Zaiﬁ/ / e(“Jrv)/T“AfB(u,v)dudv ,
=1 o Jo

2
nga(tv S) — ef(tJrs)/Ta Ugf(()) 4 TaSqy

\/vff (w)v (v) — Cy(u, v)? . ycgfﬁ(u, v)

vg (v) vg (v)

X Sag (y, [v (v) + ug(v)) Dx Dy.

Unless if we assume the stationarity of the process (sesectjorI5.R), this equation cannot be
written as an ordinary differential equation. We clearlysetve here the non-Markovian nature of
the problem:CX (¢, s) depends on the whole past of the process until tiie.

+ 7 (u)

This covariance can be split into the sum of two terms: therext noise contributio@?Y (¢, s) =
2 s . . .
e~ (t+5)/7a {vff (0) + 2= (ef_a - 1)} and the interaction between the neurons. The external noise

contribution is a simple function and can be computed diye@b compute the interactions contri-
bution to the standard deviation we have to compute the syriotwo-variables function:

t s
Hgﬁ(t, S) = e*(tJrs)/Ta / / €(u+v)/TQA§B(u, v)dudv,
0 Jo

from which one obtains the standard deviation using the tbam

P
Cralt:s) = CQY (t.5) + ) oagHa(t, s).
B=1
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To compute the functiom{ffﬁ(t, s), we start from: = 0 ands = 0, Whererﬁ(O, 0) = 0. We only
computerﬁ (t,s) fort > s because of the symmetry. It is straightforward to see that:

dt
HRs(t+dt,s) = HJy(t, s) [1 - E] + DJ5(t, s)dt + o(dt),
with .
foﬁ(t, s) = 675/7‘1/0 e”/T‘*AfB(t,v)dv.

Hence computind? 5 (t + dt, s) knowing H_;(t, s) amounts to computin®,s(t, s). Fix ¢ > 0.
We haveD,z(t,0) = 0 and

d
DXy(t, s +ds) = DXs(t,5)(1 — T_j) + AX,(t, 5)ds + o(ds).
This algorithm enables us to compdﬁg’fﬁ(u s)fort > s. We deduceﬂfﬁ(t, s) fort < s using the

symmetry of this function. Finally, to get the valuesldﬁ(ﬁ(t, s) for t = s, we use the symmetry
property of this function and get:

2dt
HR5(t +dt, t+ dt) = H)s(t,1) [1 - E] + 2D 5(t, t)dt + o(dt).

These numerical schemes provide an efficient way for comgulie mean and the covariance
functions of the Gaussian proceSg( X') (hence its probability distribution) knowing the law of the
Gaussian process. The algorithm used to compute the solution of the mean figldhgons for the
general models GM1 and GMs a straightforward generalization.

5.1.2 Analysis of the algorithm

Convergence rate As proved in theorefi 3.8, givefy, a nondegenerateP-dimensional Gaussian
random variable and( a Gaussian process such tBa{0) = Z,, the sequences of means and
covariance functions computed theoretically convergéoumily towards those of the unique fixed
point of the mapF},. It is clear that our algorithm converges uniformly towatte real function
it emulates. Hence for a finit&’, the algorithm will converge uniformly towards the mean and
covariance matrix of the procesg" (X).

Denote byX; the fixed point ofF, in M (C([to, T], R¥T)), of meanu*7 () and covariance

matrix C*7 (¢, s), and byF}¥ (X)) the numerical approximation df" (X') computed using the algo-
rithm previously described, whose mean is nqﬁ@év(x)(t) and whose covariance matrix is noted

CFY(X)(t, 5). The uniform error between the simulated mean aftaterations with a time stegt
and the fixed point's mean and covariance is the sum of the ncaherror of the algorithm and the
distance between the simulated process and the fixed poountrolled by:

”ﬂﬁkw(x) - NXf Hoo + ”Cf‘kﬁ(x) - C%s Hoo = O( (N +T)dt + Ry (kmax) ) (35)
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where ke = max(k, l?:) andk andk) are the constants that appear in the proof of proposition
B4 for the mean and covariance functions, &h(x) is the exponential remainder, i.&y (z) =
Yoy " /nl.

Indeed, we have:

N N N N
i) — X7 oo < OO — OO o ) — X o (36)

The discretization algorithm used convergegl(yt). Let us denote by”; the convergence
constant, which depends on the sharpness of the functiopprxmate, which can be uniformly
controlled over the iterations. Iterating the numericgloaithm has the effect of propagating the
errors. Using these simple remarks we can bound the firstééthre righthand side of(36), i.e. the
approximation error at thé/th iteration:

pFE O — B < oy Ndt

Because the sequence of means is a Cauchy sequence, weodaouald the second term of the
righthand side ofl{36):

oo
N n+1 n
HMF;C (X) _MXfHOO < E ( ||MFk (X) _MF;C (X)”OO

n=N
00

k’n.
< Z ol =: Ry (k)
n=N
for some positive constarit introduced in the proof of propositidi-3.7. The remaindeguence
(R, (k))n>0 converges fast towards(an estimation of its convergence can be obtained using the
fact thatlim sup,,_, . (1/k!)*/* = 0 by Stirling’s formula).
Hence we have:

|8 ) — X || < CL Ndt + Ry (k) (37)
For the covariance, the principle of the approximation iaatly the same:

|CFE ) = CX g < ) — OFF 0o 4 | CFF ) — 0¥ o

The second term of the righthand side can be controlled usiegame evaluation b&N(l})
wheref is the constant introduced in the proof of proposifiodl 3ri¢] the first term is controlled by
the rate of convergence of the approximation of the doulikgiral, which is bounded bgs (N +
T) dt whereC, depends on the parameters of the system and the discretizdgjorithm used.

Hence we have:

ICFE ) — 0% ||, < Oy (N + T — to) dt + Ry (k) (38)

The expression§{B7) arld{38) are the sum of two terms, onédichvis increasing withV and
T and decreasing witlit and the other one decreasingih If we want to obtain an estimation with

an error bounded by somze> 0, we can for instance fixv such thatnax(Ry (k), Ry (k)) < /2
and then fix the time stegt smaller thammin( e/(2C1N),e/(2C2(N + T — tp)) ).
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Complexity The complexity of the algorithm depends on the complexityhef computations of
the integrals. The algorithm described hence has the codtyle (N (£)?).

5.2 The importance of the covariance: Simple Model, one popation.

As a first example and a benchmark for our numerical schemeswsitrthe work of Sompolinsky
and coworkers Sompolinsky el al (1988). These authorsesiittiie case of the simple model with
one population® = 1), with the centered sigmoidal functidi(z) = tanh(gx), centered connec-
tivity weights .J = 0 of standard deviatioa = 1 and no input{ = 0, A = 0). Note therefore that
there is no “noise” in the system, which therefore does ndatimthe non degeneracy conditions of
propositio 33K and of theorelll B.8 . This issue is discussémb In this case, the mean equéls
for all t. Nevertheless, the Gaussian process is non trivial aslex/bg the study of the covariance
C(t,s).

5.2.1 Stationary solutions

Assuming that the solution of the mean field equation is @ostaty solution withC'(¢, s) = C(t —
s) = C(71), Sompolinsky and his collaborators found that the covagaobeyed a second order
differential equation :

zc v,

dr2 0C’
This form corresponds to the motion of a particle in a potntiell and it is easy to draw the
phase portrait of the corresponding dynamical system. Kewéhere is a difficulty. The potential
V, depends on a parametgwhich is in fact precisely the covariancerat= 0 (¢ = C(0)). In the
stationary case, this covariance depends on the wholdé@woland hence cannot be really considered
as a parameter of the system. This is one of the main diffeulth this approach: mean field
equations in the stationary regime are self-consistent.

Nevertheless, the study of the shapelff considering; as a free parameter gives us some

informations. Indeedy;, has the following Taylor expansiofir{ is even becausg is odd):

(39)

A
Vy(C) = 5C+ %04 +0(C%

whereX = (1 — ¢g?J2(5")2) andy = £J%¢%(S®))2), (¢), being the average value gfunder the
Gaussian distribution with mean zero and variapee C(0).

If A\ > 0, i.e. wheng®J?(S")2 < 1, then the dynamical systerfi{39) has a unique solution
C(t) = 0,vt > 0. This corresponds to a stable fixed point (i.e. a deternménistjectory,;u = 0
with no fluctuations) for the neural network dynamics. On dlieer hand, ifg*.J%(5")2 > 1 there
is a homoclinic trajectory i{39) connecting the pajn:= C* > 0 whereV, vanishes to the point
C = 0. This solution is interpreted by the authors as a chaotict&wi in the neural network. A
stability analysis shows that this is the only stBisiationary solutioh Sompolinsky el a1 (1988).

SMore precisely, this is the only minimum for the large delgatfunctional.
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The equation for the homoclinic solution is easily foundhgsenergy conservation and the fact
thatV,(q) = 0 and%¥# (q) = 0. One finds:

dC
=22 =—\/-v(0).

At the fourth order in the Taylor expansion B this gives

u

—2)
Cr)=—>>

cosh(y/— %7)

Though\ depends omg it can be used as a free parameter for interpolating the cofrée(T)
obtained from numerical data.

5.2.2 Numerical experiments

This case is a good benchmark for our numerical proceducesive know analytically the solu-
tions we are searching for. We expect to find two regimes. k& @ase the correlation function is
identically zero in the stationary regime, for sufficiensiyall g values or for a sufficiently smail
(trivial case). The other case corresponds to a regime wiiére > 0 andC'(7) — 0 hasr — +oo
(“chaotic” case). This regime requires thabe sufficiently large and thatbe large too. We took
To = 0.25,0,, = 1. For these values, the change in dynamics predicted by Somkyp and
collaborators igj. = 4.

In section§B anbl4 we have introduced the assumption of egerkracy of the noise, in order
to ensure that the mean field process was non degenerate.velpivethe present example, there
is no external noise in the evolution, so we can observe tleetsfof relaxing this hypothesis in a
situation where the results of propositionl3.4 and of thed®&8 cannot be applied. First, we ob-
served numerically that, without external noise, the pssa@duld become degenerate (namely some
eigenvalues of the covariance mat€i (¢, s) become very small and even vanish.). This has also
an incidence on the convergence of the method which presemntgrical instabilities, though the
iterations leads to a curve which is well fitted by the theioedtresults of Sompolinsky et al. (see
Fig.[d) . The instability essentially disappears if one agdsnall noise. But, note that in this case,
the solution does not match with Sompolinsky et al. thecaétalculation (see Fifl 3).

Modulo this remark, we have first considered the trivial cesgesponding to smalj values.
We tookg = 0.5 and7T" = 5. We choose as initial process the stationary Ornstein+idek process
corresponding to the uncoupled system with= 0.1. We drewg,, (0) randomly from the uniform
distribution in[—1, 1] andv,, (0) randomly from the uniform distribution ifo, 1].

Starting from this initial stationary process, we iteratile functionF;. Then, during the itera-
tions, we sek, = 0 in order to match the conditions imposed by Sompolinsky awvdockers. We
observe that the method converges towards the expectetibsolthe mean function converges to
zero, while the variance(t) decreases exponentially fast in time towards a constanevedrre-
sponding to the stationary regime. This asymptotic valuzefses between two consecutive itera-
tions, which is consistent with the theoretical expectatitatyv(¢) = 0 in the stationary regime of
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Figure 3: Numerical solution of the mean field equation afteiterations in the chaotic casg € 5).
We clearly see the numerical instabilities in the no-no&seg which do not exist in the low-noise
case.

the trivial case. Finally, we observe that the covariafi¢e— s, s) stabilizes to a curve that does not
depend ors and the stationary value (large- s) converges to zero.

We applied the same procedure for= 5 corresponding to the “chaotic” regime. The behavior
was the same fqi(¢) but was quite different for the covariance functi@ry, s). Indeed, while in the
first case the stationary valuewft) tends to zero with the number of iterations, in the chaotieda
stabilizes to a finite value. In the same way, the covari@ige- s, s) stabilizes to a curve that does
not depend o. The shape of this curve can be extrapolated thanks to Samsgglet al. results.
We observe a very good agreement with the theoretical pfed&with a fit f4(z) = m
correspondmgto the fourth expansmn‘qf Usmg a6-th order expansion df, (x) = EIQ + ba:4 +

2 gives a fitfg(z) = , Wherep, K, \ are epr|C|t functlons of

cosh(A o 1
osh( (w ) T2 cosh2(A(z—36))

a, b, ¢, we obtain a slightly better apprOX|mation.

5.3 Mean field equations for two populations with a negativededback loop.

Let us now present a case where the fluctuations of the Gaudgdigact on the dynamics of, (¢) in
a non trivial way, with a behavior strongly departing frone thaive mean field picture. We consider
two interacting populations where the connectivity wesgate Gaussian random variablés; =
N(Jag,0as = 1) for (o, B) € {1,2}2. We setS,s3(z) = tanh(gz) andl, = 0,5, = 0,0 = 1, 2.
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5.3.1 Theoretical framework.

The dynamic mean field equation foy, (¢) is given, in differential form, by:

dﬂ_a:__Jr;: /OO (@Hﬂﬁ(t))m,a:l,z.

Let us denote by, (1, v(¢)) the function in the righthand side of the equality. Sirttes odd,
75, 5(y/vg(t)z) Dz = 0. Therefore, we havél, (0, v(t)) = 0 whatever(t), and hence the point
u1 = 0, us = 0is always a fixed point of this equation.

Let us study the stability of this fixed point. To this purppse compute the partial derivatives
of G (11, v(t)) with respect tqug for (o, 8) € {1,2}%. We have:

(z)%;(u,v(t)) = —5:—: +9Jap /OO (1 ~ tanh® <\/@x + uﬁ(t))) Dz,

— 00

and hence at the poipt; = 0, u2 = 0, these derivatives read:

e G -
B—;Lﬁ(o’ v(t)) = N + gJaph(vs(t)),

whereh(vg(t)) = 1 — [~ tanh*(\/vs(t)z)Dz.
In the case,(0) = 0,J = 0,s, = 0, implying v, (t) = 0,¢t > 0, the equation fop,, reduces
to:

dite. P .
T + Z JapS(ps(t))
B=1
which is the standard Amari-Cohen-Grossberg-HopfieldsysiThis corresponds to the naive mean
field approach where Gaussian fluctuations are neglectdtislisase the stability of the fixed point
1 = 0 is given by the sign of the largest eigenvalue of the Jacotiatnix of the system that reads:

- 0 +g Jiw Jie
0 —% Jor Joz )

For the sake of simplicity we assume that the two time constanare equal and we denote this
valuer. The eigenvalues are in this casé + g, where) are the eigenvalues ¢f and have the
form:

Ao = Jin + Jog £ \/(jll — J92)2 + 4J12J21
) 2 °
Hence, they are complex whenevBg.Jo; < —(Ji1 — Jo2)? /4, correspondjng to a negative
feedback loop between population 1 and 2. Moreover, theg haeal part only if/1; + J22 is non
zero (self interaction).
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This opens up the possibility to have an instability of thediypoint (+ = 0) leading to a regime
where the average value of the membrane potential ossillatas occurs if/;; + Joo > 0 and ifg
is larger than: )

T(J11 + Jo2)
The corresponding bifurcation is a Hopf bifurcation.

The situation is different if one takes into account the fhations of the Gaussian field. Indeed,
in this case the stability of the fixed poipt = 0 depends on(t). More precisely, the real and
imaginary part of the eigenvalues &G (0, v(t)) depend onv(t). Therefore, the variations of(t)
act on the stability and oscillations periodudf). Though the evolution gi(¢), v(t) are coupled we
cannot consider this evolution as a coupled dynamical syssecev(t) = C(t,t) is determined
by the mean field equation f@r (¢, s) which cannot be written as an ordinary differential equatio
Note that we cannot assume stationarity here, as in thequreiase, since(t) depends on time for
sufficiently largeg. This opens up the possibility of having complex dynamiegiimes whery is
large.

9e

5.3.2 Numerical experiments

We have considered the cagg = Joo = 5,7 = 0.1 giving a Hopf bifurcation forg. = 2 when
J = 0 (fig. @). The trajectory ofi; () andw; (¢) is represented in Figufé 4 in the case- 3. When
J = 0, pu1(t) presents regular oscillations (with non linear effectxsin = 3 is larger than the
critical value for the Hopf bifurcationy. = 2). In this case, the solutiom (¢t) = 0 is stable as seen
on the figure. Wher/ # 0 the Gaussian field has (small) fluctuations which neversised&rongly
interact with the dynamics ¢f; (¢), leading to a regime where, () andwv; (¢) oscillate periodically

6 Conclusion

The problem of bridging scales is overwhelming in generaémistudying complex systems and
in particular in neuroscience. After many others we lookhas difficult problem from the the-
oretical and numerical viewpoints, hoping to get closertsosoblution from relatively simple and
physically/biologically plausible first principles andsasnptions. One of our motivations is to bet-
ter understand such phenomenological neural mass modlatasf Jansen and Rit Jansen andl Rit
(1995).

We consider several populations of neurons and start fronicestopic, i.e. individual, descrip-
tion of the dynamics of the membrane potential of each nethrahcontains four terms. The first
one controls the intrinsic dynamics of the neuron. It isdinia this article but this assumption is not
essential and could probably be safely removed if neces3&m second term is a stochastic input
current, correlated or uncorrelated. The third one is ardatestic input current, and the fourth one
describes the interaction between the neurons througlorarmmnnectivity coefficients that weigh
the contributions of other neurons through a set of functitvat are applied to their membranes po-
tentials. The only hypothesis on these functions is that #re smooth and bounded. The obvious
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mu(t), J=0 ——
mu(t), J=2, n=100 -
4 (D), J=0 o |
v(t) x 100, J=2, n=100
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Figure 4: Evolution of the meanp; (¢) and variance (¢) for the mean field of population, for

J = 0andJ = 2, over a time window[0, 20]. n is the number of iterations of; defined in
sectiorB. This corresponds to a number of iterations foctvtiie method has essentially converged
(up to some precision). Note thaf(¢) has been magnified by a factor b§0. Though Gaussian
fluctuations are small, they have a strong influence Q).

choice of sigmoids is motivated by standard rate modelssid&éaother appealing choice is a smooth
approximation to a Dirac delta function thereby opening adeiw on the world of spiking neurons.

We then derive the mean field equations and provide a conistwand new proof, under some
mild assumptions, of the existence and uniqueness of aicolot these equations over finite and
infinite time intervals. The key idea is to look at this meaidfigescription as global problemon
the probability distribution of the membranes potentiatgjke previous studies. Our proof provides
an efficient way of computing this solution and our numer@gieriments show a good agreement
with previous studies.

In the case where the nonlinearities are chosen to be siginoid results shed a new and fas-
cinating light on existing neural mass models. Indeed tlaggear as approximations of the mean
field equations where the intricate but fundamental coggietween the time variations of the mean
membrane potentials and their fluctuations, as represégtédte covariance functions, is neglected.
This article is just a small step toward answering from theotietical and numerical standpoints the
questions raised by this coupling but we are convinced thatsaof interesting results can be found
there.

INRIA



Mean field analysis of multipopulation NN 49

Conflict of Interest Statement

The authors declare that the research was conducted in seaed of any commercial or financial
relationships that could be construed as a potential cooflinterest.

Aknowledgement

This research was partly supported by funding of the Eumopdaion under the grant no. 15879
(FACETS) and the Fondation d’Entreprise EADS.

A ldentification of the mean field equations

Ben-Arous and Guionnet studied from a mathematical pointef the problem of finding a mean-
field description of large networks of spin glasses. Thewitad using different methods of stochas-
tic analysis a weak limit of the law of a given spin and proveeitindependence.

Our equations do not directly fit in their study: indeed, tpasntrinsic dynamics is nonlinear
while the interaction is linear, and everything in done imdnsion one. Nevertheless, their proof
extends to our case which is somehow more simple. For instanthe case of the Simple Model
with one population, we can readily adapt their proof in oase. More precisely, leP? = 1, the
equation of the network reads:

N
TdVy = (=V7 + > Ji;S(Vi)) dt + od W
i=1
In this case, we define fox € M (C([to, T], R) the effective interaction terrt/;¥) which is
the effective interaction process definefid 2.1, i.e. thessin process of meahsE [S(X,)] and

of covarianceCov ( U;X, U;X) =: 02 5E [S(X;)S(X,)].

Let us noteP the law of the membrane potential when there is no interaditds an Ornstein-
Ulhenbeck process), and the empirical meadtfe = % vazl dyi. We can prove that under the
probability distribution averaged over the connectitisee below, the empirical measure satisfies
a large deviation principle with good rate functiéh defined as inmmwy Using this
large deviation result, we can prove annealed and quendtjetheéss of the empirical measure,
and finally its convergence towards the unique process whergood rate functiof/ achieves its
uniqgue minimum, which is defined by the property of having adgiy with respect té® and whose
density satisfies the implicit equation:

dQ T o 1T o
QRKP ﬁ—E[eXp{/o Utth_E/O(Ut)dt (40)

where€ denotes the expectation over the effective interactiongss/ .
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We can also prove following the steps of Ben-Arous and Guébim(Ben-Arous and Guionnet,
@) that there exists a unique solution to this equatiod that this solution satisfies the nonlinear

nonmarkovian stochastic differential equation:
TdVy = =V dt + dB;
exp{—1 [H(U®)%du
dB; = dW; + [y dB.& [USQU;»2 g[cf:{j%f};(&;)zdj}] (41)
Law of (V) = @, law of (V) = Z,

which can also be written as our mean field equation, averagéte connectivities (see (Ben-Arous and Guiannet,
@Et)). More precisely, let"" be the law of the solution of the equation:

TdVy = =Vidt + dWy + UY dt
Law of V) = Z

which is exactly equatioi{13). They prove thasatisfies the nonlinear equation:

VEELY)

This result is likely extendable to the multi population €dsit the corresponding mathematical
developments are out of the scope of this paper.

B The resolvent

In this appendix we introduce and give some useful propeai¢he resolvend ;, of a homogeneous

differential equation

‘;'l_f — L(D)x(t) «(to) =z € RF, (42)

whereL : [to, T] — Mpyxp (Or (—00,T] — Mpxp)is C°.

Definition B.1. The resolvent ofi{42) is defined as the unique solution ofitfeal equation:

Lafbol = L()®L(t to) @3
®p(to,t0) =1Idp
whereldp is the P x P identity matrix.
Proposition B.1. The resolvent satisfies the following properties:
(). PL(t+s,t0) = Pr(t+s,t) Dot to)
(i). ®L(t, to) is invertible of inverseb, (ty,t) which satisfies:
d )
Gt = By (fo, L) (44)
®r(to,to) =Idpxp
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(ii). Let | || be a norm oM p p and assume thdii(¢)|| < kr on[to, T]. Then we have:
|4 (t: o)l < e"17001 vt € [to, T] (45)
Similarly, if |L”(¢)|| < k= on[to, T] we have:

||(I)I£(ta tO)H < ekLT‘t_to‘ YVt € [to, T] (46)

(iv). We have
¢
det®y, (t,t9) = exp/ TrL(s) ds

to
Proof. The properties (i) and (ii) are directly linked with the pety of group of the flow of a
reversible ODE. (iii) is an application of Gronwald’s lemm@) is obtained by a first order Taylor
series expansion. O

We also need in the article a lower bound |6b, (¢, to)|| for all ¢ € [to, T] in the general case
whereL is not constant. This can be achieved for example using Eligjtheory. Consider the
interval [to, 2T — to] and define the continuous periodic functibf¥) of period2(T — t) defined
by

f1) L(t) to<t<T
| LT —t) T <t<2T -t

The corresponding resolvert; (t,to) is equal to® (t,to) fortg < t < T. ®; (2T — to,to) is
invertible and hence there exists IR such that

e2a(T7tg) < |)\|

for all eigenvalues\ of ®; (27" — to, to). One of Floquet's theorems states that there exists a norm
onRR¥ andy > 0 such that
’Vea(t_to) < HCI)E(ta to)|  t=>to,

and in particular
e 1) < Byt to)| to <t T (47)

Theorem B.2 (Solution of an inhomogeneous linear SDH)he solution of the inhomogeneous
linear Stochastic Differential Equation:

dX; = (L)X +1I(t))dt + A(s)dW (48)
X, =Xo
can be written using the resolvent:
t t
X = (I)L(t, to)XO + / (I)L(t, S)I(S) ds + / (I)L(S, t)A(S)dWS (49)
t() t()
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Proof. Pathwise (strong) uniqueness of solution directly comemfthe results on the SDE with

Lipschitz coefficients (see e.d. (Karatzas and Shieve,,TB®dorem 2.5 of Chapter 5)). It is clear
that X;, = Xo. We use Itd’s formula for the product of two stochastic @eses to prove that the

process[(49) is solution of equatidnl48):

dX, = (L(t)q)L(t,to)Xo L oL I(E) + / t L(1)®1 (¢, s)L(s) ds) dt

to

L (t )A()IW, + / t L(t)® (s, t)A(s)dW, dt

to

_ (L(t) {(I)L(t,to)Xo + /t O (s, )1 (s) ds + /t @L(s,t)A(s)dWS} + I(t)) dt

+ A(t)dW, ) )
= (L(t)X (t) + I(¢)) dt + A(t)dW+

Hence the theorem is proved. O

C Matrix norms

In this section we recall some definitions on matrix and veetoms. LetM,, ., be the set ofi x n
real matrices. It is a vector space of dimensighand the usuaL? normsl < p < oo can be
defined. GiverL: € M, x,,, we note|| L || the corresponding norm. Given a vector norm, natéid
onRR" the induced norm, noteltl||, on M,,«,, is defined as

[ L]

Ll =
zeR™, ||z||<1 B

Since M, «,, is finite dimensional all norms are equivalent. In this detiwe use the following
norms

(). L]l = max; 37, [Lil.
Lzl

(iii). ||Lll, = sup,crn, |2, <1 Ta1.2- This so-calledspectralnorm is equal to the square root of

Mz,
the largest singular value &f which is the largest eigenvalue of the positive maluiXL. If
L is positive definite this is its largest eigenvalue whichlsdaalled its spectral radius, noted

p(L).

D Important quantities

Table[l summarizes some notations which are introduceckiarticle and used in several places.
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Constant Defined in
1L lemma3P
equation[(2)
Omax lemma3P
Omin lemmm
ko lemmd3bh
K proof of lemmd 36
ko propositior 3.7
equation[[2I7)
AL equation[(3D)

Table 1: Some important quantities defined in the article.
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