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Abstract
7

We consider a set of equations modeling contact line dynamics. The model consists of the
Navier–Stokes free surface flow with local slip-type boundary conditions and gradient surface ten-9
sion coupled with a mesoscopic local surface model (nonlinear degenerated equations) describes the
surface tension variations. The dynamical contact angle and the local surface tension variations are11
unknowns of the model. We present some mathematical and numerical results.
© 2005 Published by Elsevier Ltd.13

Keywords: �; �; �

1. Introduction15

The aim of the paper is the mathematical and numerical modeling of dynamical contact
lines (e.g. coating of solids by liquids). Two main features of such flows are the following.17
First, the liquid front advances following a rolling motion, similar to a caterpillar vehicle,
see [3]. Second, the dynamical contact angle deviates from its static value, determined by19
the classical Young equation, and depends on the fluid velocity in the bulk. In addition,
it seems that its value cannot be prescribed explicitly in a general way, see e.g. [1]. The21
mathematical modeling of the moving contact line is delicate. A no-slip boundary condition
at the solid–liquid interface implies a non-physical singularity: the fluid exerts an infinite23
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force on the solid surface [3]. Then, most of the theories and most of models have been1
based on a slippage description, see e.g. [6,2,4,7].

The mathematical model studied in the present paper is based on the model estab-3
lished in [7,1]. The main idea of this model is to take into account the rolling motion
induces a local variation of the surface tension [7]. The induced surface tension gradi-5
ent influences the motion and the force near the contact line; it implies a Marangoni ef-
fect. In this model, the (dynamical) wetting angle is not imposed but is a response of the7
model.

2. The mathematical model9

In this section, we consider the configuration of a solid plate plunging vertically into a
2D pool of liquid at speed US, Fig. 2, and we present a model derived from [7].11

We denote by � the liquid pool wetting the solid tape (S), by �SL the solid–liquid contact
surface, by �SG the solid–gas contact surface, by �LG the free surface liquid–gas and by13
PC the contact point liquid–gas–solid.

When the liquid is at rest, the (static) contact angle �s satisfies the classical Young equa-15
tion: �eq

LG cos(�s)=�eq
SG−�eq

SL, where �eq
LG, �eq

SL and �eq
SG are the equilibrium surface tensions

of the liquid–gas, solid–liquid and solid–gas interfaces, respectively. In this paper, we con-17
sider the dynamic case where the solid plate is moving at speed US, see Fig. 2. In that case,
the contact angle becomes variable. The basic idea of the model studied in [7] is to consider19
that the Young equation remains valid:

�LG cos(�d) = �SG − �SL,21

where �d denotes the dynamic contact angle.
Briefly, the full model considered in the present paper is as follows. A macroscopic23

hydrodynamic free surface model, HFSM, for the fluid motion is coupled to a mesoscopic
local surface model, LSM, describing the local surface tension distribution and the contact25
line motion. The HFSM consists of the Navier–Stokes equations with free surface and
slip-type boundary conditions. The coupling with the LSM is done through these boundary27
conditions imposed on a small vicinity of the triple line. The LSM describes the dependence
between the surface tension parameters and the fluid motion.29

2.1. The macroscopic hydrodynamic free surface model

We denote by �u the fluid velocity, p its pressure, � the stress tensor with components31
�ij = −p�ij + �(�iuj + �j ui) 1� i, j �2, where � is the dynamic viscosity.

We denote by (��, �n) the unit tangential and external normal vectors such that it is direct.33
We set: ��n = �′.�n ∈ R2; ��n = �n�n + ����.

The fluid motion is governed by the incompressible Navier–Stokes equations (into vari-35
ables (�u, p)). To describe the boundary conditions, we decompose �SL (respectively, �LG)
in two parts �M

SL and �m
SL (respectively, �M

LG and �m
LG). The superscripts M and m refer to37
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the macroscopic and the mesoscopic boundaries, respectively. The boundary conditions on1
the free surface (liquid–gas) are{ ��n = (−pext + �LG	)�n in (0, T ) × �M

LG,
��n = (−pext + �LG	)�n + ( �∇�LG · ��)�� in (0, T ) × �m

LG,
(1)3

where 	 is the mean curvature and pext is the external pressure.
The liquid–solid contact is described by: �u = �US in (0, T ) × �M

SL, where �US is the solid5
velocity, and{ �u · �n = 0 in (0, T ) × �m

SL,

�� = −(
(�u − �US) − 1
2

�∇�SL) · �� in (0, T ) × �m
SL,

(2)7

where 
> 0 is a sliding-type coefficient.
The boundary condition (2) removes the shear-stress singularity. Surface tension gradients9

appear in (1) and (2). It is one of the novel features of the model.
We define the free surface �LG as the graph of a function �(t, x) and the free surface11

motion is described by the classical transport equation with the graph value given at the
inflow boundary.13

Remark 2.1. Let us point out an important feature of the model. The dynamic wetting
angle �d is not imposed. It is a response of the model. It can be computed using the relation:15
cotan(�d) = −(��/�x1)(t, PC) for t in (0, T ).

2.2. The mesoscopic local surface model17

Briefly, the so-called mesoscopic LSM (established in [7]) is as follows. The interfaces
are described by surface densities �s which are solution of surface continuity equations. A19
state equation provides the relation between �s and the surface tension coefficients �. We
denote by �s

i , i = 1, 2, the surface density on �LG (i = 1) and on �SL (i = 2). The surface21
tension is related to the excess density through a linear state equation

�i = (�s
0 − �s

i ), i = 1, 2, (3)23

where  and �s
0 are given constants. We have the surface continuity equation

��s
i

�t
+ div(�s

i v
s
i ) + 1

�∗ (�s
i − �eq

i ) = 0, i = 1, 2, (4)
25

where �∗ is the relaxation time relative to the rolling motion, vs
i is a mean velocity inside

the layer and �eq
i is its density at equilibrium: �i (�

eq
i ) = �eq

i , i = 1, 2.27
The velocity vs

1 (respectively, vs
2) is related to �s

1 (respectively, �s
2) and to the fluid velocity

u (respectively, the solid velocity US). We have the following Darcy laws type:29

(1 + 4�1�2)∇�LG = 4�2(v
s
1 − u) and vs

2 = �1∇�SL + 1
2 (u + US), (5)

where �i , i=1, 2, are given constants characterizing the viscous properties of the interface.31
At the triple junction, the surface flux continuity is imposed: (�s

1v
s
1)ef = (�s

2v
s
2)eg, where
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ef and eg are unit vectors normal to the contact line and tangential to the gas–liquid and1
gas–solid interface, respectively. Let us notice that cos(�d) = −ef .eg.

3. The 1D local surface model3

We consider the 1D steady-state LSM. We reformulate the equations by eliminating the
variable vs

i . For both cases i = 1 and 2, we obtain similar equations. They are nonlinear and5
degenerated. Case i = 2 (solid–liquid surface) leads to:

(P)

{−(��′)′ + �1 U�′ + �2� = f in ]0, 1[,
�(0) = �0,

(−��′ + �1 U�)(1) = �,7

where �1 = lU∗/��∗, �2 = l2/��∗�∗ are dimensionless numbers, � = �1�
eq
1 (2U(1) −

U(0))�0, � is the flux at the contact point and f = �2�0. Let us notice that if we set9

l = �∗U∗, then �1 = �2 = �∗(U∗)2

��∗ .

3.1. Mathematical analysis11

Let us assume

Assumption 3.1.13

(i) �0 > 0.
(ii) U ∈ W 1,∞(0, 1) and U �0 in [0,1]; U ′ �0 a.e. and ‖U ′‖∞ ��2/�1.15

We consider the nonlinear regularized problem:

(P
)

{−(
ε(�)�′)′ + �1U�′ + �2� = f in ]0, 1[,
�(0) = �0,

(−
ε(�)�′ + �1 U�)(1) = �,17

where ε > 0, 
ε ∈ C1(R) is Lipschitz, increasing and defined by: 
ε(x) = ε if x�0 and

ε(x) = x if x�2ε.19

Using the Leray–Schauder fixed-point theorem, we prove that under Assumption 3.1,
Problem (P
) has at least one weak solution in H 1(0, 1) and this solution belongs to21
H 2(0, 1).

Furthermore, let � be a real number satisfying: �0 ��> 0 and ��1U(1)��. For example23
with U(1) < 0, we may set � = min{�0, [�/�1U(1)]}. Combining the weak maximum
principle, see [5], and the previous existence result, we obtain:25

Theorem 3.1. Under Assumption 3.1, Problem (P) has at least one weak solution � in

H 1(0, 1). This solution satisfies �(x)��> 0 in [0,1] and belongs to H 2(0, 1).27

Actually, we have the following stronger result.
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Theorem 3.2. Under Assumption 3.1, Problem (P) has an unique solution �.1

Proof. We denote by �1 and �2 two solutions of (P).
(a) First, we prove that �′

1(0) = �′
2(0). Let us suppose that �′

1(0) >�′
2(0). Let ]0, �0] the3

largest interval such that �1(x) >�2(x), x ∈]0, �0[.
Let us suppose �0 = 1. We integrate the first equation of (P) on [0, 1] with �1 and �2. By5

differentiating we obtain:

− �1�
′
1(1) + �2�

′
2(1) + �0(�

′
1(0) − �′

2(0)) + �1[U(�1 − �2)]1
0

+
∫ 1

0
(�2 − �1U

′)(�1 − �2) dx = 0.7

Using the boundary conditions of (P), we obtain
∫ 1

0 (�2 − �1U
′)(�1 − �2) dx < 0, which is

impossible.9
Therefore �0 ∈]0, 1[ and �1(�0) = �2(�0). We integrate again on [0, �0] and we obtain:

− �1(�0)(�
′
1(�0) − �′

2(�0)) + �0(�
′
1(0) − �′

2(0))

+
∫ 1

0
(�2 − �1U

′).(�1 − �2) dx = 011

hence (�1 − �2)
′(�0) > 0. It is impossible, and therefore �′

1(0) = �′
2(0).

(b) Second, we write the first equation of (P) as a first order differential equation of the13
form: W ′(x) = G(W)(x), x ∈]0, 1[ with W = (u, v)T and

G(W)(s) =
(

v(s),
−1

u(s)
[−v2(s) + �1U(s)v(s) + �2u(s) − f (s)]

)T

.15

We consider G : C1([0, 1]; R) ∩ F+ × C0([0, 1]; R) → C0([0, 1]; R) × C0([0, 1]; R)

with F+ = {u, u ∈ C0([0, 1]; R), u > 0 in [0, 1]}.17
Then, we set Wi = (�i ,�

′
i )

T, i = 1, 2. We have W ′
i (x) = G(Wi)(x), x ∈]0, 1[, and

W1(0) = W2(0). Hence, (W1 − W2)(x) = ∫ x

0 (G(W1) − G(W2))(s) ds.19
Since �i ∈ C1([0, 1]; R) ∩ F+ and G(Wi) is of class C1, there exists a constant k such

that: ‖(G(W1) − G(W2))(s)‖�k‖(W1 − W2)(s)‖.21
Then, it follows from the previous equality that: ‖(W1 − W2)(x)‖�k

∫ x

0 ‖(W1 − W2)

(s)‖ ds. And it follows from Gronwall inequality that W1 = W2 in [0, 1]. �23

Proposition 3.1. Let Assumption 3.1 be satisfied and U be such that U(0) > 2U(1).

(i) If � = �1U(1)�0 then � ≡ �0, � being the unique solution of (P).25
(ii) If �< �1U(1)�0 then �(x)��0 and �′(x)�0 in [0,1].

(iii) If �> �1U(1)�0 then �(x)��0 and �′(x)�0 in [0,1].27

Proof. (i) It is straightforward to verify that � ≡ �0 is a solution and the solution is unique.
(ii) We have �< �1U(1)�0. Since the weak maximum principle holds, we have ���029

in [0,1].
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Let us prove that �′(x)�0. If there exists �0 ∈]0, 1[ such that �′(�0) < 0, then1

−(��′)′(�0) + �1U(�0)�
′(�0) = �2(�0 − �(�0))�0

hence −(��′)′(�0) = − 1
2 (�2)′(�0) < 0. We deduce that (�2)′(�) > 0 in a neighborhood3

V(�0). Therefore � is increasing inV(�0) and �′(�)�0 inV(�0), which is a contradiction
with �′(�0) < 0. Then, we deduce that �′(x)�0 in ]0,1[ hence in [0,1] since it is continue.5

(iii) We prove the result following the same idea as (ii). �

3.2. Numerical results7

We compute numerically the solution of the LSM using a finite difference method. We
assume that �LG = �eq

LG. It follows from (5) that vs
1 = u on �LG. Then, the LSM is reduced9

to a 1D differential equation in an interval of the y-axis (on �m
SL).

The computation of the 1D mesoscopic LSM provides a profile of ∇�2. In next section this11
term will be considered as the local Marangoni source term in the Navier–Stokes boundary
conditions HFSM.13

We consider an air–water–glass system: �eq
LG = 70, �eq

SL = 20 and �eq
SG = 50 mN/m.

In the static case, we have: cos(�s) = (�eq
SG − �eq

SL)/�eq
LG ≈ 0.429 hence �s ≈ 64.6◦. In15

the dynamic case, the Young equation is supposed to remain valid and the case �d > 90◦
corresponds to: �eq

SG = 50 <�SL <�eq
LG = 70. We set �∗ = 10−3 s, see [1], and U∗ = 5 ×17

10−2 ms−1. Hence, l ≈ �∗U∗ = 5 × 10−5 m.
We set US = −1 = Ustokes(0) (the no-slip boundary condition for the bulk flow) and19

U(x) = 1
2 (US + Ustokes(x)) = ( 1

4x − 1).
It remains to set the following two parameters: the product �.�∗ and �eq

1 . For the present21
computation we set: �.�∗ = 10−6 and �eq

1 = 1
5 . We obtain � = −2.5. For computational

reasons we set l = 10�∗U∗ and we obtain �1 = 25 and �2 = 250.23
Let us notice that the state equation �i = (�s

0 −�i ), i =1, 2, implies that �eq
1 <�eq

2 =1.
(Recall: the index 2 refers to the solid–liquid interface, �2 = �SL). All the assumptions on25
data presented in the mathematical analysis section are satisfied.

The functions �,�′,�SL and �′
SL obtained are presented below and in Fig. 1. We obtained:27

�SL(PC)=66.8, �′
SL(PC)=1.01×106, �d =103.9◦, �(PC)=2.51×10−4, ‖�′‖∞ =175.6.

We note that the surface tension �SL and its gradient �′
SL are found from the values of29

�, �′ and using the state equation �i = (�s
0 − �i ), i = 1, 2. As a matter of fact, since

�eq
LG = (�s

0 − �eq
1 ) and �eq

SL = (�s
0 − �∗), one can deduce the values of the constants 31

and �s
0. Then, using the state equation: �SL(y) = (�s

0 − �(y)), we obtain the value of the
surface tension coefficient �SL. Finally, we have33

�d = cos−1

(
�eq

SG − �SL(PC)

�eq
LG

)
,

where PC denotes the triple point liquid–solid–gas.35
The choice of the two parameters values of (��∗) and �eq

1 is the main uncertainty of the
model. The present choice leads to admissible surface tension coefficient �SL and dynamical37
wetting angle �d.
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Fig. 1. From left to right: �, �′, �SL, �′
SL.

4. Influence of the local Marangoni term on the 2D bulk flow1

Let �d, �SL, �′
SL and �LG be given, we compute the solution of a simplified HFSM:

the Stokes model without curvature term (	 = 0). The goal is to observe numerically the3
influence of the local Marangoni source term �′

SL on the bulk fluid motion.
The simplified HFSM considered is the following. Given �d, �′

SL and �LG, find (u, p)5
satisfying: �1�i1 + �2�i2 = 0, i = 1, 2, and div(u) = 0 in �; �n = �� = 0 on �LG ∪ �out;
u = US on �M

SL;7

u · n = 0 and �� = −
(u − US) + 1
2 �′

SL on �m
SL.

The slip coefficient 
 ≈ �/hl ≈ 10−3/10−8 = 105 (hl is the layer thickness) [7]. The9
only source terms of the model are US and �′

SL. And, for �′
SL ≡ 0, the unique solution is

(u, p) = (US, 0) (the pressure being defined up to a constant).11
We solve (PST) using the Hood–Taylor finite element method. The pressure equation is

solved using the augmented Lagrangian method and the Uzawa’s algorithm.13
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Fig. 2. Left. Plunging plate configuration. Middle. The Stokes case test. Right. Zoom on �u near the contact point.

We set US = (0, −10−2)T and L = 10−3 (in IS units). We set �∗ = 10−3 hence l ≈1
�∗U∗ =10−5 and ε ≈ l/L ≈ 10−2. We have the Capillary number Ca =�U∗/�SL ≈ 10−6

and the Reynolds number Re = �̂U∗L∗/� ≈ 50.3
It remains to set the two following parameters: the slip coefficient 
 and the given surface

tension gradient �′
SL.5

For all tests, we set 
 = 105, and �′
SL(y) = �′

max × exp(
y−ym

ycp−ym
− 1) × (

y−ym
ycp−ym

) if

ym �y�ycp and �′
SL(y)=0 if not; where ym =0.00075 is the middle point of the boundary7

part �m
SL and ycp = 0.0008 is the contact point y-coordinate, Fig. 2.

Therefore, the present given function �′
SL(y) behaves qualitatively similar to the com-9

puted one in previous section, Fig. 1.
First, we consider �′

max = 103. We observe a simple flow.11
Second, we consider �′

max =5×103. We observe a more complex flow. The given source
term gslip changes of sign in the vicinity of 7.8×10−4. The computed y-coordinate velocity13
u2 changes sign too, in the same area. Thus, we observe a local recirculation: the Marangoni
term induces a recirculation in the vicinity of the contact line, see Fig. 2.15

In conclusion, we would like to point that the model is too simplified to interpret these
numerical results from the mechanical point of view. To this end, one must take into account17
the free surface dynamic, the capillary forces and eventually consider the local slip boundary
conditions in the upper part of the vicinity of the triple line, i.e. on �LG. Nevertheless, these19
numerical results show clearly the effects of the local slip boundary condition on the fluid
motion in the bulk. These numerical results are a first step for the simulation of the rolling21
motion and the dynamic of the contact angle using the model presented in [7,1].
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