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Transport equations with singular coefficients.
Application to the gyro-kinetic models in plasma

physics

Mihai Bostan *

(1st February 2008)

Abstract

The subject matter of this paper concerns the asymptotic regimes for
transport equations with singular coefficients. Such models arise for example
in plasma physics, when dealing with charged particles moving under the ac-
tion of strong magnetic fields. These regimes are motivated by the magnetic
confinement fusion. The stiffness of the coefficients comes from the multi-
scale character of the problem. According to the different possible orderings
between the typical physical scales (Larmor radius, Debye length, cyclotronic
frequency, plasma frequency) we distinguish several regimes. From the math-
ematical point of view the analysis of such regimes reduces to stability prop-
erties for transport equations whose coefficients have different magnitude or-
ders, depending on some small parameter. The main purpose is to derive limit
models by letting the small parameter vanish. In the magnetic confinement

context these asymptotics can be assimilated to homogenization procedures
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with respect to the fast cyclotronic movement of particles around the mag-
netic lines. We justify rigorously the convergence towards these limit models

and we investigate the well-posedness of them.
Keywords: Transport equations, Vlasov equation, Gyro-kinetic models.

AMS classification: 35Q75, 7T8A35, 82D10.

1 Introduction

Motivated by the magnetic confinement fusion, the study of strong magnetic
field effect is now of crucial importance. We are concerned with the dynamics of
a population of charged particles interacting through electro-magnetic fields. We
consider a population of non relativistic electrons whose density is denoted by f.
This particle density satisfies the Vlasov equation

atf+m£-sz—e(E(t,x)Jrﬁ/\B(t,x)) -Vpf=0

(S] me
where —e < 0 is the electron charge and m, > 0 is the electron mass. The self-
consistent electro-magnetic field (E, B) verifies the Maxwell equations

OE — & curl,B = < ﬁf dp, ;B + curl,E =0
€0 R3 Me

div, E = < (n —/ f dp) . div,B = 0.
o R3

Here ¢4 is the vacuum permittivity, cg is the light speed in the vacuum and n is the
concentration of the background ion distribution. One of the asymptotic regimes
we wish to address here is the gyro-kinetic model with finite Larmor radius. Let us

denote by w;, the plasma frequency




and by w. the cyclotronic frequency

We = .
Me

Assuming that the cyclotronic frequency is much larger than the plasma frequency
we deduce that the typical magnetic field magnitude satisfies

MeWp  We Mewp 1
B=—%>. - = -
€

e Wwp e

where w./w, = 1/¢, 0 < e < 1. We assume also that the electron momentum in the
plane orthogonal to the magnetic field is much larger than the thermal momentum

Pen given by
p%h
— = KpTiy,

e

where Ky is the Boltzmann constant and 7}, is the temperature. Note that in this

case the Larmor radius corresponding to the cyclotronic frequency w,. and the typical

Dth

momentum ** remains of order of the Debye length

_ Pth D _<50KBTth>1/2_
pL = = =|\—= = Ap.

EMeWe  MeWp 2

e“n

This model is called the finite Larmor radius regime. For example in the two di-

mensional setting and assuming that the magnetic field has a constant direction
f=f(t,z,p), (E,B)=(E, F0,0,0,Bs)(t,z), (t,r,p) € Ry x R* x R?

we are led, up to a multiplicative constant of order 1, to the following Vlasov equation
(see [8], [2])
P p

ouf + 29, - (Bt + B2 ) v, =0 0
where the notation *p stands for (ps, —p1) for any p = (p1,p2) € R% When the
typical momentum is supposed of order of the thermal momentum, the Larmor
radius vanishes as the magnetic field becomes very large; we are dealing with the
guiding-center approximation. The guiding-center approximation for the Vlasov-

Maxwell system was studied in [4] by the modulated energy method, see also [3],
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[6] for other results obtained by this method. The analysis of the Vlasov or Vlasov-
Poisson equations with large external magnetic field have been carried out in [9],
11, [10], [5].

For simplifying we assume that the self-consistent electric field in the Vlasov
equation derives from a potential which is determined by solving the Poisson equa-
tion

EF=V,0", Ag¢"=1— [ [ dp.
R2

We suppose also that B; = Bs(x) is a given stationary external magnetic field. The

Vlasov equation leads naturally to problems like

b
atus + a(t, y) . Vyus + % . Vy'u,g = O, (t, y) & R+ X Rm (2)

with the initial condition

w(0,y) = ug(y), y € R™

For example (1) can be recast in the form (2) by taking m = 4,y = (x,p) € R* x R?,
w(t,y) = fo(t,2,p), a(t,y) = —(0,0, E(t, x)), by) = (p, —Bs(z)*p).

In this work we focuss on the linear transport equation (2) when a and b are
given smooth fields. Formally, multiplying (2) by ¢ one gets b(y) - V,u® = O(e),
saying that the variation of u® along the trajectories of b vanishes as ¢ goes to zero.
Following this observation it may seem reasonable to interpret the asymptotic € \, 0
in (2) as homogenization procedure with respect to the flow of b. More precisely we
appeal here to the ergodic theory.

By Hilbert’s method we have the formal expansion
uf = u+ eup + e*ug + ... (3)
and thus, plugging the ansatz (3) in (2) yields the equations
et b(y) - Vyu=0 (4)
e’ Qu+alt,y) Vyu+bly) Vyu =0 (5)
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e' : Quuy + alt,y) - Vyur +b(y) - Vyuy =0 (6)

The operator 7 = b(y) - V,, will play a crucial role in our analysis: the equation (4)
says that at any time ¢ € R, the leading order term in the expansion (3) belongs
to the kernel of 7. Unfortunately this information (which will be interpreted later
on as a constraint) is not sufficient for uniquely determining u. The use of (5) is
mandatory, despite the coupling with the next term u; in the asymptotic expansion
(3). Actually, at least in a first step, we do not need all the information in (5),
but only some consequence of it, such that, supplemented by the constraint (4), it
will allow us to determine w. Since we need to eliminate u; in (5), the idea is to
projet (5) at any time ¢ € R, to the orthogonal complement of the image of 7, for
example in L?(R™). Indeed, we will see that this consequence of (5) together with
the constraint (4) provide a well-posed limit model for v = lim.\ o u®. And the same
procedure applies for computing wuq, us, ... For example, once we have determined u,

by (5) we know the image by 7 of uy
Tuy = —0u—a(t,y) - Vyu. (7)

Projecting now (6) on the orthogonal complement of the image of 7 we eliminate us
and one gets another equation for u;, which combined to (7) provides a well-posed
problem for ;.

Our paper is organized as follows. In Section 2 we recall some notions of ergodic
theory. We introduce the average over a flow associated to a smooth field and we
discuss the main properties of this operator. Section 3 is devoted to the study of the
limit model. We prove existence, uniqueness and regularity results. The convergence
towards the limit model is justified rigorously in Section 4. Based on the concept
of prime integrals, an equivalent limit model is derived in Section 5. We end this

paper with some examples.



2 Ergodic theory and average over a flow

We assume that b: R™ — R™ is a given field satisfying

be W (R™) (8)
div,b =0 9)

and the growth condition
3C>0: |by) <COA+y]), yeR™ (10)

Under the above hypotheses the characteristic flow Y = Y'(s;y) is well defined

LWV (si), (5,9) ERX R (1)
Y(0:9) =y, yeR™, (12)

and has the regularity Y € W,"°(R x R™). By (9) we deduce that for any s € R,

loc

the map y — Y (s;y) is measure preserving

[o s ay= [ o) ay. voe @),

We have the following standard result concerning the kernel of u — Tu = div, (b(y)u(y)).

Proposition 2.1 Letu € L{ .(R™). Then div,(b(y)u(y)) = 0 in D'(R™) iff for any
s € R we have u(Y (s;y)) = u(y) for a.a. y € R™.

Remark 2.1 Sometimes we will write u € ker T meaning that u is constant along

the characteristics, i.e., u(Y (s;y)) = u(y) for all s € R and a.a. y € R™.

For any ¢ € [1, +00] we denote by 7, the linear operator defined by 7,u = div, (b(y)u(y))

for any v in the domain
Dy = {u e LUR™) : divy(b(y)u(y)) € L (R™)}.
Thanks to Proposition 2.1 we have for any ¢ € [1, 4+00]
ker7, ={u e LYR™) : u(Y(s;y)) =uly), s € R, ae.y € R"}.
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For any continuous function h € C([a, b]; LY(R™)), with ¢ € [1,+oc], we denote by
fab h(t) dt € LY(R™) the Riemann integral of the function ¢ — h(t) € LI(R™) on the
interval [a, b]. It is easily seen by the construction of the Riemann integral that for

any function o € L¢ (R™) (where 1/q + 1/q’ = 1) we have

/m(/abh(t) dt) W)e(y) dyz/ab (/f(t,y)w(y) dy) dt (13)

implying that \ \
|[roa] < [
a La (Rm) a

Moreover, by Fubini theorem we have

/ab (/f(t’y)@(y) dy) di = /m</abh(t,y) dt) ely) dy

which together with (13) yields

</abh(t) dt) (y) = /abh(t,y) dt, a.e. yeR™

Consider now a function u € L9(R™). Observing that for any ¢ € [1,+00) the

application s — u(Y( 7)) belongs to C(R; L (R™)), we deduce that for any 7" > 0
the function (u)7 := 7 fo ) ds is well defined as a element of LY(R™) and
| {u)r HLq(Rm < HuHLq ®&my. Observe that for any function h € L>(la, b]; L=(R™)),
the map ¢ € L'(R™) f Jamh(t,y)e(y) dy dt belongs to (L'(R™))’ = L>(R™).
Therefore there is a unique function in LOO(Rm), denoted fa h(t) dt, such that for

any ¢ € L'(R™) we have

/m</abh(t) dt) (Y)e(y) dy = /ab (/T/r}(t,y)gp(y) dy) dt.

In particular we have
b b
[uwa) < e
a Lo (Rm) a

(/abh(t) dt) (y) = /abh(t,y) dt, a.e.ye€R™

7
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Notice that for any function v € L*(R™), the map s — u(Y(s;-)) belongs to
L>®(R; L>*(R™)) and thus we deduce that for any 77 > 0 the function (u)r :=
%fOT u(Y(s;-)) ds is well defined as a element of L>*(R™) and ||(u)7||re@mm) <
]| Loe ).

Obviously, when u belongs to ker 7, we have (u);r = u for any ¢ € [1,+0o0] and
T > 0. Generally, when ¢ € (1,+00) we prove the weak convergence of (u)r as T

goes to +oo towards some element in ker 7.

Proposition 2.2 Assume that ¢ € (1,+00) and u € LI(R™). Then there is a

unique function (u) € ker 7, such that for any ¢ € ker 7, we have

(/wwwwww»wwdyzo (14)

m

Moreover we have the weak convergences in LI(R™)

(u) = lim %/OU(Y(S;')) ds = lim %/u(Y(&)) ds = lim L uw(Y(s;-)) ds

T—+o0 T—+o0 _T T—+o00 2T _T
and the inequality ||(u)||zowmy < |||l pa@my. In particular the application u €

LYR™) — (u) € LYR™) is linear, continuous and ||(-)||z(rammy,La@myy < 1.

Proof. We start by checking the uniqueness. Consider two functions wu;, us € ker 7,

satisfying

/(U(y) —u1(y))e(y) dy = /(U(y) —uz(y))p(y) dy = 0

m m

for any ¢ € ker7,,. We deduce that

/(Ul(y) —us(y))p(y) dy =0, Vo €kerT, .

Taking ¢ = |uy —uz|? ?(u; —ug) € ker 7, we deduce that [, Ju; —us|? dy = 0 saying
that u; = us. In order to justify the existence of (u) consider a sequence (7},), such
that lim,, o 7, = +oo and ((u)7,), converges weakly in LI(R™) towards some
function u € LI(R™). Observe that 4 € ker 7,. For this it is sufficient to prove that
for any ¢t € R and ¢ € L' (R™) we have

‘/mwwyeuwwwzjﬁ@wwww (15)

m m



Indeed, by using the weak convergence lim,,_, o (u)r, = @ we deduce

/ AY(—ty) dy = lim [ (@)oY () dy

m n—+00 [pm

- m | " [t

Tn
= hril —// Y(s+t;y))u(y) dy ds

n—-+o0o n Jt m
1 t+T,
— ngrfmT—n/Tn g(Y(s,y))w(y) dy ds
1 t
= Jim o [ das
+ lim (u)r, (Y)Y (y) dy
n Rm

It is easily seen that

t+Tn
/ / (s;9)Y(y) dy ds

i
< 7 lllzsgn ¥l gy

and

<l
< 7 lllzs@n [l @m)-

(s;9)¥(y) dy ds

m

Combining (16), (17), (18) yields (15), implying that

w(Y(s;y)) =ul(y), s€R, ae yecR™

(16)

(18)

We claim that @ satisfies (14). For any ¢ € ker 7, and s € R we have up € L'(R™)

and thus by change of variable along the characteristics we obtain

m

Taking the average on [0,T,,] one gets

[ et dy = [ uV (i)Y (si0)) dy = [ ulY(si))o(w) dy

[utwetrar=[ (3 [ urs:0 as) ot ay = [ oto)



Since o € L' (R™) we obtain thanks to the weak convergence lim,,_, 4o (u)7, = @ in
L4(R™) that
[0 —aw)ew) dy =0, vy elerty.

m

Therefore the existence of the element (u) in (14) is guaranteed, and by the unique-
ness of such element we deduce also the convergence limy_, ;o % fOT w(Y(s;+)) ds =
(u) weakly in LI(R™). Similarly one gets

I I
Tlirilm T /Tu(Y(s; ) ds = TliTm T |, u(Y(s;+)) ds = (u) weakly in LI(R™).

Since for any T' > 0 we have || (u)r||La@m) < [|u]|Lem) we deduce that ||(u)||Le@m) <

||| Laggmy. The linearity of (-) follows immediately and we have ||(-)|| z(za(®m),La(rm)) <

1. -

Corollary 2.1 Assume that q € (1,+00) and u € LY(R™). Let us denote by (u) €
LA(R™) the function constructed in Proposition 2.2.

a) If u > —M for some constant M > 0 then (u) > —M.

b) If u < M for some constant M > 0 then (u) < M.

Proof. a) For any 7' > 0 and a.a. y € R™ we have (u)r(y) = %fOTu(Y(s; y)) ds >
—M. By using the weak convergence limy_ o (u)r = (u) in LY(R™) we have for

any non negative function ¢ € C.(R™)

/ () + M)p(y) dy = Tim | ({w)r + M)p(y) dy > 0

m T—+o0 R™

implying that (u) > —M. The second item follows in a similar manner. O

We can prove that the operator (-) is local with respect to the trajectories.

Corollary 2.2 Let A C R™ be a invariant set under the flow'Y (i.e., Y(s;A) C A
for any s € R). Then for any u € LY(R™) with q € (1,+00) we have

(1Au> = 1A<u)
In particular if uy, us € LYR™) satisfy uy = ug on A, then (u1) = (ug) on A.

10



Proof. For any ¢ € ker 7, we have [;,,(u—(u))¢ dy = 0. Since A is invariant under
the flow, the function 14¢ belongs to ker 7, and thus [,,.(u— (u))14¢ dy = 0 which
says that (Lau) = 14(u). If uy,uy € LI(R™) coincide on A then 14(u; — ug) = 0.

Consequently we have
1A<U1 — 'LL2> = <1A(U1 — UQ» =0

saying that (u;) = (u2) on A. =

Corollary 2.3 Assume that 1 < ¢1 < ¢ < +00 and u € L®(R™) N L=(R™).
We denote by (u)9 the function of LY(R™) constructed in Proposition 2.2 for q €
{q1,q2}. Then we have (u)®) = (u)®) € ker T, NkerT,,.

Proof. For any 7' > 0 and ¢ € C.(R™) we have

/m(% /OuT(Y(S; ) dS) (y)ely) dy = %/OT (/ﬂgn(y(s;y))gp(y) dy) ds. (19)

1 T

Thrf _/ u(Y (s;+)) ds = (u)!?) weakly in L7 (R™)
1 T

TEIBOO f/o u(Y(s;-)) ds = (u)@® weakly in L% (R™).

Therefore, passing to the limit for 7" — 400 in (19) yields

.1 "
/<U>(q”¢(y) dy = lim T/ /U(Y(S;y))w(y) dy ds = /<U>(‘”)<p(y) dy
m — 100 0 m m
implying that (u)@) = (u)(®) € ker T, Nker 7,. O

It is possible to prove that the convergences in Proposition 2.2 are strong. This is

the object of the next proposition.

Proposition 2.3 Assume that g € (1,4+00) and u € LY(R™). Then

lim l/0 uw(Y(s;+)) ds = lim l/ uw(Y(s;-)) ds = (u) strongly in LY(R™).

T—+o00 T’ T—+o00 T’ _T

11



Proof. We analyze first the case ¢ = 2, which corresponds to the mean ergodic
theorem, or von Neumann’s ergodic theorem (see [12], pp. 57). For the sake of the

completeness we detail here its proof. Recall that the adjoint of 7, satisfies

D(7y) = D(T3), Tyu=—Tou, YV u e D(Ty).

Therefore we have ker T, = ker 7;* = (rangeTy)*

sition of L?(R™)

, implying the orthogonal decompo-

ker 7o @ rangeT; = (rangeTy)™ @ ((ramge’fg)L)L = L*(R™).

By Proposition 2.2 we know that for any u € L2*(R™), the function (u)® is the
orthogonal projection of u on the closed subspace ker 75 and thus we have the de-
composition u = (u)? 4 (u — (u)®) with (u)® € ker 75 and u — (u)® € rangeZs.

As seen before, for any T' > 0 we have

() D) g = T/O W@(Y(s;-) ds = (u)®
and thus

] — ()@ : AN in L2(R™
TETOO<U>T = (u) +T1ir£m<u (u)“N)p, strongly in L*(R™).

In order to prove that limy_, o (u)r = (u)® strongly in L?(R™) it remains to check
that limy_ 4o (v)r = 0, strongly in L*(R™) for any v € rangeZ;. Consider first

v = Tow for some w € Dy. Let us consider a sequence (w,), C C}(R™) such that

lim (w,, Tow,) = (w, low), strongly in L*(R™).

n—-+00
We have for any y € R™

Twes) = 7 [ )V (si) ds

_ %/0 %{wn(Y(S;y))} ds
_ %(wn(Y(T;y))—wn(y))

12



and therefore

Ty lioamy < lhnllzsgam.
Passing to the limit for n — 400 one gets ||(v)r||r2@n) < 2||w|/r2®m), implying
that limy_, o (v)y = 0 strongly in L?(R™). Consider now a function v € rangeT;.

For any ¢ > 0 there exists vs € range7; such that ||v — vs| p2em) < 6. We have

(W) rllze@ny < (v —vs)rllze@m) + [[{vs)7 || L2@m)

VAN

v = vsl|z2@m) + [[(Vs)T [ L2mm)
S 6 + ||<U5>T||L2(Rm)‘
Passing to the limit for 7" — 400 we obtain

limsup |[(v) 7| 2@m) <6, V>0
T—4o00

and consequently limy_, o ||{V) 7|/ z2@&m) = 0 for any v € rangeTs.

Consider now the general case ¢ € (1,400). By density arguments it is suffi-
cient to treat the case of functions u € C.(R™). Since C.(R™) C L"(R™) for any
r € (1,400) we deduce thanks to Corollary 2.3 that (u) € L"(R™) and ||{u) || rr@m) <
||| Lr(mmy for any r € (1,400). By the previous step we know that limp_, oo (u)r =
(u) strongly in L?*(R™) and it is easily seen that (u) € L'(R™) N L>®(R™) and sat-
isfies || (u)[|Lr@my < [Jullpr@my, || {w)|| Lo @my < [Ju]| oo@my (use for example the con-
vergence limy_, o (u)r = (u) in D'(R™) and the bounds |[(u)7|[z1@m) < |[uflL1@m),

| {w)7||Loemm) < [Ju]| poomm) for any T > 0). If ¢ € (1,2) we have by interpolation

inequalities
-2
{w)r = (Wlla@m) < [{w)r = (W)l 1 oy () = ()] L2 o
2_q 2-2
< llullzr@m) s Kuyr = (@l fm) — 0 as T — +oo.

If g € (2,+00) we have

1—2
q

Kw)r = (W llpa@my < (w)r = <u>l|,§z(Rm)|l<U>T — (| gy

_2
< (2lullzx@m)

2
1 H<U>T - <U>HZQ(RM) — 0 as T — +o0.

[
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It is also possible to define the operator (-) for functions in L'(R™) and L>*(R™).
These constructions are a little bit more delicate and require some additional hy-

potheses on the flow. As usual we introduce the relation on R™ x R™ given by
y1 ~yo iff 3 s € R such that yo = Y(s;11).

Using the properties of the flow it is immediate that the above relation is an equiv-
alence relation. The classes of R™ with respect to ~ are the orbits. For any mea-
surable set A C R™ observe that 1,4 is constant along the flow iff A is the union of
a certain subset of orbits. We will write also 14 € ker 7 for such sets A C R™. Let

us denote by A the family
A = {A measurable set of R™ : 14 € ker T }.

We consider the family 4, of sets A € A such that the only integrable function on
A, constant along the flow, is the trivial one. We make the following hypothesis:

there are a set O € Ay and a function £ : R™ \ O — (0, +00) such that

§y) =&Y (siy)), seR, yeR™\O, Wﬁ@dy<+m- (20)
We check easily that if such a couple (O, &) exists, then the set O is unique up to a
negligible set. Let us analyze some examples.
Example 1 We consider m = 2, b(y) = (1,0). In this case we have (Y1,Y2)(s;y) =
(y1 + 8,92), s € R, y € R? and thus the constant functions along the flow are the
functions depending only on 3,. We claim that O = R?. Indeed, let f = f(ys) €

L*(R?). Therefore we have

Listtan= [ ([ 1760 aue) dn < o0

implying that [; |f(y2)|dy2 = 0 which says that f = 0. In this case (20) is trivially
satisfied.

Example 2 We consider m = 2, b(y) = Ly = (y2, —y1). The flow is given by

COsSS sins 9
Y(siy) = , y, seER, yeR
—sins coss

14



and the functions constant along the trajectories are f = f(]y|). In particular
y — e 1Y belongs to L*(R?) implying that @ = () and that (20) holds true (with
£(y) = e W >0 on R?).

Example 3 We consider m = 2 and b(y) = (y2, —siny;). It is easily seen that
¥(y) = 3(y2)* — cosy; is constant along the flow. Actually the constant functions

along the trajectories are the functions depending only on %(y2)2 —cosy; = . We

claim that O = {y € R? : ¢(y) > 1} = O; U O, where
O1={y €R? : yp >2]cos(y1/2)|}, Os={y€R? : yy < —2]cos (y1/2)|}.
Indeed, let f((y2)?/2 — cosy;) be a function in L'(O). In particular we have

o ‘f((y2>2/2 — COs yl)‘ dy < +o0.

Performing the change of variable z; = y; € R, x5 = (y2)?/2 — cosy; > 1 we obtain

270 _ _ e |f(z2)]
|f((y2)7/2 — cosyr)| dy s \/mdxg dz,

e |f(22)]
> /R< 1 —m da:2> dzx,.

Therefore [, % dzy = 0 saying that f((y2)?/2—cosy;) = 0 on Oy. Similarly

we obtain f((y2)?/2 — cosy;) = 0 on Oy. Observe also that (20) holds true. Indeed

O1

we have
RE\NO={yeR® : -1 <9(y) <1} ={y € R* : |ya| <2[cos(y1/2)|} = UrezAs
where

Ap=A+ (21k,0), A={y€[-mm) xR : |yo| <2[cos(y:/2)}

and [ 4 dy = 16. Therefore we can consider the function

E0) =Y grla )

kEZ
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which is strictly positif on R?\ O, is constant along the flow and

1
/Rz\og(y) dyzzﬁ-16:48<—|—oo.

Under the hypothesis (20) we have, for ¢ = 1, a similar result as those in Proposition

2.2.

Proposition 2.4 Assume that (20) holds and u € L'(R™). Then there is a unique

function (u) € ker 7y such that (u)|o =0 and for any ¢ € ker T, we have

L 016 = @) )et) =0 1)

Moreover we have the inequality ||(u)| r1@m) < ||ul|p1@my. In particular the applica-

tionu € L'(R™) — (u) € L'(R™) is linear, continuous and ||(-)|| z(zr®m),L1@my < 1.

Proof. Consider a sequence (u,), C C.(R™) satisfying lim,, ., o 4, = u in L'(R™).
For any n € N, ¢ € (1,+00) the function u, belongs to LY(R™) and by Proposition
2.2 and Corollary 2.3 we know that there is (u,) € ker7;, V ¢ € (1, 400) satisfying

/hm@»—wm@»wwdy—a VoekaT,, qe(l,to00).  (22)

m

In particular we have

/waw—w@»wwdyz/«%xw—@mwnwmdy

m m

Taking ¢ = |(un) — (w)|7?({u,) — (w;)) € ker 7, implies

1/q 1/q’
mm—wwws(ﬂ%—mw@ ( mm—www)
Rm m Rm
and finally one gets

[(un) = (u|* dy < | —w|* dy. (23)
R R
By Fatou’s lemma we deduce that
|(un) = (u)| dy < liminf [ [(up) — (u)|? dy
a1

R™ R™
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and by dominated convergence theorem we have
(lli{I} RTLun — |t dy = RTLun — | dy.
Therefore, passing to the limit for ¢ \, 1 in (23) yields
[(un) = (u)| dy <[ Jup — w| dy
R R
saying that ((u,)), is a Cauchy sequence in L'(R™). Let us denote by (u) the limit
of ({un)), in LY(R™). Since ({u,)), are constant along the flow we check easily that
(u) is also constant along the flow. Moreover, (u) belongs to L'(R™) and by the
construction of @ we deduce that (u) = 0 on O. Consider a function ¢ € ker 7.
Applying (22) with
(67 + [{ua) )" ¢ Lamo € ker T,

(where &(+) is the function appearing in (20)) we deduce that
—1 -1
/ o (€9 + [un) )" dy = / (un) (67 + )"0 dy. (24)
R™\O R7™\O
We keep n fixed for the moment and we intend to pass to the limit for ¢ N\, 1 in the
above equality. We use the trivial inequality x* < 1+ z, for any = > 0, z € (0, 1).

One gets for any ¢ € (1,2)

D4 )Y+ ) ()] < 24 E(y) + () ()]

(€Y + ua) W)])°

and thus

-1

un(y) (€)Y + [{wa) ()])*

o) S Npllaoeqmy il e omy (€9) + [} (0)])
+ 2@l lun(y)] € L'(R™\ O).

Since £ > 0 on R™ \ O we have the pointwise convergence

lim un (y) ((€(9))"/7 + () DT o(y) = un(y)e(y), y €R™\O

and thus we deduce by Lebesgue’s theorem

lim un(y) (@)Y + (w0 oly) dy:/ un(y)p(y) dy.  (25)
q R™\O R™\O
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By similar arguments we can pass to the limit for ¢ \, 1 in the right hand side of (24)
(for this observe also that, by Corollary 2.1, we have [|(u)||zoe@m) < ||tn || oo (rm))

1

lim () () (EWNYT+ [(un) ()) "

g\l RW\O

Combining (24), (25), (26) yields

e = [ e dy (o

[ () el ay =0, ¥ o € e

Passing now to the limit for n — 400 implies

[0 = @)et ay =0 ¢ € ker T, (27)

We consider the function ¢ = sgn(u). Since (u) is constant along the flow, we have

¢ € ker 7, and therefore we deduce thanks to (27)

@ldy= [ Juldy= [ wseatwyay< [ juldy< [ juldy
Rm Rm™\O Rm™\O R™\O Rm

The uniqueness of the function (u) constructed above is immediate. Indeed, let us

consider two functions uq, us € ker 77 satisfying

/ (u—up)p dy:/ (u—uz)pdy =0, V€ kerZ,.
R™\O R™\O

By the definition of O we have u; = us = 0 on O and taking ¢ = sgn(u; — ug) €

ker 7., we deduce

/ [uy — us| dy:/ (ur — uz)p dy = 0.
R™\O R™\O

Finally u; = uy on R™. The linearity of the application u € L'(R™) — (u) € L*(R™)

follows easily by using the characterization (21). O

Employing similar arguments as those in the proof of Proposition 2.2 we analyze

the operator (-) in the L>(R™) setting.

Proposition 2.5 Assume that (20) holds and u € L*(R™). Then there is a unique
function (u) € ker T, such that (u) =0 on O and for any ¢ € ker 7, we have

/Rm\@(“(y) — () (¥))e(y) dy = 0.
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Moreover we have the weak x convergence in L= (R™\ O)

(W) = lim l/o (Y (s:-)) ds

T—~+00

and the inequality ||(u)||zo@m)y < |[ul|Le@my. In particular the application u €

L>®(R™) — (u) € L>®(R™) is linear, continuous and ||(-)|| (oo @m),Loe@my) < 1.

Proof. In order to prove the uniqueness, consider uq,us € ker 7, satisfying u; =
us = 0 on O and me\O(ul —ug)p dy = 0 for any ¢ € ker 7;. By Proposition 2.4 we
know that for any 1) € L'(R™) there is (¢)) € ker 7; such that

/ (v —(WY))vdy =0, Vv € kerT,.
R™M\O

In particular we have for v = u; — ug € ker 7

Jo—wppay= [ @-wpdy= [ (-w))dy=0. vveLi®)
m Rm\o R'm\@

implying that u; = wuy. The existence follows by considering (7,), such that

lim, 1 T, = +00 and
(uyy, = @ weakly » in L>*(R™\ O)
for some function @ € L>*(R™\ O). As in the proof of Proposition 2.2 we check that

o € ker 7o, (u—tu)pdy=0, Vo eckerTy, |u|pemmo)<||ulpemm o)
R™\O

We take (u) = @ 1gm\o. O

We inquire now about the symmetry between the operators (-)@ (-)@") when ¢, ¢’

are conjugate exponents. We have the natural duality result.

Proposition 2.6 a) Assume that q,q" € (1,+00), 1/¢+ 1/q’ = 1, u € L{(R™),
o € LY (R™). Then
/u ()@ dy = /(W% dy.

m m

b) In particular (-Y® is symmetric on L>(R™) and coincides with the orthogonal

projection on ker To.  Moreover we have the orthogonal decomposition L?(R™) =
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ker 75 @ ker(-)?).
c) Assume that (20) holds and that u € L*(R™), p € L®(R™). We denote by (u)®,
(©)(>®) the functions constructed in Propositions 2.4, 2.5 respectively. Then

/u () dy = /<U>(”s& dy.

m m

Proof. a) The function {¢)@") belongs to ker 7, and therefore

/ (4 — ()@) ()@ dy = 0. (28)

m

Similarly (u)@ belongs to ker 7; and thus
q

[o= @@ ay—o. (29)

Combining (28), (29) yields

[ut@ @ ay= [ dy= [y

m m m

b) When ¢ = 2 we obtain

/ u (9)® dy = / (WP dy, ¥ u,p € L2R™).

m m

By the characterization in Proposition 2.2 we deduce that (-)2) = Projye, 7,- Since

ker 75 is closed we have the orthogonal decomposition
L*(R™) = ker T, @ (ker T5)* = ker T, @ ker(-)®,
c¢) By Proposition 2.4 we know that
[ = @)™ ay=o
R™\O
By construction we have () =0 on O and thus we have also

=) ay o,

By Proposition 2.5 we deduce that

L. o= m® ay =o.
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Since (u))) =0 on O, the above equality can be written

o= @)@ ay—o.

Finally we obtain

[t ay= @@ ay= [ @ a.

m m m

[

The following result is a straightforward consequence of the characterizations for

(Y with 7 € [1, 4+00].

Corollary 2.4 Let u € LP(R™), v € LYR™) and 1/r = 1/p+ 1/q with p,q,r €

[1,4+00]. Assume that u is constant along the flow. Then
(uv>(r) —u <U>(q)_

Proof. We distinguish several cases.
a) p,q,r € (1,400). Take any function ¢ € ker7Z,, (with 1/r + 1/r’ = 1) and
observe that gu € ker 7, (with 1/q+ 1/q’ = 1). Therefore we know that

/ (v — ()D)pu dy = 0

saying that (uv)) = u (v)@.
b) r € (1,4+00),p = r,q = +0oo (we assume that (20) holds). For any function
¢ € ker 7., we have pu € ker 7; and thus

[ w-e)eudy—o
R™\O

Since pu = 0 on O (as function in ker 7;) we deduce that

/ (v~ (0)*)u dy = 0

implying that (uv)™ = u (v)().
The other cases are: ¢) r € (1,4+00), p=+o0, ¢g=7r,d) r=1, p,q € (1,400), e)
r=p=1 g=+400,f)r=q=1, p=+400,g) r =p=q = —+0oc0. They follow in

similar way and are left to the reader. O
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By the orthogonal decompositions in Propositions 2.3 and 2.6 we deduce that

ker(-)? = rangeT,. We have the general result.
Proposition 2.7 Assume that g € (1,+00). Then ker(-)(¥ = range7,,.

Proof. For any v = 7,u € range7, and ¢ € ker 7, we have

/@—Owdyz 7W¢dy=—/@%wdy=0
m Rm™m R™
saying that (v)@ = 0. Therefore range7, C ker(-)@ and also range7, C ker(-)@.

Consider now a linear form h on L?(R™) vanishing on range7,. There is v € L? (R™)

such that h(w) = [,,, wv dy for any w € LI(R™). In particular

Tuvdy =0, YueD,
Rm

saying that v € ker 7,,. For any ¢ € ker(-)(? we can write by Proposition 2.6

o) = [vedy= [0 dy= [0 ()@ ay=0

m m m

and thus h vanishes on ker(-)@. Consequently we have range7, = ker(-)(@. O

At this stage let us point out that if range7, is closed, then ker(-)@ = range7,
saying that the equation Z,u = f € LI(R™) is solvable iff (f)(@ = 0. Let us indicate

a simple situation where the above characterization for the range of 7, occurs.
Proposition 2.8 Assume that all the trajectories are closed, uniformly in time i.e.,
37 >0 : VYyeR™ 3T, €[0,T] such that Y (T,;y) = y.

Then for any q € (1,+00) the range of T, is closed and we have rangeT, = ker(-)(@.

Proof. By Proposition 2.7 we have range7, C range7, = ker(-)@. Conversely,
assume that f € ker(-)(@ and let us check that f € range7,. For any u > 0 let
u, € LYR™) solving

py + Tyuy, = f. (30)
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It is easily seen that the unique solution of the above equation is

wo= [ (s ds (31)

— 00

Observe that we are done if we prove that (||u,||Ls(rm)) >0 is bounded. Indeed, in this
case we can extract a sequence (f, ), converging towards 0 such that lim,, .« w,, =
u weakly in LI(R™). Passing to the limit in the weak formulation of (30) we deduce
that v € Dy and f = T,u € range7,. In order to estimate (||u,| pa@m))u >0 We use

the immediate lemma, whose proof is left to the reader.

Lemma 2.1 Let g : R — R be a locally integrable T periodic function. Then for

any t € R* we have

[ atras =1 [ ot a

By Proposition 2.3 we know that

2 T
< [ lg(s)]ds.
] Jo

0
lim (—%/ fY(r;) dT) = ()@ =0, strongly in LI(R™).

S§——0O0

In particular we have the pointwise convergence

0
lim (—i /Sk fY(7r;9)) dT) =0, aec. yeR"

k——+o00

for some sequence (sg); verifying limy_, o s = —o0. Observe that

/0 FY ()] dr

< T fllzacem) < +o0
La(R™)

and thus, for a.a. y € R™ the function 7 — f(Y(7;y)) is locally integrable. Since
the function 7 — f(Y(7;y)) is T, periodic, we have by Lemma 2.1

1 Ty ‘ 1 0
+ vt ar= g (<2 [t ar) o, aeyere
Yy Sk
and
1 /[ 2 [Ty
-2 [ ar 2 [ iormaar
S s La (Rm) | S | 0 La (Rm)
2 T
= [ rerar
0 La(®m)
2T
< HH][HL(I(R"L)
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implying that

[ 10 war

Coming back to (31) one gets after integration by parts

Uy, = —/_(; eﬂsdii {/Sof(yu; -))dT} ds = /_(; ek /Sof(Y(T;-))dT ds

and therefore, combining with (32) yields

< 2T'|| f{] poqm).- (32)
La(rm)

luullzamy < 2T([ fllLa@my, ¥V p> 0.

Remark 2.2 The hypotheses in Proposition 2.8 are verified in the case of a constant
magnetic field B = (0,0, Bs), By # 0. By direct computation we observe that all the

trajectories of

d d
(X1, Xz) = (P, Po), (1, P2) = —By(Ps, —P1)

2m S
are - pertodic.
Generally we have the following characterization for ker(-)@ = range7,.

Proposition 2.9 Let f be a function in LY(R™) for some q € (1,400). For any
pu > 0 we denote by u, the unique solution of (30). Then the following statements

are equivalet

a) (f)@ =0.
b) lim,~\ o(pu,) = 0 in LI(R™).

Proof. Assume that b) holds true. Applying the operator (-)(@ in (30) one gets
<f>(q) = <Muu>(Q) + <7:1uu>(q) = </“~L,u>(q)a V>0

and therefore

(@ — 13 (@ — (1 (@) —
(A = lim ()™ = (lim ()™ = 0.
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Conversely, suppose that a) holds true. Considering the function G(s;y) = fso fY(r;9)) dr
we obtain by the formula (31) (use the inequality ||G(s;-)|ra@m) < |s|||f]lze@m) in
order to justify the integration by parts)

0 oG 0 G(s;) 1 /0 G(tu=';)
= — Hs_— (g - = s ) —— t T\ 0 )
Uy /_ooe 9 (s;-) ds /_oop,se . ds ﬂ/_oote = dt.

We know that ||G(tu™)/(tp™ ") || Lawm) < || f]|ze(rm) and by Proposition 2.3 we have

for any t < 0
0
Gl ft/uf(y(&')) ds , "
}L{%tu——l - }}{% t/u = —(f)@ =0, strongly in LI(R™).

Consequently, by the dominated convergence theorem, one gets

G(tp™;-)

[T dt — 0 as pu ™\, 0.

0
Nt o) < / t]e!

—00

La(R™)

Remark 2.3 With the above notations we have ||pu,||pa@my < || fllLa@my, ¥ 1> 0.

Up to this point we have investigated the properties of ()@ operating from L?(R™)
to LY(R™) with ¢ € [1,+o0]. In view of further regularity results for transport
equations with singular coefficients we investigate now how (-)(@ acts on some par-
ticular subspaces of smooth functions. For this purpose we recall here the follow-
ing basic results concerning the derivation operators along fields in R™. For any
€= (&(y),....&n(y)), where y € R™, we denote by L, the operator £ - V,,. A direct
computation shows that for any smooth fields &, 7, the commutator between Lg, L,

is still a first order operator, given by
[Le, Ly) == LeLy — LyLe = Ly
where x is the Poisson bracket of £ and n

x=1&nl (&l = (€ V) — (- Vy)& = Le(m) = Ly(&), @ € {L,...,m}.
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It is well known (see [1], pp. 93) that L, L, commute (or equivalently the Poisson
bracket [£, 7] vanishes) iff the flows corresponding to &, 1, let say Z;, Zs, commute

Z1(s1; Za(s2;y)) = Za(s2; Z1(5159)), 81,52 €R, y € R™,
Consider a smooth field ¢ in involution with b and having bounded divergence

c € WE*(R™), divye € L°(R™), [c,b] =0

loc

and let us denote by Z the flow associated to ¢ (we assume that Z is well defined
for any (s,y) € R x R™). For any h € R we denote by 7, the map associating to a

function w its translation on a time h along the flow Z
(mu)(y) = w(Z(h;y)), y €R™ heR.

We claim that for any A € R the operators (-)@ and 7, commute. We use the

following easy lemma.

Lemma 2.2 Let ¢ be a smooth field in involution with b. Then the divergence of ¢

1s invariant along the flow of b.

Proof. For any i € {1,...,m} we have

Multiplying by g—;, where ¢ € C?(R™), and integrating with respect to y € R™
yield

Z 8@) } / { ( ¢> 5% }
G —bim—— ¢ dy.
1<1J<m/ a {3%< Dy 3%&% 1<%:<m W L0y \"0y:) Oy,

After integration by parts and by taking into account that div,b = 0 one gets

[iv,e) (0 V0 dy = [ (div) (e V) dy =0

saying that div, (b div,c) = 0 in D'(R™). Our conclusion follows by Proposition 2.1.

]
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Proposition 2.10 Assume that ¢ is a smooth field in involution with b, with bounded
divergence and well defined flow. Then for any q € (1,+00) the operator {-)9 com-

mutes with the translations along the flow of ¢

(wo Z(h; )W = (W)@ o Z(h;-), ue L (R™), heR.
Moreover, under the hypothesis (20) the above conclusion holds true when q €
1, +o0}.

Proof. First of all observe that 75, maps L4(R™) to L?(R™) (use Liouville’s theorem
and the hypothesis div,e € L*(R™)). Assume that ¢ € (1,400). By Proposition

2.2 we know that for any ¢ € 7, we have

/ (u— () @) dy = 0. (33)

m

We denote by ¢_, the function
p-n(z) = p(Z(~h; z)) e~ o @A) dt

Notice that ¢_j, € ker 7,,. Indeed, replacing z by Y (s;y) and by taking into account

that the flows Y and Z commute we obtain

O(Z(=h;Y (5;9))) = (Y (s; Z(=h;y))) = (Z(—h;y)).

Thanks to Lemma 2.2 we have
(divye)(Z(=t:Y (s;9))) = (divye) (Y (s; Z(—t;y))) = (divye)(Z(—t;y)).

Consequently one gets ¢_; (Y (s;y)) = ¢_n(y) and it is easily seen that ¢_;, belongs
to L¢'(R™). Applying (33) with the trial function ¢_;, and using the variable change
z = Z(h;y) we deduce that

/ (w(Z(h: ) — (WD (Z(h; 9))p(y) dy = 0.

m

Observe also that (u)@(Z(h;-)) belongs to LY(R™) and that it is invariant along
the flow of b

W) D(Z(h; Y (5;9))) = (W DY (s; Z(hy))) = (u)D(Z(h; ).
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Consequently, by Proposition 2.2 we deduce that (u o Z(h;-))@ = (u)@ o Z(h;).
Assume now that ¢ € {1,400} and that (20) holds. Observe that the set O in (20)
is left invariant under the flow of c¢. Indeed, for any h € R let us denote by &, the
function y € R™ — &(Z(h;y)), where £ € ker 73, £ >0on R™\ O, £ =0 on O. As
before we check that &, € ker 7;. Consider the set A = Z(—h;R™ \ O) N O, which
is left invariant under the flow of b, and the function n = 14&,. It is easily seen
that 7 € ker 7; and that n > 0 on A. By the definition of O we have fon dy =
0 and thus A is a negligible set. Therefore, up to a negligible set we have the
inclusion Z(—h;R™\ O) C R™\ O implying that, up to a negligible set, we have
Z(h;R™\ O) = R™\ O for any h € R. From now on we can use the same arguments
as in the case g € (1, +00) replacing the integrations over R™ by integrations over
R™\ O. Our conclusion follows thanks to the Propositions 2.4, 2.5. The details are

left to the reader. O

Remark 2.4 In particular we have [b,b] = 0 and therefore (-} commutes with the

translations along the flow of b. We have for any h € R, u € L4(R™), q € [1, 4+00]
(Y (h; )@ = (W) DY (b)) = (u)'?.

We shall show that for any smooth field ¢ in involution with b, the operator (-)@
commutes with ¢ V,. We denote by 77 the operator given by

D(7)) = {u € LYR™) : divy(cu) € LY(R™)}, T u = divy(cu)—(divyc)u, u € D(Z;).
We have the standard result (see [7], Proposition IX.3, pp. 153 for similar results).

Lemma 2.3 Assume that ¢ € (1,+00) and let u be a function in LY(R™). Then
the following statements are equivalent

a)u € D(Ty).

b) (A (w(Z(h;-)) —u))y is bounded in LI(R™).

Moreover, for any u € D(7.°) we have the convergence

}lllir(l) — = T u, strongly in L7(R™).
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Proposition 2.11 Under the hypotheses of Proposition 2.10, assume that u €
D(7F) for some q € (1,+00). Then (u)\? € D(Z*) and T (u)® = (T u).

Proof. For any h € R* we have thanks to Proposition 2.10

u(Z(hs) =\ _ @O (Z (k) — ()
e = : (34)
h h
Since u € D(7°) we know by Lemma 2.3 that
lim u(Zhi ) —u = T u, strongly in LY(R™).

h—0 h
By the continuity of (-)(@ we deduce that (h=*((u)@(Z(h;-)) — (u)@)), is bounded

in L7(R™) and consequently, using one more time Lemma 2.3 and (34) one gets

()0 € D(TE), Te(u)® = tim S0 EE)) = G

— (TN @
h—0 h <,]:1 u> ’

[

Remark 2.5 In particular Proposition 2.11 applies for ¢ = b. Actually, for any
u € D(7,), q € [1, +00] we have T,(u)@ = (T,u) @ = 0.

Remark 2.6 Under the hypotheses of Proposition 2.10 we check immediately thanks
to Lemma 2.5 that if u € D(7f), then for any s € R, uoY(s;-) € D(7f) and

Te(wo Y (s;)) = (Tru) o Y (5;-).
In particular if u € ker T, N D(T°) then T u € ker 7.

The last result in this section states that (-} commutes with the time derivation.
The proof is standard and comes easily by observing that

(u(t + 1)@ — ()@ St + h) — ult) (@)
o = ()

and by adapting the arguments in Lemma 2.3.

Proposition 2.12 Assume that u € WHP([0, T]; LY(R™)) for some p,q € (1,+00).
Then the application (t,y) — (u(t,))D(y) belongs to WP([0,T]; LY(R™)) and we
have Oy {u) ¥ = (Qyu)@.
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3 Well-posedness of the limit model

This section is devoted to the study of the limit model, when € goes to 0, for the

transport equation

b
g -Vyut =0, (t,y) €(0,T)xR™
us(0,y) = ug(y), y e R™.

Recall that b is a given smooth field satisfying (8), (9), (10). We assume that a

o +a(t,y) - Vyu® +

satisfies the conditions
a € LY[0,T); WH(R™)), div,a = 0. (36)

Based on Hilbert’s expansion method we have obtained (see (4), (5)) the formula

u® = u + euy + £20(g) where
b(y) - Vyu=0, du+alt,y) - Vyu+bly) - Vyu =0.
Projecting the second equation on the kernel of 7 leads to the model
O (u) + (a(t) - Vyu(t)) =0, (t,y) € (0,7) x R™.
Notice that 7u = 0 and thus (u) = u. Finally we obtain
ou+ (a(t) - Vyu(t) =0, bly)-Vyu=0, (t,y) € (0,7) x R™

U(O,y) = UO(y>7 Yy € R™.

We work in the LI(R™) setting, with ¢ € (1, +00). For any ¢ € ker 7, we have

(37)

/ (alt.y) - Vyu — (alt) - yu(t))@)p(y) dy = 0

m

and we introduce the notion of weak solution for (37) as follows.

Definition 3.1 Assume that ug € ker 7, f € L*([0,T);ker 7,) (i.e., f € L*([0,T]; LY(R™))
and f(t) € ker7,, t € [0,T]). We say that uw € L>([0,T]; ker 7,) is a weak solution
for
O+ (a(t) - Vyu(t) W = f(t.y), Tuu=0, (ty) € (0,T) xR"
u(0,y) = uo(y), y €R™

(38)
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iff for any p € CH[0,T) x R™) satisfying T = 0 we have

// (t,y)(Owp +divy(pa)) dydt+/ o(y)e(0,y) dy+/ ft,y)e(t,y) dydt = 0.
m m R’"L
(39)

We start by establishing existence and regularity results for the solution of (38).

Proposition 3.1 Assume that uy € kerT,, f € L'([0,T];ker7;) for some q €
(1,400). Then there is at least a weak solution uw € L*([0,T];ker 7,) of (38) satis-
fying )

[u(®)l|oqem) < o]l agem) +/0 1F ()| aemy, ¢ € [0,T].

Moreover, if ug >0 and f > 0 then u > 0.

Proof. For any € > 0 there is a unique weak solution u® of

8tu€ + a<t7 y) ’ vyuz-: + %?J) ) vyus = f(ta y)> (ta y) S (07 T) x R™
u®(0,y) = uo(y), y € R™,

The solution is given by

(40)

mww:mwmmwnfﬁuﬂwmwMa@@emwme

where Z¢ are the characteristics corresponding to the field a + e~'b. Multiplying
by u®(t,y)|u(t,y)|%"% and integrating with respect to y € R™, we obtain thanks to
Holder’s inequality

t
oy < olay + [ 17z, ¢ € 0.7)
0
We extract a sequence (gx); converging towards 0 such that u®* — u weakly *
in L*([0,T7; LY(R™)) for some function u € L>([0,T]; LY(R™)) satisfying
lull o< o320 @my) < Nluollaqmy + | fll 1o,y zagem))-

By the weak formulation of (40) with a function ¢ € C!([0,T) x R™) we deduce
that

T b T
//ue’“ <8tgo+ (a+ 6—) ~Vy90> dydt+/uw(0,y) dy+//f90 dydt = 0.(41)
0JRm k " 0JR™
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Multiplying by € and passing to the limit as k — +o00 one gets easily by Proposition
2.1 that u(t) € ker7,, t € [0,T). If the test function in (41) verifies Ty = 0 we

obtain

T T
//us’“ (Orp+a-Vyp) dydt+/uog0(0,y) dy+//fg0 dydt = 0.
0 m 0

Passing to the limit for &k — +o0o0 we deduce that the weak x limit u satisfies the
weak formulation of (38). If ug > 0, f > 0 then u® > 0 for any € > 0 and thus the

solution constructed above is non negative. O

Whereas Proposition 3.1 yields a satisfactory theoretical result for solving the limit
model (38), its numerical approximation remains a difficult problem. The main
drawback of the weak formulation (39) is the particular form of the trial functions
¢ € kerT N CH[0,T) x R™). Generally, the choice of such test functions could
be a difficult task. Accordingly, we are looking for a strong formulation of (38).
Therefore we inquire about the smoothness of the solution. A complete regularity
analysis can be carried out under the following hypothesis: we will assume that the

field a is a linear combination of fields in involution with &% := b

r

a(t,y) = Zai(t,y)bi(y), bt € WhH(R™), [b',b] =0, i€ {l,..r} (42)

=0

where (qy); are smooth coefficients verifying
a; € L'([0,T); L°(R™)), ¥ -V,a; € L'([0,T); L®(R™)), 4,5 € {0,1,...,r}. (43)

For any i € {1,...,7} we denote by 7/ : D(7) C LYR™) — L(R™) the operator

given by
D(’Z;i) = {u € LYR™) : div,(b'u) € LY(R™)}, ’]:;u = div, (b'u)—(div,b)u, u € D(’]:;)

and by Y7 the flow associated to b’. Since [b’,b] = 0 then Y* commutes with Y for

any 7 € {1,...,r}.

Proposition 3.2 Assume that (42), (43) hold, uy € kerT, N (N;_,D(T})), [ €
LY([0, T} ker T, 0 (N, D(Z)))) (i-e., f € L*([0,T]); LYR™)), Tof = 0 and T f €
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LY([0,T]; LY(R™)), i € {1,...,r}) and let us denote by u the weak solution of (38)
constructed in Proposition 3.1. Then we have u(t) € ker T,N (N;_,D(7)), t € [0, T]
and

10| L1 o, ammy)y  + Z 1T ull oo o rysza@my < CUNF Il qorgszagmy)

=1

+ Z ||7;if||L1([O,T];LQ(Rm)) + Z ||’];iu0||Lq(Rm)>
i=1 i=1

for some constant depending on ZOSMST 16°- V|| Lro,17:L00 Rm))» Dio 10| L1 0,77 100 (R -
Moreover, if f € L*([0,T]; LY(R™)), a; € L>([0,T]; L>*(R™)) for any i € {1,....;r}
then Oyu € L*([0,T]; LY(R™)).

Proof. For any ¢ > 0 let u® be the solution of (40). We intend to estimate
17l oe o,y my) + 205t 1750 ([ oe o,y o)) and {| 0| 1 o, 710 ) umiformly

with respect to € > 0. Consider the sequences of smooth functions (ug,)n, (fn)n such

that
nl—l}foo Uon, = U, nl_l)l}_loo 7:;’11,0” = 7:;"11,0, 1€ {0, 1, ...,7”} in Lq(Rm)
n1_1£100 fn=1, nl—l>r+noo T fo=T/f i€{0,1,...,r} in L*([0,T]; LY(R™))

and let us denote by (ug,),, the solutions of (40) corresponding to the initial conditions
(ton)n and the source terms (f,),. Actually (uf), are strong solutions. It is easily

seen that

t
[ (t) = w* (D)l Laem) < lluon — voll Lo@m) + /0 [fn(s) = f($)l|Lagmy ds, T € [0,T]

and therefore lim,,_ ;o v, = v in L>°([0, T]; L(R™)). Assume for the moment that
e,n are fixed and let us estimate Y7 |7 w5, || oo (jo,79;2(rm)) and [|Opus, || 110,17 Lo my) -
Take h € R, 7 € {1,...,7} and consider the functions

oY’
Oy

Uy (t,y) = us, (6,Y (hyy)), an(t,y) = —(=h; Y (h;y))a(t, Y (h;y))

() = (s B )Y (h53)), o) = wn (Y i 0) o) = £t 00
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A direct computation shows that

Opusy, + an(t,y) - Vyus, + 29V us, = fu(t,y),  (ty) € (0,T) x R™

u2h<07 y) = uOnh(y)7 Yy < R™,
(44)
Combining with the formulation (40) of uZ one gets
8, (uihh—u%> + ah}:a . Vyu;h + a(t,y) . Vy <%>
_i_b};;b . vyuflh —+ @ . vy <uihh_ufz> — fnh}:fn, (t) y) c (O,T) X Rm
ufbh(07y)}l—ui(0,y) _ uOnh(y)h_UOn(y)7 y € R™.
(45)

Obviously we have

. uih B ufz 1 U%(t, Yl<h? y)) _ ufz(ta y) 74 . € _ T, e

T T h — YW Vit ) = 2
. fnh _fn . fn(tvyl<h’y)) fTL(t?y) 7 __ Tt

li Yo = Yo _ i Mo (Y (hiy) = tony) _ b'(y) - Vyton(y) = T, ton-

h—0 h h—0 h
Taking the derivatives with respect to y and then with respect to h in the equality
Yi(—h;Y(h;y)) =y, we deduce after some easy manipulations that

1 foy! i _

o
Jy

(y)-

By direct computations we obtain immediately

lim % — (.Y, )~ (a- V)0 = il
li bh_b—(bi V,)b— (b V)b = b, b] =0
o b v AN

By passing to the limit for h — 0 in (45) we deduce that 7'u;, solves weakly the

problem

0.Tjus) + - V,(Tu) + 9, (Ts) = Ty~ V] - Vi
T/ u,(0,-) = T uon.
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As in the proof of Proposition 3.1 we obtain for any ¢ € [0,7] and i € {1,...,r}
t
7305 Oy < [Tty + [ IT355) = (5] - 9,53y (a7

Since a = Y, _, ayb® we obtain by direct computation, with the notation 7;0 =1

r

[bi’ CL] = Z(T;Zak)bk

k=0

and therefore
.

o] - Yy, = 3(Tiow) (T,

k=0

Consequently (47) implies
1T Oy < T ol + [ IT; g ds
0

t T
/ DI Vyan(s) oo | T () || ogemy ds. (48)

0 k=0

Actually (48) holds also for b replaced by b° = b since [b,b] = 0
t
T2 Ol < T ooy + [ 1Tl sy s

/ S - Ve 5) o 1T (5) ey s (49)
0

k=0

Summing up the above inequalities one gets

t '8
ZHT” Moam < ZHTUOnHLqu / DLAACIES
S / 16 - 9y () L gy | T2 ) gy (50)

=0 k=0

By Gronwall’s lemma we deduce that for any t € [0, 7]
Y T e rszo@my < C Y {1 T wonllo@m) + 1T, fall cro.ryzo@my } - (51)
i=0 i=0

for some constant depending on 7, . |6 V| 10,177,000 (mmy) - After extraction

eventually we can assume that (7,u;,), converges weakly * in L>([0, T]; LY(R™))
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towards some function w' € L>([0,T]; LY(R™)) for any ¢ € {0,1,...,r}. Since we

know that lim,, 4o us, = u® in L>°([0, T]; LY(R™)) it is easily seen that
W(t) € N_oD(TY), Tius(t) = wi(t), te [0,7)
Moreover, passing to the limit with respect to n in (51) and taking into account
that lim, 4o Tyuon, = Zyup = 0 in LYR™) and lim, .o Zyf, = Z,f = 0 in
LY([0,T]; LY(R™)) we obtain
YT o yzamy < C D T uollnamy + 175 fllrqorszagny - (52)

i=1 =1
Recall that the weak solution u constructed in Proposition 3.1 has been obtained by
taking a weak = limit point of the family (u®).~o in L*°([0,T]; LY(R™)). Therefore
we deduce by passing to the limit for e \, 0 in (52) that u(t) € N;_,D(7)), t € [0, T]

and

Y Tl qoza@my < €Y AT uollpaem) + 175 Floiqoryza@ny . (53)
i=1 i=1

Since 7,u = 0, observe also that

la()-Vyu(t) || Loy = | > aa(t)bVyu(t) | pagmy <D Nlou(t)l| o m) | T u(t) | Loy
=1 i=1

and thus
|0l orpaemyy = If = {a V) D || o) Loy
< Nl oayzaemy + O N Tull o qoryzo@my ol ooy @m)
=1
< N Allerqorizaeey +C D LT fllw oz + | Tuoll Loy }-
=1

When f belongs to L>*([0,T]; LY(R™)) and «; € L*([0,T]; L=(R™)) for any i €

{1,...,7} we obtain

|0l o rrnomy) < 1 fllzoeqorrizoqmy) + D il o o770 @y || Ty 2l e o, 77580 mm)
i=1

< N fllzeqoaiza@my + C > Tl oaszammy) + 1T uol Lo }-
=1

[
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Thanks to the previous regularity result we are able to establish the existence of

strong solution for (38).

Definition 3.2 Under the hypotheses (42), (43), (20) we say that u is a strong solu-
tion of (38) iffu € (0, T); LYR™)), du € LA([0, T); L9R™)), Tiu € L([0, T); L(R™))
for any i€ {1,....,r} and

O+ 3oy (ea() O TJu(t) = f(t),  t€(0,T)
u(0) = uo.

(54)

Corollary 3.1 Assume that (42), (43), (20) hold. Then for any uo € (N;_;D(Z,))N
ker 7, and f € L'([0,T]; (Ni_;D(7,)) Nker 7,), there is a strong solution u for (38)

verifying

|0l prorprany + D N Tgull o rza@my < Cllflle om0 @m))
=1

+ O AT flooayzomny + 1T voll o }. (55)
=1

Proof. Let u be the solution constructed in Proposition 3.2. This function has the

regularity in (55), satisfies Z,u = 0 and

T T
//u(@tcp + div, (pa)) dydt + /uogp(O,y) dy + / fodydt =0 (56)
0JRm 0

m Rm
for any function ¢ € C}([0,7) x R™) verifying Ty = 0. Since a = Y _;_, o;b" and
7,u = 0 one gets

T T r
//u divy(ap) dydt = //u divy{(Zaibi)go} dydt
0JR™ 0JR™ i=0
T T )
- _Z / / T u dydt
= JoJmrm

implying that

m ]Rm

T r T
//(@u + Z oz,-’Z;iu)go dydt = / fo dydt. (57)
0 7 0
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Using now the properties of the operators (-)@, (-)(¢") we obtain for any ¢ € [0, 7]
/Rw(f) Y at)Tjult)dy = /R@O(t))(q') > @) Tu(t) dy
" i=1 " i=1
= 3 [ew @Tue) O dy (5)
i=1 7R

(we have used the equality (p(t))@") = ¢(t) which is valid since 7;/¢ = 0). Com-
bining (57), (58) yields

T r
// (@u + Z <aﬂju><q) — f) ¢ dydt = 0.
0J/R™ i=1

Observe that the function dyu + > ;_, <oz,~’];iu>(q) — f belongs to ker 7, and thus we

obtain

Opu + Z (T = f(t), te(0,T).

Since for any i € {1, ...,7} we have u(t) € ker 7, N D(7T'), we deduce by Remark 2.6
that 7/u(t) € ker 7,. Therefore, by Corollary 2.4 we obtain

()T () = (1)) T u(?).

Finally u solves

O+ 3211 {a()) T u(t) = f(t),  t€(0,T)

(59)
u(0) = up.

Remark 3.1 Notice that if u is a strong solution of (59) whose initial condition
belongs to ker 7, then the constraint T,u = 0 is automatically satisfied. Indeed, we
have )

D (i)™ T u(t) € ker T, t €[0,T]

i=1
and therefore Oyu € ker T,. We deduce that 0yT,u = 0 implying that Tyu(t) = Tyug =
0 forte[0,T].
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As usual, the existence of strong solution for the adjoint problem implies the unique-

ness of weak solution.

Proposition 3.3 Assume that (42), (43) hold. Then for any uy € ker 7T, and f €
L]0, T); ker T,), with q € (1,400), there is at most one weak solution of (38).

Proof. Let u € L*([0,T]; ker 7,) be any weak solution of (38) with vanishing initial

condition and source term. We will show that v = 0. We know that

T
// w0l +a-V,0) dydt =0 (60)
0 m

for any function § € C!([0,T) x R™) satisfying 76 = 0. Consider a function
n=mn(t) € C([0,T]) and ¥ = ¢(y) € (N, D(7,)) Nker 7,.. By Corollary 3.1 there
is a strong solution ¢ of
at@ - <CL(T - t) ’ vy¢>(q’) = 77<T - t)w(y)7 (tu y) S (07 T) x R™

satisfying @, 7./, € L>([0,T; LY (R™)), 0,p € L'([0,T); L¢" (R™)). It is easily seen
that ¢(t,y) = ¢(T — t,y) has the same regularity as ¢, p(t) € ker 7, and

_atQO - <a’(t) ’ Vy90>(q,) = n(t)w(y)v (tu y) € (OvT) x R™

p(T,y) =0, y € R™.

We use now (60) with the function ¢ (observe that the formulation (60) still holds

true for trial functions having the regularity of ¢)

T
0 = //u(@tcp+a~vygp) dydt
0 m

T T
= // udyp dydt + //(u(t)>(‘1)a -V dydt
0Jrm 0Jrm

- /OT/g(aﬂP + (a(t) - Vy@(q/)) dydt
- _/OTW)/U(t,y)dJ(y) dy dt.

We deduce that [, u(t, y)i(y) dy = 0 for any ¢ € [0,T] and any ¢ € (N;_,D(7;,))N
ker 7,. Since u(t) € ker 7, it follows that u(t) =0, t € [0,T]. O
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Remark 3.2 The uniqueness of the weak solution for (38) guarantees the unique-

ness of the strong solution in Corollary 3.1.

In order to establish the conservation of the L? norm for weak solutions without

source term we use the easy lemma.

Lemma 3.1 Let f € WH®(R™) be a smooth function and ¢ a smooth field with
bounded divergence. Assume that v € D(c-V,) C LY(R™) for some q € (1,+00).

Then we have

v|? div,(Bc) dy

m

1
B Voo oo dy = |
Rm q
Corollary 3.2 Assume that (42), (43) hold and that ug € ker T,, f € L*([0,T); ker 7,)

for some q € (1,+00). Then the weak solution of (38) satisfies for any t € [0,T]

utt )l dy = [ oty [ [ 5.0l ) dy .

Rm

In particular, when f =10 the L7 norm is preserved.

Proof. Consider the sequences (ug,), and (f,), such that lim, . ug, = g in
LYR™), lim,, 100 fr = f in LY([0,T]; LY(R™)). Let us denote by u,u, the unique
solutions associated to (ug, f), (ton, fn) respectively. Thanks to the uniqueness result

of Proposition 3.3 we deduce by Proposition 3.1 that

[t — vl oo o,1)paemy) < |[ton — Uol|Lagm) + o = fllzro.yza@m))

and therefore it is sufficient to analyze the case of strong solutions (u,),. Taking

into account that |u,|7?u, € ker7,, we have by Lemma 3.1

a0 F )Py = [ ) Fyo) O (0) 2
= [ alt) Ty (O] 0 dy

T

/ D it y) T un(b)un|* Py, dy
R™ %o

1 . A
— ——/divy(Zaib’)|un|q dy
Rm i=0

q

1
= 3 R7|nun|qdivya dy = 0.

40



Our conclusion follows immediately by multiplying the equation dyu,+{a(t)-Vu, (t))@ =
fn(t) by |un(t)|97%u,(t) and integrating with respect to y € R™. O
Naturally we can obtain more smoothness for the solution provided that the data
are more regular. We present here a simplified version for the homogeneous problem.

The proof is a direct consequence of Propositions 3.2, 2.11.

Proposition 3.4 Assume that (42), (43) hold and let us denote by u the solution
of (88) with f =0 and the initial condition uy satisfying for some q € (1,400)

ug € (N[ D(T))) Nker T,, Tug € N_yD(T)), V je{l,...r}.

Then we have

Z Z |1 T | e o1 2Ry < C (Z S T T uo| oy + Z | T o) Lo (o )
=1 j=1 =1 j=1
with C depending on Z1gm,k§r H’];j?;]oékHLl([o,T];Loo(Rm)), 219,,'9 HTinéjHLl([O,T];Lw(Rm))
and
H@t2u|]L1([07T];Lq) —|— Z Hat,];iuHLl([O,T];Lq) é C (Z Z ”T’TJU,QHLq + Z ||T UO”LQ)

=1 =1 j=1
with C depending on Yy "y < 5 o 1T T |l 11 (0,102 )5 21 <ijr 1T 5l L3 0,705 ()5

> e il oo @myy and D70 (|0l L1 o.77:00 Ry -

Proof. We only sketch the arguments. For any j € {1,...,r} we have formally
’];j(a(t) -Vyu) = ’];j (Z ozﬂ?u)
i=1

- 3 (70 (770 + Y (0T} (770)

= (a-Vy) (Tlu) + 3 (Tjew) (Tju).
i=1
Applying now Proposition 2.11 yields
T {alt) - Vyut)@ = (T (a(t) - Vyu(t))?

q q

= {(a(t) - V,)(T]u)@ + Z<(7;j oq) (T;u)) @
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and therefore v/ := 7Ju satisfies the problem

O + (a(t) - V)@ = = Y (T (Tw)@ =2 —f7,  (t,y) € (0,T) x R™

v1(0,y) = TJuo(y), y € R™.
(61)

The above computations can be justified rigorously by observing that, thanks to
Proposition 3.2, we already know that u(t) € D(Z)) Nker 7,, t € [0,T7], and that for

any smooth function ¢ we have

/u div,(div,(p V)a) dy = /ley o b7)( Zaﬂ” ) dy (62)
" i=1

- [eX

=1

(v - Vyai)’ljju dy — /divy(goa)’quu dy.

m

Notice also by Lemma 2.2 and Remark 2.6 that, if ¢ is a smooth function such that
T =0, then div, (¢ b7) = ¢ divyb? + V7 - V¢ remains constant along the flow of b.
Therefore, for any smooth function ¢, compactly supported in [0, T) x R™, such that
T =0, we can apply the weak formulation (39) with the trial function div, (¢ &7)

m

//m (9,div, (¢ b') + div,(divy(p ¥)a)) dydt —|—/ o(y)div, (¢(0,y) v') dy = 0.(63)

But we can write

//u@tdlvy 0 b)) dydt = // w)Oyp dydt (64)

[ walwiv,(0(0.9) ¥) dy = = [ (Tuo)ot0.9) o (65)

Combining (62), (63), (64), (65) shows that v/ = TJu solves weakly the problem

(61). As in the proof of Proposition 3.2 (see formula (53)) we obtain
T T t
ST O < ¢S T Tl + [ 1776 e s (00
i=1 i=1

for some constant C' depending on >, ; . |7/l £1(jo.17;00mmy)- By Proposition
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2.11 we obtain

1T ey = | > T ()T uls)

La(R™)

= |[D_ (T T ()" ()@ + (T e (s)) (T, 0" (5))) @}

La(Rm)

< D> AT T an() oo l10F ()0 + 177 an () | ol T3 0" ()20 } -
k=1
Since by Proposition 3.2 we already know that

Y F e qoyiza@my < C Y N1 TFuol Lagem)
k=1 k=1

therefore, summing up the inequalities (66) for j € {1,...,r} implies the first as-
sertion in our conclusion, by Gronwall’s lemma. The estimate for 8{]? u comes

immediately by (61) and the estimate for 9?u follows easily by using the equality

Fu+ Y {(0aTjuw)? + (0, Tju) @} = 0.
=1

4 Convergence towards the limit model

This section is devoted to the asymptotic behavior of the solutions (u®).~q of

b
atue —+ a/(t’ y) . Vy'u,e -+ % . Vqu = O, (t, y) I~ (07T) X Rm
u(0,y) = ug(y), y € R™.

We assume that b, a satisfy the hypotheses (8), (9), (10), (42) and we work in the

(67)

L*(R™) setting (¢ = 2). Motivated by Hilbert’s expansion method, we intend to

show the convergence of (u®).~o as € goes to 0 towards the solution u of

O+ (a(t) - Vyu)® =0, (t,y) € (0,T) x R™
U(O, y) - UO(y)v y € R™

Our main result is the following.
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.....

Z ||Oé7:||L1([O7T];Loo(R7n)) + Z ||at04i||L1([0’T];Loo(Rm)) < +00
=1 =1

> 2 ITeslmomaeemy + 323 > N T awllnompseny < +oo.

i=1 j=1 i=1 j=1 k=1

Suppose that
ug € (N_,D(TH)) Nker Ty, Tjug € N_D(T), Vje{l,..,r}

and that (uf)eso are smooth initial conditions such that lime g u§ = ug in L*(R™).
We denote by u®,u the solutions of (67), (68) respectively. Then we have lim o u® =
u, in L=([0,T]; L*(R™)).

Proof. By the Propositions 3.2, 3.3 and Corollary 3.2 there is a unique strong
solution u for (68), satisfying ||u(t)|| r2m) = ||uol|z2(rmy for any ¢ € [0,77] and

19rullzoe o,y z2my) + Y I T ull e ozyizz@my < € I T uollz2gemy-
i=1 i=1
Since u(t) € ker 7y, t € [0,T], we have
(O + a(t) - Vyu()® = 0(w)® + {a(t) - Vyu(t))® = dpu+ (alt) - Vyu(t)® =0

and thus by Proposition 2.9 there are (v,),>0 such that

o+ a(t,y) - Vyu + pv,(t,y) + Tov, = 0, li{%(,uv#(t)) =0in L*(R™), t € [0,T].
m

(69)
Moreover, by Remark 2.3 we know that
levallzorizz@eny < 0+ alt) - Vyullpe o rriz2@my)

< Gl oe oys2 )

+ C ) llasllwra oy i@y | Tl o 0,17, 22 )
=1

< O 1T ol 2em)- (70)
=1
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Combining (67), (68) and the equation Zou = 0 yields
b(y) : _
O +alt,y) - Vy+ - V| (W —u—ev,) = pv, —e(Ow, + alt,y) - Vyv,). (71)

We investigate now the regularity of v,. By Remark 2.3 we have

O*u + Z O Tiu + Z ;i ()0, T, u

=1 i=1

| 0rv ()| L2y <

L2(R™)
and thus Proposition 3.4 implies

pllOrvull L o, riz2memy) < C (ZZ 1T ol 2@y + ) ||75iuo||L2(Rm)> - (72)

i=1 j=1 i=1

Applying now the operator 7/, i € {0,1,...,7}, in (69), yields
0T+ Y {(Ta))(Tu) + (LT} + nTiv, + TTv, =0,
j=1
By Remark 2.3 and Proposition 3.4 we obtain as before

U0 (0l 2y < 10 Tu(t) + 3 {(T oy (0)(Tu(t)) + oy () (T u(t) Y ogamy

j=1

implying that

1Y T vl o 2@y < C (ZZ 1T T3 wol| 2qemy + Y ||75iuo||L2(Rm)> :
=0 i=1 j=1 i=1
(73)
Multiplying (71) by u® — u — v, and integrating over R™ yields

Sl == ) Oy < 00) oz (0 = = 0,)(0) 2 cam

+ € atvu(t)—kiozi(t)’];v“(t)

L2(R™)

X

(" = u = ev) (8)]| L2 )

and we deduce that

d

Z(w —u—ev) Ol o) < llivu(t)lla@n+Ce(0wu(B)l|za@n+ D 1T 0u(#) | 2@m).

=0

45



Combining with (72), (73), we obtain for any ¢ € [0, T]
T
10 = = et () any < 196 = 0 = 0O aemy + [ (s aeny
0

+ C;(HM@M It qoryzz@my > 16T vl oz @)
i=0
T

€
< |ug — uo — €v,(0) || L2 ) +/ | v, (8) || L2y dis +- C’;.
0

Consequently one gets by (70) for any ¢t € [0, T

(v = w)@)|[2@m)y < [Jug — wol|z2@m) + i(”u%(t)HH(Rm) + ([0 (0) | L2 emy)
+ C% + llivull 2 qozyicaem)
< llug = woll 2@my + C; + vl 1 qo.1:2 @) -
Since the functions ¢ — ||pv, ()| L2@m) converge pointwise to 0 as p ™\, 0 (cf. (69))

and they are uniformly bounded on [0,7] (cf. (70)) we deduce by dominated con-

vergence theorem that
U vl ozysne @enyy = 0.

In particular, for u = €°, with § € (0,1) we have
[ —ul| Lo o7 L2(Rm)) < ||u8_u0||L2(Rm)+061_5+||56va5||L1([0,T];L2(Rm)) — 0, ase \, 0.

[

5 The limit model in terms of prime integrals

In the previous section we have derived a limit model for the transport equation
(67) based on the computation of the fields (b'); in involution with b. We investigate
now the same limit model from the view point of prime integral concept. Surely, this
approach will provide an equivalent analysis. Nevertheless, in practical situations
(see the examples in the next section) the computations simplify when prime inte-

grals are employed. We assume that there are m — 1 prime integrals, independent
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on R™, associated to the field b

b-V,' =0, i€{l,..,m—1} (74)
rank (3¢ (y)) =m—1, yeR™ (75)

Let us recall, that generally, around any non singular point yo of b (i.e., b(yg) # 0)
there are (m—1) independent prime integrals, defined only locally, in a small enough
neighborhood of yy (see [1], pp. 95). For any y € R™ we denote by M (y) the matrix
whose lines are Vo', ...,V, 4™ ! and b. The hypotheses (74), (75) imply that
detM(y) # 0 for any y € R™. The idea is to search for fields ¢ = ¢(y) such that
c(y) - Vyu remains constant along the flow of b for any function u which is constant
along the same flow. If u is constant on the characteristics of b, there is a function

v=1uv(z) : R™! — R such that

u(y) = v (y), ..., v" (), yeR™

Therefore one gets

implying that

V= Zazk Zif; = (V@) Dety).

In particular, if g—zc(y) do not depend on y, the directional derivative ¢-V, remains

constant along the trajectories of b. Actually, the following more general result

holds.

Lemma 5.1 Assume that (74), (75) hold and let ¢ be a smooth field such that

Yy — 8—w(y)c(y) and y — b(y) - c¢(y) are constant along the flow of b. Then we have

c(y) - (Vy% + ’Tb)
[b(y)[?

[c,b](y) = b(y), yeR™
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Proof. For any ¢ € {1,...,m — 1} we have
cj— —=(=c—Tc) . 76
Z J ; J ayj ay : ( )
By the hypotheses we know that y — M (y)c(y) is constant along the flow of b and

thus
0="T(M(y)e(y)) = (TM) c(y) + M(y) Tc

implying that
Te= —Mfl(y)(TM)C(y), y €R™. (77)

For any i € {1,...,m — 1} we have Y _," | bi(y ) = 0 and by taking the derivative

with respect to y;, j € {1,...,m} one gets

o' Oby < o
b =
Z Y. ay] ; k(y)aykayj

saying that

(M(y)g—z) A+ (TM)y =0, i€{lym—1}, jE{l,..;m}. (78)

Notice also that

b - b o (1
(M5, ) +TM0 =Yt + 70 = o (G0F) + 70, (79
Y7 mj k=1 Yi Yi

Combining (78), (79) yields

b Om—-1)xm
M(y )ay+TM (vy<b)+7b) (80)

and thus by (76), (77), (80) one gets

_ db c _ -1 O(m—l)Xm c
= (G + M Tar ) ) M@(m@> )w> (51)

where L™(y) is the line V, (‘b‘ ) + 7Tb. Observe that the last column C,,(y) of the
matrix M ~!(y) solves the linear system M (y)C,,(y) = (0, ..., 0, 1)". Since b(y)/|b(y)|?
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solves also the above system, we deduce that C,, = b/|b|%. Tt is easily seen that for

any 7,7 € {1,...,m}

ij
and consequently
c(y) - (Vyg + ’Tb)
[b(y)[?

[¢,b] = Cru(y) (L™ (y) - c(y)) = b(y), y € R™.

[

For any ¢ € {1,...,m — 1} let us denote by c¢’(y) the unique solution of the linear

system
M(y)c'(y) = €' = (6ij)1<j<m

where §;; are the Kronecker’s symbols. Notice that A (y)% = €™ and thus
A (y), ..., 1(y), b(y) are linearly independent at any y € R™. According to Lemma

5.1 we have for any i € {1,...,m — 1}

¢(y)- (V14 + bl) - v,)b)
by P

In particular, for any function u constant along the flow of b, the directional deriva-

(Ci . vy)(b V) — (b vy)(ci V) = (b- V).

tive ¢* - V,u remains constant along the same flow for any ¢ € {1,...,m — 1}. We

denote by By, 31, ..., Bm—1 the coordinates of a with respect to b,c!,....,c™ ! and we
assume that ([3;); are smooth and bounded

m—1

i=1

Thanks to Corollary 2.4, one gets for any function u € (ﬂ?i‘llD(chi)) Nker 7,

-1

m—1 (@)
<a<t>-vyu<t>><q>=<Z@-<t>ci<y>-vyu<t>> = Y (B - Vyult),

1

3

(2
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It remains to compute (/3;);. Multiplying (82) by M (y) yields

m—1

M(y)a(t,y) = Bo(t, y)b(y)]*e™ + > Bilt,y)e
i=1
implying that

Bi(t,y) = M(ya(t,y) €', ie{l,..,m—1}, Bo(t,y)b(y)|* = M(y)a(t,y) - €™

or equivalently to

i a(t,y) - by
ﬁl(tay) :a(tvy)vyw , LE {17"'7m_1}7 ﬁﬂ(tvy) - ( |b(?y)|2( )
Finally one gets the following form of the limit model
Oru + Z VY CIM T (y)e' - Vyu =0 (83)

supplemented by the constraint 7,u = 0. Actually we check that this constraint
is a consequence of the equation (83), provided that the initial condition satisfies
T,up = 0. Indeed, by Lemma 5.1 it is easily seen that for any i € {1,...,m — 1} we

have

T, ((a(t) - V) Vyu) = (a(t)- Vi) T V)
= {a(t) - 7,0 V,) Tu
)+ (V4 + 0l) - v,)0)

la(t) - Vi) (o) _
< (t) V?ﬂ/)> |b(y)|2 q

Therefore, by applying 7, to (83) we obtain

0T + 3 alt) - V) V)T

m-1 ci(y) - (V55 4 (b(y) - V,)b
N Z(a(t)'vy¢i>(m) v < |b(;—)|(2 v )> Tu=0

and thus it is clear that if T,ug = 0, then Z,u(t) =0, ¢t € [0, 7.
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5.1 Examples

We apply the previous theoretical results in two particular cases. The first ex-
ample treats the general case in two dimensions. The second one concerns the finite

Larmor radius regime, in the particular case of a constant magnetic field.

Two dimensional case

We consider m = 2 and let a = a(t,y),b = b(y) be two smooth fields on R? such
that b(y) # 0, V y € R%. We assume that div,b = 0 and thus there is a function
1 = 1(y) such that

_ (9% 9\ _. 2
b(y)—(ayQ, ayl)_ Vb, y R

Actually 9 is a prime integral of the flow associated to b, since b(y) - V¢ = 0 for
any y € R?. The matrix M(y) is given by

My)=1 % o
> Oy

and the vector ¢! is equal to —b/|b[?2. Writing a as a linear combination of the

vectors b, ¢! one gets

B b Lt _ (a-b)
a(t,y) = (a-b)—= + (a- b)W_ ]2

e b—(a-*b)c.

In this case we obtain the limit model
(a(t) -+ b))
b(y)[?
u(0,y) = uo(y), y € R%

Finite Larmor radius regime

dyu + th-Vyu=0, (t,y) € (0,T)x R?

We investigate now the finite Larmor radius regime (1) with a constant magnetic
field B3 # 0. Wehavem = 4,y = (z,p) € R2xR?, a(t,y) = (0,0, —E(t, z), —Fs(t, x)),
b(y) = (p1, pa, —Bspa, Bspr) = (p, —Bs *p). The characteristic flow Y = (X, P) as-
sociated to b satisfies

X P |
= = P(s;z,p), - = —B3 ~P(s;x,p).
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It is easily seen that a set of independent prime integrals are given by

- - 1
V! (z,p) = Bswa + p1, ¥ (x,p) = —Bsx1 +p2, ¥P(p) = §|JU|2

and thus we need to invert the matrix

0 Bs; 1 0

M( ) —B; 0 0 1
p prng

0 0 P b2

p1 P2 —DBspa Bspr
In order to simplify our computations it is very convenient to introduce the new

variable z = x — ;—]; = (—¢%,9")/B; and the new unknown ¢°(t, z,p) = fe(t,z,p).

The equation for ¢g° becomes

a€+1lEt +Lp V. —FE (|t +lp \VS 1BL V,s5 =0
[ Z [ . 2 J— 72 —_— . —_— . f—
tg Bs ’ By g B pd TP P Ved

and thus the fields to analyze in this case are

- I J_p lp . L
a(t,z,p) = B E t’z+§3 ,—F t’z+§3 , b(p) =(0,0,—B3p).

A set of independent prime integrals is given by

1
wl = Z1, ¢2 = 292, ¢3 = E‘pP

The matrix to be inverted is

10 0 0
0 1 0 0
M(p) =
0 0 D1 D2
0 0 —DBsps Bspr
It is easily seen that M~ is given by

10 O 0
. 01 0 0

M (p) B yan p2
00 wr ~Hwe

p p
00 ﬁ Bs|p|?



In view of (83) we need to compute (a(t) - V¥, i € {1,2,3}. A direct

computation shows that the flow (Z, P)(s; z, p) associated to b is given by

cos —sinf
Z(s;2,p) =z, P(s;z,p) = R(sBs)p, R(f) =

sin 6 cos 6

Consequently the constant functions along the flow are the functions with radial
symmetry with respect to p. Observe also that the hypothesis (20) holds true with
O = 0 and £(z,p) = e FP-I° (2,p) € R%. Since all the trajectories are 27/ Bs

periodic, we have

Bg 2w

(u)(*)(z,p) = o /033 u(z, R(sBs)p) ds = % i u(z, R(0)p) do

for any bounded function u € L>(R*). We have

1 A\ 1 ~(R(¥)p)
. 1 (OO) — . - g - 5
(a(t) Vipt) <B3 12 (t,z T B3>> 27 By /0 Es <t,z * Bs ) a0

1 )\ 1 ~(R(0)p)
(a(t)Vent?) <BSE1 (t’z * Bg)> 27ng/0 b (t’z B ) &

We claim that the coefficient (a(t) - V(,)%?*)*® vanishes. Indeed

2m
B3 B3

2m J,

LP(s;2,p)

(a(t) - Viept®) > = B,

E (t, z+ ) - P(s;z,p) ds.

Taking into account that E(t) derives from a potential ¢(¢) and that

d LP(s;2,p) LP(s;2,p)
@ _SSEP)Y g AP prs
dsd) (t,z + B, ) (t, z+ B, ) (s;z,p)
we deduce that
27
Bs (35 d LP(s;2,p)
t) - 3y(0) — _ 8 ot TSP} 4s = 0.

Plugging into (83) all these computations yields the limit model

27 1
Org + / LE(t,z—f—%) d0-V.g=0
0 3

277'33

which is equivalent to

I p  H(R(O)p)
atf+2ng/0 E<t,x—§3+T3>d9~fo_0.
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Therefore the finite Larmor radius regime leads to a transport equation for the
particle density, whose advection field is given by a gyro-average type operator. For
more details, the reader can refer to [2] where a complete analysis of the coupled
Vlasov-Poisson equations (with finite Larmor radius) was performed.

From the application point of view (plasma confinement) a much interesting case
would be that of a variable magnetic field. And surely, the numerical approximation
of these models is of crucial importance for simulating tokamak regimes. These

topics will be the object of future works.
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