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A Functional Central Limit Theorem for a Class of Interacting
Markov Chain Monte Carlo Models
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Abstract

We present a functional central limit theorem for a new class of interaction Markov
chain Monte Carlo interpretations of discrete generation measure valued equations. We
provide an original stochastic analysis based on semigroup techniques on distribution
spaces and fluctuation theorems for self-interaction random fields. Besides the fluctua-
tion analysis of these models, we also present a series of sharp L,,-mean error bounds in
terms of the semigroup associated with the first order expansion of the limiting measure
valued process, yielding what seems to be the first results of this type for this class of
interacting processes. We illustrate these results in the context of Feynman-Kac inte-
gration semigroups arising in physics, biology and stochastic engineering science.

Keywords : Multivariate and functional central limit theorems, random fields, mar-
tingale limit theorems, self-interacting Markov chains, Markov chain Monte Carlo mod-
els, and Feynman-Kac integrals.
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Primary: 47H20, 60G35, 60J85, 62G09, ; Secondary: 47D08, 47G10, 62L20.

1 Introduction

1.1 Self interacting Markov chain models

Let (S (l))lzo be a sequence of measurable spaces equipped with some o-fields (S (l))lzm and
for every I > 0 we denote by P(S®) the set of all probability measures on S®). In all the
sequel, we shall denote by 70 a sequence of probability measures on S () that satisfies a
nonlinear equation of the following form

& (n=1) = 70 (1.1)

for some mappings ®; : P(S¢1) — P(SV). These probabilistic models and their mean-
field interacting particle interpretations are one of the most active contact points between
probability, theoretical chemistry, quantum physics, and engineering sciences, including
rare event analysis, and advanced signal processing. These stochastic particle models are
sometimes referred as sequential Monte Carlo methods, population Monte Carlo models
or branching and interacting particle systems. It is clearly out of the scope of this article

*Institut de Mathématiques de Bordeaux , Université de Bordeaux I, 351 cours de la Libération 33405
Talence cedex, France, bercu@math.u-bordeauxl.fr

fCentre INRIA Bordeaux-Sud Ouest & Institut de Mathématiques de Bordeaux I, Université Bordeaux,
351 cours de la Libération 33405 Talence cedex, France, Pierre.Del-Moral@inria.fr

fDepartment of Statistics, University of British Columbia, 333-6356 Agricultural Road, Vancouver, BC,
V6T, 172, Canada, arnaud@stat.ubc.ca



to enter into the details of these stochastic models, for a rather thorough discussion we
recommend the interested reader to consult the pair of books [2, [6].

One drawback of these particle models is that it is impossible to increase iteratively the
precision of the algorithm. To solve this important question, we have recently introduced in a
pair of articles [II, 3] a new class of interacting Monte Carlo Markov chain models (abbreviate
i-MCMC). This new class of interacting stochastic algorithms can be described as a dynamic
and adaptive simulation algorithm which takes advantage of the information carried by the
past history to increase the quality of the next series of samples. In contrast with other
numerical method, the main advantage of the i-MCMC methodology is that it provides a
natural adaptation and reinforced learning strategy of the physical or engineering evolution
equation at hand. In this connection, we emphasize that this type of reinforcement with
the past is observed frequently in nature and society, where ”beneficial” interactions with
the past history tend to be repeated. Another advantage of these probabilistic techniques is
that they do not use any regularity information on the coefficients of the models and they
apply to large scale models. Furthermore, in contrast to more traditional mean-field type
particle models and related sequential Monte Carlo techniques, these stochastic algorithms
increase iteratively the precision and the performance of the numerical approximation. Last
but not least, another advantage of the i-MCMC methodology comes from the fact that it
can be combined easily with the more traditional mean field particle model discussed above.

Let us give a rough description of the i-MCMC methodology. Firstly, we run a first Monte
Carlo Markov chain type sampler, say XT(LO) with a prescribed simple target distribution
70, Then, we use judiciously the occupation measure of the chain X(© to design a second
MCMC algorithm say Xq(f) with a more sophisticated and complex target limiting measure
7). These two mechanisms are combined online so that the pair process interacts with the
occupation measure of the system at each time. More formally, the elementary transition
Xr(bl) ~ X7(11421 of the chain X at a current time n depends on the occupation measure of

the chain X,(,O), from the origin p = 0, up to the current time p = n. This strategy can
be extended to design a series of MCMC samplers (X (l))zzo with a prescribed sequence of
distributions (71'(1));20 with an increasing level of complexity. These i-MCMC samplers are
sometimes called self interacting Markov chain in reference with the fact that the Markov
chain X,[Zm} = (Xy(ll) )o<i<m associated with a fixed series of m levels evolves with elementary
transitions which depend on the occupation measure of the whole system from the origin
up to the current time.

As shown in [3], from the pure mathematical point of view, these i-MCMC models can be
casted to the class of self-interacting processes. The convergence analysis of such stochastic
models is essentially based on the study of the interacting sequences of conditionally inde-
pendent random variables, whose distributions depend in a nonlinear way on the occupation
measure of the chain. The theoretical analysis of these sophisticated models is much more
involved than the one of traditional genetic type mean field interpretation models developed
in [2]. In a pair of recent articles [II, [3] we initiated the theoretical analysis of i-MCMC mod-
els and we provided a variety of convergence results including exponential estimates and an
uniform convergence theorem with respect to the time parameter. However, we left open
the important questions related to the fluctuations and the large deviation principles. The
main purpose of this paper is to provide the fluctuation analysis of the occupation measures
of an i-MCMC algorithm around its limiting values 7(¥), as the time parameter n tends to
infinity. We also make no restriction on the state spaces and we illustrate these models in
the context of abstract Feynman-Kac distribution flows in path spaces.

An outline of the development of the paper is as follows : The i-MCMC models are
described in section [.2l We also connect these models with the more traditional mean field
particle algorithms and self interacting processes. For the convenience of the reader, we have
collected in a short preliminary section, section [1.3] some of the main notation and conven-



tions used in the article. We also recall some more or less well known regularity properties
of integral operators of current use in the further development of the article. Section [2] is
devoted to the two main results of this work. We provide a multivariate functional central
limit theorem together with some sharp non asymptotic IL,,-estimates in terms of the semi-
group associated with a first order expansion of the mappings ®;. To motivate our approach,
in section |3| we illustrate these results in the context of Feynman-Kac semigroups. The last
four sections are essentially concerned with the proof of the pair of theorems presented in
section [2l Our analysis is based on two main ingredients; namely, a multivariate functional
central limit theorem for local interaction fields and a multilevel expansion of the occupation
measure of the i-MCMC model at a given level [ in terms of the occupation measures at
the levels with lower indexes. These two results are presented respectively in section 4| and
section [f] The final two sections, sections [6] and section [7] are devoted respectively to the
proofs of the functional central limit theorem and the sharp non asymptotic L,,-estimates
theorem. In an appendix, we have collected the proof of a series of technical lemmas.

1.2 Description of the i-MCMC methodology

The i-MCMC methodology is better introduced in terms of the traditional Metropolis-
Hastings model. We recall that the Metropolis-Hastings model is an elementary Markov
chain with a probability transition of the following form

M(z,dy) = (1 ANG(z,y)) P(z,dy) + (1 - /S(l A G(x,z))P(x,dz)) 9z (dy) (1.2)

In the above displayed formula, P(z,dy) is an exploration Markov transition on some mea-
surable space S, and G : S? — R,. Let 7 be a probability measure on S, and let (7 x P);
and (m x P)2 be the pair of measures on (S x S) defined by

(m x P)1(d(x,y)) := w(dx) P(z,dy) =: (7w x P)a(d(y,x))

We further assume that (7 x P); < (7 X P)2 and we set G := d(w x P)1/d(m x P)s
the corresponding Radon-Nykodim ratio. In this case, m is an invariant measure of the
time homogeneous Markov chain with transition M. One well known difficulty with this
stochastic algorithm comes from the fact that the acceptance rate potential function G may
be very small in some regions when the proposition transition P is not judiciously chosen.

Next, we suppose that m = ®(n) is related to a auxiliary probability measure 7 on
some possibly different measurable space S’ with some mapping ® : P(S") — P(S). We
also suppose that there exists a running Markov chain Monte Carlo algorithm on S’ whose
occupation measures, say 7, approximate the measure 7, as the time parameter n increases.
At each current time, say n, we would like to choose a Metropolis-Hastings transition M,
associated with a pair (G,, P,) with invariant measure ®(7,). The rationale behind this
is that the resulting chain will behave asymptotically as a Markov chain with invariant
distribution ®(n) = 7, as soon as 7, is a good approximation of 7.

The choice of the transition M, is far from being unique. In [3], we present a vari-
ety of solutions and one of them seems more appropriate. It is based on the following
natural observations : If we simply choose P,(z,dy) = ®(n,)(dy), then the corresponding
acceptance-rejection ratio G, is equal to one. In this sense, the best Metropolis-Hastings
algorithm is to sample a series of independent random variables X := (X,,)n>0 with dis-
tribution (®(nn—1))n>0. Iterating this interacting stochastic modeling strategy, we design

a series of i-MCMC models X*) := (X,gk))nzo on every level set S®*) whose occupation

measures 777(116) approximate the solution () of the system 1) for every k > 0.
To describe more precisely the resulting model, we need a few notation. We also fix a



series of initial probability measures v, on S, with k£ > 0, and we denote by

(
a ‘_n—|—1 Z 5

0<p<n

the flow of occupation measures of the chain X* at level k from the origin up to time n,
where d, stands for the Dirac measure at a given point = € S*).

The i-MCMC model proposed in this article is defined inductively on the level parameter
k. Firstly, to simplify the analysis and the presentation, we shall suppose that vy = 7(¥
and we let X(©) .= (XT(LO))nzo be a collection of independent random variables with common
distribution vy = 7. For every k > 1, and given a realization of the chain X®*), the
k-th level chain X (k+1) .— (X7(Lk+1))n20 is a collection of independent random variables with
distributions given, for any n > 0, by the following formula

PO, XY € d(, ) | XP) = T @k (0fh) (o) (13)
0<p<n

In the above displayed formula, we have used the convention ¥4 (nﬂ? ) = g4 for p =0,

and d(xo,...,zy) = dxg X ... X dz, stands for an infinitesimal neighborhood of a generic
path sequence (zg, ..., x,) € (SFETD)n+1),

To better connect the i-MCMC methodology with the more traditional mean field par-
ticle models and self interacting processes, we end this section with a pair of remarks.

Suppose that we fix the time horizon n and we replace in formula the flow of
occupation measures (n,(jk))ogp<n by the occupation measure n,(lk) of the chain X®). In
this situation, we loose the recursive formulation of the algorithm but we end up with a
traditional mean field interpretation model of the equation . Finally, we present a self
interacting interpretation of the i-MCMC methodology. We fix a final time horizon m of
the equation , and for every 0 < [ < m we denote by n) € P(S(l)) the image measure
of a measure 1) € P(Ep,) on the I-th section SO of the product space En, := [y<icp SV
In this notation, it is readily checked that o

XM= (x© . xim)

is an Fp,-valued and self interacting Markov chain with elementary transitions defined by

P(X, €dy| Xy, S, X[mh 0<1l_<[ D, < ) (dy') with 1, == 1 6X1[3m
<ism p=0
(1.4)

In the above displayed formula we have use the convention ®q (nﬁf”) =70 for [ = 0,

and dy := dy® x ... x dy™ stands for for an infinitesimal neighborhood of a generic point
.— (/0 m E
y:=(y",....,y"™) € En.

1.3 Notation and conventions

We denote respectively by M(E), Mo(E), P(E), and B(E), the set of all finite signed
measures on some measurable space (F, ), the convex subset of measures with null mass,
the set of all probability measures, and the Banach space of all bounded and measurable
functions f on E. We equip B(E) with the uniform norm ||f|| = sup,cg|f(x)]. We also
denote by By (F) C B(F) the unit ball of functions f € B(FE) with || f|| < 1, and by Oscy(E),
the convex set of £-measurable functions f with oscillations less than one, which means that

osc(f) =sup{|f(z) = f(y)l; z,y € E} <1



We denote by u(f) = [ p(dz) f(x), the Lebesgue integral of a function f € B(E), with
respect to a measure p € M(E). We slight abuse the notation, and sometimes we denote
by p(A) = u(1,4) the measure of a measurable subset A € €.

We recall that a bounded integral operator M from a measurable space (E, &) into an
auxiliary measurable space (F, F) into itself, is an operator f +— M(f) from B(F') into B(E)
such that the functions

M(f)(z) = /F M(z, dy) f()

are E-measurable and bounded, for any f € B(FE). A bounded integral operator M from
a measurable space (F, &) into an auxiliary measurable space (F,F) also generates a dual
operator p — pM from M(E) into M(F') defined by (uM)(f) := p(M(f)).

We denote by [|[M|| := supsep, gy [[M(f)|| the norm of the operator f — M(f) and
we equip the Banach space M(E) with the corresponding total variation norm |u| =
sup e, () [1(f)]- We let 3(M) be the Dobrushin coefficient of a bounded integral operator
M defined by the following formula

B(M) :=sup {osc(M(f)); f € Osci(F)}

When M has a constant mass M (1)(z) = M(1)(y), for any (z,y) € E, the operator p +— uM
maps Mo(E) into My(F), and (M) coincides with the norm of this operator. We equip
the sets of distribution flows M (E)N with the uniform total variation distance defined by

V0 = (M)nz0s b = (Bn)nz0 € M(E)N  |In—p = sup 1 — o
n>

We extend a given bounded integral operator u € M(E) — uM € M(F) into an mapping
n= (nn)nZO € M(E)N —nD = (nnM)nZO € M(F)N

Sometimes, we slight abuse the notation and we denote by v instead of (v),>0 the constant
distribution flows equal to a given measure v € P(E).

For any Ré-valued function f = (f!)1<i<q € B(F)?, any integral operator M from E
into F, and any p € M(F), we write M(f) and u(f) the R%valued function and the point
in R? given respectively by

M(f) = (M), MUD) and p(f) = (u(F), - on(r)

Unless otherwise is stated, we denote by ¢(k), k € N, a constant whose values may vary from
line to line, but they only depend on the parameter k. For any pair of integers 0 < m < n,
we denote by (n),, := n!/(n —m)! the number of one to one mappings from {1,...,m} into
{1,...,n}. Finally, we shall use the usual conventions ) 5 = 0 and [[, = 1.

2 Fluctuation theorems

This section is mainly concerned with the statement of the two main fluctuation theorems
presented in this article. These results are based on a single first order weak regularity
condition on the mappings ®; governing the measure valued equation . Namely, we
further assume that for any [ > 1, the mappings ®; : P(S¢1) — P(SV) satisfy the
following first order decomposition

() — 1(n) = (1 —m)Diy + Zi(psm) (2.1)

In the above display, D;, stands for some collection of bounded integral operators from
SU=1 into SO, indexed by the set of probability measures n € P(S¢) and Z(u,n)



stands for some collection of remainder signed mesures on S and indexed by the set of
probability measures p,n € P(S¢=1). We further require that

sup [ Duyll <oo and |Si(mn)(f)] < / (—0)®9)| Ei(fdg)  (22)
neP(SU-1)

for some integral operator 5; from B(S®) into the set To(S¢~1) of all tensor product
functions g = 3", a; (hf ® h?), with I C N, (h},h2);c; € (B(SC=D)?)!, and a sequence of
numbers (a;);e; € R! such that

o= Yl I <00 and xio= s [ ol Si(f.dg) <
iel feBL(S™)

This weak regularity condition is satisfied in a variety of models including Feynman-
Kac integral semigroups discussed in the next section. We also mention that, under weaker
assumptions on the mappings ®;, we already proved in [I} 3] that for every | > 0 and any

function f € B(SW), ng)(f) converge almost surely to 7)(f), as n — co. The second
referenced article also provide exponential inequalities and uniform estimates with respect
to the time parameter [.

To describe precisely the fluctuations of the empirical measures n,(ll ) around their limiting
values 7)), we need to introduce some notation. We denote by D; the first integral operator
D, ra-1) associated with the target measure 7= and we set Dy, with 0 < k <[, for the

corresponding semigroup. More formally, we have that
Dl = Dl’ﬂ_(z_l) and V1 < k < l DkJ = DkaJrl N Dl

For k > I, we use the convention Dy ; = Id, the identity operator. The reader may find
in section [3| an explicit functional representation of these semigroups in the context of
Feynman-Kac models.

The functional central limit theorem describing the fluctuations of the i-MCMC model
around the solution of equation is stated as follows.

Theorem 2.1 For every k > 0, the sequence of random fields (U,gk))nzo on B(S®)) defined
by
U = v [ ]

converges in law, as n tends to infinity and in the sense of finite dimensional distributions,
to a sequence of Gaussian random fields U®) on B(S(k)) given by the following formula

(20)! _
Uk = Z 0 vk Z)D(kfl)+1,k
0<I<k

In the above display, (V(l))l>0
fields with a covariance function given for any (f,g) € B(S®)? by

stands for a collection of independent and centered Gaussian

E(VONVOg)) == (5 =) (9 -5 (9))] (23)

In view of these fluctuations, and recalling that for any centered Gaussian variable W,
we have E(W?2™) = 27™(2m),,, the reader should be convinced that the estimates presented
in next theorem are sharp wit respect to the pair of parameters m and k.



Theorem 2.2 For any k,n > 0, and f € Oscl(S(k)) and any integer m > 1 we have the
non asymptotic estimates

2+ 1) E (|[5%) - =¥ (f)}my@

£/ (20)! og(n k
<a(m) Yocik % B (D—1y+1,5) + b(m) c(k) Hom (et 1)) En%ll)))

with the collection of constants a(m) given by

1

a(2m)2m = (Qm)m and a(2m + 1)2m+1 — m

and some constant b(m) whose values only depend on the parameter m.

3 Feynman-Kac semigroups

In this section, we illustrate the fluctuation results presented in this article with the Feynman-
Kac transformations ®; given below

V>0 Y f) € (P(SY) x BSUD)) @ (u)(f) = w(Gilapa(£)/u(Gr)  (3.1)

In the above displayed formula, G is a positive potential function on S, and L1 stands
for a collection of Markov transitions from S® into SU+1. In this situation, the solution
of the measure valued equation is given by the normalized Feynman-Kac distribution
flow described below

O =70V Q) with A0 =B ) [] G

0<k<l

where (Y});>0 stands for a Markov chain taking values in the state spaces (S®));>g, with
initial distribution 7(®) and Markov transitions (L1)i>1-

These probabilitic models arise in a variety of applications including nonlinear filtering
and rare event analysis as well as spectral analysis of Schrodinger type operators and directed
polymer analysis. Even if they look innocent, these Feynman-Kac distribution flows are very
complex mathematical objects. For instance, the reference Markov chain may represent the
paths from the origin up to the current time of an auxiliary sequence of random variables
Y/ taking values in some state spaces E;. To be more precise, we have

Y= (Y],....,Y) e SW .= (B, x ... x E)) (3.2)

To get an intuitive feel of the motion of these i-MCMC algorithm, we provide a brief
description of the i-MCMC model associated with the Feynman-Kac distribution flows .
In this situation, we first observe that each term in the right hand side product of the formula
takes the following form

1 G (X -
. ) Z 6X§‘“‘1> - Z (k—1) Lk(XcS )
0<q<p 0<q<p 20<q'<p Cr-1(Xy )

From this observation, we see that each random state XI(,k) with 1 < p < n, is sampled

according to two separate genetic type mechanisms. Firstly, we select randomly one state

Xcgk_l) at level (k — 1), with a probability proportional to its potential value Gk,l(Xék_l)).



Then, we evolve randomly from this state according to the exploration transition Lj. This
biology-inspired i-MCMC model can be interpreted as a spatial branching and interacting
process. In this interpretation, the k-th chain duplicates the individual with large potential
functions, at the expense of light individual with poor potential value die. The selected
offsprings evolve randomly from the state spaces S®*~1 to the state spaces S*) at the next
level.

The same description for path space models coincides with the evolution of ge-
nealogical tree based i-MCMC models.

For this class of Feynman-kac models, we observe that the decomposition is satisfied
with the first order integral operator D;, defined by

G

vf e B(S®) Dy, (f) = n(Gi_1)

Ly (f = ®u(n)(f))

with the remainder measures Z;(u,n) given by

B 1
w(Gi-1)

One can observe that the regularity condition ([2.2)) is satisfied as soon as we have

vieB(SY) B n)(f) = (1= 1)** (Gi1 ® Diy(f))

Vi>0 0<infG) <supG; < >

Indeed, its is easily checked that for any function f € B;(S®), we have

Zi(usm) ()] < (mfGlle [ =) (G @ Li( )] + |(n—m)®* (GE2)]]

Finally, we mention that the semigroup Dy ; introduced above can be explicitly described
in terms of the semigroup

Qry = QrQry1... Q1

associated with the Feynman-Kac integral operator Q;(f) := Gi—1L;(f). More precisely, we
have that
Qr,l

VI<k<l Dg(f)= 0D (f_ﬂu)(f))

The Dobrushin coefficient (P} ;) can also be computed in terms of these semigroups. Firstly,
we observe that

Qra(D)(y)  Qru(1)() -
k=DQp (1) #k=DQy (1) G

with the Markov integral operator Py ; given below

W<i<l Pu(f)(a) = 2@

Qru(1)(z)

Duafle) = [ (Prahla) = Pra$)) -

Thus, we find that
@k (L)]]

1PeiDI < 5550, @

B(Pr,1) osc(f)

from which we conclude that

1Qra ()]

B(Dry) <2 D0 (1)

B(Pr,)



4 Fluctuations of the local interaction fields

4.1 Introduction

As for mean field particle models (cf. section 9.2 in [2]), the local errors induced by the i-
MCMC stochastic algorithm can be interpreted as small disturbances of the measure valued
equation ([1.1)). To be more precise, we need a few definitions.

Definition 4.1 Denote by ﬁ(n) the sigma field generated by the collection of random vari-
ables (ngk))ogpgn, with 0 < k <1, and let F := (ﬁ(n))lzo be the corresponding filtration.
Consider the flow of centered random measures 60 = (57(11)) € M(S(l))N defined for
any n > 0 by the following formula net

n

V>0 Yn>0 o= [5X,<j> — % (”S—_ll)ﬂ

For n =0, we use the convention ®; (ng;1)> =v0, so0 that 5((]l) = {5Xél) — I/(l)].

In our context the i-MCMC model at level I consists in a series of conditionally independent
{

n__ll)), at every time step n. Thus the

random variables X,sl) with different distributions ®;(n

centered local sampling errors Ag) are defined by the following random fields models

). 1 l

0<p<n

By definition of the i-MCMC models, we readily find that for any f € B(S®), we have

EAD(f) = 0
B0 = i 3wl ) (e () 0] e
0<p<n
— ([f —W(Z)(f)] 2) as mn — 0o (4.3)

This shows that the random disturbances Ag)( f) are unbiased with finite variance. Much
more is true, applying the traditional central limit theorem for triangular arrays, see for

instance theorem 4 on page 543 in the textbook of A. Shiryaev [10], we find that A,(ll)( f)
converges in law as n — 0o to a centered Gaussian random variable with variance given by

(E3).

If we rewrite Ag) in a different way, we have the following decomposition

1
0 — E )
In n+1 X!

0<p<n

1 (1-1) 1 1)
= > @y ,))+ Al (4.4)
n+1 05n p vn+1

The above formula shows that the evolution equation of the flow of occupation measures

ng ) can be interpreted as a solution of the following measure valued equation

1 _
() _ (1-1)
V=0 )= Y Wiy y) (4.5)
0<p<n
with a sequence of initial conditions uq(zo) = 777(10). We end this discussion with the observation

that the constant distribution flow ,uq(f) = 7 associated with the solution of 1' also



satisfies . In this sense, we can interpret the evolution equation of the flow of
occupation measures 77,(5 ) as a stochastic perturbation of the flow 1D

Although the above discussion gives some insight on the asymptotic normal behavior
of the local errors accumulated by the i-MCMC model, it do not give directly the precise
fluctuations of the sequence of measures (ng))nzo around their limiting values 7(). The
stochastic analysis of these fluctuations is based on the way the semigroup associated with
the evolution propagates these local perturbation random fields. On can observe that

the one step transformation of the equation (4.5)) is an averaging of a non linear transfor-

U from the origin p = 0 up to the current
time n. Iterating these transformation, we end up with a complex semigroup on the flow of
measures between successive levels. We refer the interested reader to [3] for an ”explicit”
calculation of these semigroups in the context of Feynman-Kac models. In the further de-
velopment of section [b] we shall derive a first order expansion of these semigroups. These
multilevel decompositions express the propagations of the local perturbation errors in terms
of weighted random fields. The next section is devoted to the fluctuations analysis of a
general class of weighted random fields associated with the i-MCMC model. We present
an admissible class of array type weight functions for which the corresponding weighted

perturbation random fields behaves as a collection of independent and centered Gaussian
fields.

mation ®; of the complete flow of measures ,upl

4.2 A martingale convergence theorem

This section is concerned with the fluctuation analysis of weighted random fields associated
with the local perturbation random fields discussed in section Our fluctuation
theorem is basically stated in terms of the convergence of a sequence of martingales. To
describe these processes, we need a pair of definitions.

Definition 4.2 We let W be the set of non negative weight array functions (wn(p))o<p<n,0<n.
satisfying the following conditions

lim \/nggnwn(p) =0
n—00

and, for all € € [0,1]
w(e) ;= lim Z w2 (p) < oo

n—oo
0<p<en]

for some scaling function @ such that lim ) 0—14)(@(€0), @w(€1)) = (0,1). We observe
that the traditional and constant fluctuation rates sequence wy(p) = 1/y/n belongs to W,
with the identity function w(e) = €.

Definition 4.3 For any | > 0, we associate to a given weight sequence w®) € W with
scaling functions w® the mapping

W e MSO)N = WO () = (WP (0)nzo € M)

defined for any flow of measures 1 = (p)ns0 € M(SON, and any n > 0, by the weighted

measures
wlhm = > wdp)
0<pn

Denote by f = (fi)i>0 € ;>0 B(SM)? a collection of d-valued functions, and for every
1 <i<d,let f be the i-th coordinate collection of functions f* = (f)i>0 € [I;>¢ B(SW).

10



We consider the R%-valued and F(™-martingale M™ (f) = (MM (f%));<i<q defined for
any [ > 0 and any 1 <4 <d, by

M(" fz. ZW )

0<k<I
We extend this discrete generation process to the half line Ry = [0, oo by setting

L{t}(n+1)]-1
vieR: MU =MW+ D wllE) s (fpny)  (46)

p=0

Notice that Mﬁ")( f) is a cadlag martingale with respect to the filtration associated with

the o -fields ft(n) generated by the random variables (X;,k))g<p<n, with k < [t], and X [+
with 0 <p < [{t}(n+1)].

Theorem 4.4 The sequence of martingales Mﬁ”)(f) defined in converges in law, as
n — oo to an Re-valued and Gaussian martingale My(f) = (My(f)))1<i<q such that for
any L > 0 and any pair of indexes 1 <i,j <d

(M), M) = Cpay (f, ) + Wt} [Clya(F £7) = Cly (£, 19)]

with

Clf )= 3 7@ (= 7O (- D ()]

0<k<|t]

Before getting into the proof of this convergence, we illustrate some direct consequences
of this theorem.

Firstly, we observe that the discrete generation martingales ./\/ll(n)( f), with [ € N, con-
verges in law, as n — oo to an R%valued and discrete generation Gaussian martingale
M (f) = (Mi(f%))1<i<q with bracket given for any [ > 0 and any 1 < i,j < d by

(M), M) =al(f )

Next, we fix a parameter [ and we introduce a collection of functions gi = (gi’i)lggdj €
B(S™®)4i, with some fixed dimension parameters d; > 1, with 0 < j<land 0 <k <L

For every 0 < k < I, we take f = (fk)0<k<l with fr = (gk)0<]<l € B(S®)? and
d= zz _o di. We further assume that gk =1j—k gk In other words, all the functions gk are
null except on the diagonal k = j. By construction, for every 0 < k <[, we have

M) = M@z and M(¢) = Lisy V9 (g)

Assuming that the martingale convergence theorem given above holds true, we can conclude

that the random fields Vrgj ), with 0 < j < [, converges in law, as n tends to infinity and
in the sense of finite dimensional distributions, to a sequence of independent and centered

Gaussian fields (V(j)0<j<l , with for any 1 <i,7" <d;

E[vO (@) v@gl )] = (MM )
= Ly 79 (6] =) (6] - e )]

We summarize this discussion with the following corollary of theorem [4.4]

11



Corollary 4.5 For every collection of weight functions (w(l))lzo € WY, the sequence of

random fields ( rf”)lzo defined by Vél) = qul)(é(l)), converges in law, as n tends to infin-

ity and in the sense of finite dimensional distributions, to a sequence of independent and

centered Gaussian fields (V(l))l>0 with covariance function given by

W20 W(fg) eBESY?  E(VONVO9) =7 xO1) (9 - V09))]

Now, we come to the proof of theorem
Proof of theorem [4.4:
Firstly, we notice that the martingale increments Vn(l)( fl’) are given by

V) = W) ) = Y wlPe) () - o (i) ()]

0<p<n

To use the central limit theorem for triangular arrays of R%valued random variables (The-
orem 3.33, p. 437 in [7]) we first rewrite the martingale /\/ll(n)( f) in the following form

MU= 3 v
where for every 0 <i <I(n+1)+n, withi =k(n+1)+pforsome0 <k <l,and0<p<n
V) = 0P ) | — @ () (1)

We further denote by gi(”) the o-field generated by the random variables Xék) for any pair
of parameters (k,p) such that k(n+1) + p <.

By construction, for any flow of functions f = (f;)i>0 and g = (91)i>0 € [[;>0 B(s®)
and for every 0 <i < I(n+1)4n, withi = k(n+1)+pforsome 0 < k <[, and 0 < p < n,
we find that

BNV 16m] = o
EPI V@167 = wPm? cP(f.g)
with the local covariance function
C(£,9) = @) (U = @nf 3 ) (fellon — (1) (90)))

This implies that

k(n+1)+n n
> BP9 167 = Y wPe)? ¢Pg)
i=k(n+1) p=0

(k)

We recall that the quantities 7, (k) converge almost surely to 7(*)(h), as n — oo, for every

k > 0 and any function h € B(S*®)). Under our regularity conditions on the mappings ®;,

we find that <I>k(777(1~C 1))(h) converge almost surely to 7(¥)(h), as n — oo, for any function

h € B(S (k)). It readily follows the following convergence result
lim O (f,9) = CW(f,9) == 7™ ((fu = 7@ () (g =W (ar)) P —ace.

Under our assumptions on the weight functions w®), we deduce that

nh_{gozwk) (f.g9)=CP(f.g) P-ae

12



from which we conclude that

lim (M (f), M™(g)) = Y CW(f,9)=Ci(f,9) P-ae.

n—oo

To get one step further, we introduce the sequence of R%valued and continuous time cadlag
random process defined for any f = (fi)i>0 € [[;50 B(SW)? by

[t(n+1)]4+n

teR e > V(P

i=0
Notice that for any [ € N, and any 0 < k < n, we have

k1§t<l+kj:1:>m:l and [t +1)] = [t)(n+1) = |[{}(n+1)] = k

l
+n—|— n-+1

where {t} := ¢ — |t] stands for the fractional part of a real number ¢t € Ry. Using the fact
that
[tn+ 1) +n=([t|(n+1) +n)+ [{t}(n+1)]

we obtain the decomposition

[t 1)) +n ()
2i((t)+nman Vi (F)

L)1 )
Z V(Lt]+1)(n+1)+p(f)

= SO Wl ) (fen ) = @ 0D Fes))

This readily implies that
[t(n+1)]+n
> VP = M)
i=0
Furthermore, using the same computations as above, for any pair of integers 1 < 7, 7/ < d,
we find that

[t(n+1)]+n [t] n
Z (V(n)(f]) n) (f] | gl(n1 Zzw f] f] )
=0 k=0 p=0

{thn+D)) -1 o
Y wl @) ol )

p=0

Under our assumptions on the weight functions, we find that

[t(n+1)]4+n o
Gm ST B EVI ) 160] = e )
1=0

D)) (el ) = ()]

Since we also have

VPl < lsup ||fk||] [SUP sup wfzk)(p)]
0<k<l

0<k<I0<p=<n

13



for every 0<: < l(n + 1) + n, and
lim Vv V (k)(p) =0
0<k<l V0<p<n wn

we conclude that the conditional Lindeberg condition is satisfied. Thus, the R%valued
martingale Mﬁn)( f) converge in law, as n tends to infinity, to a continuous martingale
M, (f) with predictable bracket given, for any air of indexes 1 < j, 5 < d, by

M), Ma(F))e = Clag(F, ) + =D (D) [l (7, ) = Cup (7, 7))

which completes the proof of the theorem. |

5 A multilevel expansion formula

We present in this section a multilevel decomposition of the flow of occupation measures
nr(Lk) around their limiting value 7). In section we have shown that n,(f) satisfies a
stochastic perturbation equation of a measure valued equation involving complex
time averaging one step mappings. In this interpretation, the forthcoming developments
provides a first order expansion of the semigroup associated with the equation (4.4]).

This result will be used in various places in the further development of the article.
Firstly, in section [6] we combine these first order developments with the local fluctuation
analysis presented in section [ to derive a ”two lines proof” of the functional central limit
theorem In section [7}, we use these decompositions to prove the non asymptotic L,,-
estimates presented in theorem

The forthcoming multilevel expansion is expressed in terms of the following time aver-
aging operators.

Definition 5.1 For anyl > 0, denote by S the mapping
S+ ne MSD)N = 8(n) = (Sn(n))nzo € M(SY

defined for any flow of measures n = (Np)n>0 € M(SO)N, and any n > 0, by the measures

Sul) = —— S (1)

0<p<n
We let S¥ := S o S¥1 be k-th iterate of the mapping S.
We are now in position to state and to prove the following pivotal multilevel expansion.

Proposition 5.2 For cvery k > 0, we have the following multilevel expansion

n®) _ (k) — Z st (5(k=D) Dbty i1k 4+ =) (5.2)
0<I<k

with a flow of signed and random measures =) = (E,(lk))nzo such that

¥m > 1 sup  E(EX(f)[™)m < b(m) e(k) (log (n+1))F/(n+1)
feBi(S8Kk)

In the above display, b(m) stands for some constant whose values only depend on m.

14



Proof:

We prove the expansion by induction on the parameter k. For & = 0, we readily find

that 1
0 0) _ 0)| _— 0
n’g)_ﬂ()_n+1 3 {5}(}20)_%()}_8”(5())
0<p<n

Notice that in this case 1) is satisfied with the sequence of null measures E%O) =0. We
further assume that the expansion is satisfied at rank k. The proof of the result at rank
(k4 1) is based on the following decomposition

1
D =7 =g, (00 ) —— 3 [ (h) — D ()]

0<p<n
1
(k)y (k)
e (@011 = @i (x )] (5.3)

It follows from our assumptions on the mappings ®;, that we have

Vi, € P(SW) [ @p11(p) = Prar(m)]| < (k) [l — |

with ¢(k) < (supwep(s(k)) | Dr141 + Xk+1)- Using the fact that

Bk 1 (k)
W == (g )

we can deduce that

1Pr1 () = Bra ()| < (k) /(p + 1)
which leads to
I 3 [ — )] | < elk) Tog (4 D/ +1)  (5.4)

n-+1
TS

On the other hand, using the first order expansion of the mapping ®;,1; we have the de-
composition

q’kﬂ(mgk)) — By (nV)) = (m(yk) — 1) Dyy1 + 5k+1(77§,k)7 7 *))

We let g = Y., a;i (bt ® h?) € T2(S®)) be a tensor product function associated with
a subset I C N, a pair of functions (h}, h?)icr € (B(S®)?)!| and a sequence of numbers

177

(a;)icr € R!. Using the generalized Minkowski integral inequality we have

1

E[| @ - )22(g)|"]”

s el -] (-

Hence, via the L,-estimates presented in [3], we infer that for any j =1,2 and i € T

E [([n;(f) - ®)) ]’” < a(m) |b1l/+/ 0 +1)

for some finite constant a(m) whose values only depend on the parameter m. These estimates
readily implies that

2m

E [ = x)2(0)|"] ™ < bm) (k) lal/ 0+ 1) 55)
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for some finite constant b(m) whose values only depend on the parameter m. This implies
that for any f € B;(S*))

m

> e, 7)) < b(m) c(k) log (n+1)/(n+1)

0<p<n

His

1
n+1

To take the final step, we use the induction hypothesis to check that

(™ — 7N Dyyq = Z st (s Dp—tys1o1 + EP Dy
0<I<k

and

sup  E(EW (Dysr f)[™)m < b(m) e(k) (log (p+ 1))*/(p+ 1)
feBi(SH)

This yields that
k
Su(0% ) + 1 Tocpea(ms = 7*) Dy

= Sn(00H) + 00 SY P04 D) Di_ya st + it Co<pen Zo Dig

S(l+1)(5((k+1)—l)) D

1 :‘(k)
=Y o<i<kil (k+1)=D+1Lk+1 T 734 2o0<p<n =p Dit1

In the last assertion, we have used the convention Dj.y9 141 = Id, the identity operator.
Also notice that

m\ —
m

1 =
sup E||——= > EVDea(f)| | <blm) k) (og(n+1)""/(n+1)
feBi(SH) n+ 0<p<n

The end of the proof of the result at rank (k + 1) is now a consequence of the decompo-
sition (5.3]) in conjunction with the estimates (5.4]) and (5.5). The end of the proof of the
proposition is now completed. ]

6 Proof of the central limit theorem

This section is mainly concerned with the proof of the functional central limit theorem
presented in section The first ingredient is to express the time averaging semigroup S*
introduced in definition is terms of the following weighted summations

1
k(o) — (k)
Sp(n) ——— 0<§p<n 5 () Mp

with the weight array functions s = (s%k) (p))o<p<n defined by the induction

k=1 W<p<n  sEE) = Y o sB(g) with s(p) =1

p<g<n (Q+ 1) !

The proof of theorem [2:1]is a direct consequence of the following proposition whose proof
is postponed to the end of the section.
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Proposition 6.1 For any k > 0, we have

lim = 57 500 (g)? = (2k) k2

n—oo n
0<q¢<n

In addition, for any k > 1, the weight array functions w®) defined by

¥n>0 Yo<p<n  wPp)=sPe)/ [ S si(g)?

0<¢<n

belongs the set W introduced in deﬁnition@ with the functions w®) defined by

2(k—1) 1 1 l
w00 =Y e (0s(;))
=0

As promised, we are now in position to derive a ”two lines” proof of theorem
Proof of theorem [2.1k
We fix a parameter k and for any 0 < [ < k, we let W be the distribution flow mappings
associated with the weight functions w((k~ ) 1) defined in proposition and given by

WO e M) o W) = (WP 0)nzo € M(S)T
with for any n > 0 and 1 = (1,)n>0 € M(SH)N
wlhm) = > wlD(p) g,
0<p<n

By construction, we have for any 0 <[ <k

(n+1) Sl+1 Z l+1 2 W(k l)( )

0<g<n

Using the multilevel expansion presented in proposition [5.2, we prove that

k l+1) k—1) [ s(k—1 =(k)
(n+1) [ — 70| = O% n+10<2< (a)2 WD (60 D) Dy s+ E
<g<n

=(k)

with the remainder signed measure =, satisfying

sup  E(EV () < e(k) (log (n+1)*/y/(n+1)

feBi(SH)
The proof of theorem is now a direct consequence of corollary n

The proof of proposition is in turn based on a pair of pivotal lemmas. Their proof
follows elementary techniques but tedious calculations and they are they are housed in the
appendix.

Lemma 6.2 For any 0 < p <n, and any k > 1, we have the formula
(k=1)

1 1
s (p) = D > 1 + 7 (p)

p<g<n

with a remainder sequence or arrays r = (rgk) (p))o<p<n Such that

_ 1
vo<p<n )| < k) (log(n+ 1) Z(qm
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Lemma 6.3 For any n > 0, and any k > 0, we have the estimate

k

%Z Z% — (n+ 1)+ (n)

" 0%pn \pazn 1T
with [1¥(n)| < (k) (log (n+ 1)*. In addition, for any increasing sequence ki, < n such that
lim,, o0 (kn/n) = k > 0, we have
k

S (S h) e ae (m(l)

0<p<kn \pP<q<n

li !
A

SRS

Now, we are in position to prove proposition
Proof of proposition 6.1
The fact that limy, oo SUpg<p<p wﬁlk) (p) = 0 is a direct consequence of the pair of estimates

given below
sup 51 (p) < c(k) (log (n + 1))

0<p<n
and 2k — 1))!
Z Sglkz) (p)2 _ (]E;_ll)Q) (n + 1) + ;«g‘?) (6.1)
0<p<n (k=1)!

with |?§1k)\ < ¢(k) (log (n+ 1))2*~Y_ The first assertion is a direct consequence of lemma
To prove the second one, we observe that

2(k—1)

1 1 _
Z s%k)(p)QZW Z Z a+1 —i—?“gf)

0<p<n " 0<p<n \p<q<n

with
(k—1)

W Y| X ) el ¥ e

" 0<p<n p<q<n ¢+

Furthermore, we also have

5 02 < elh) Qog(n+ 0240 S0 (X

1)2
0<p<n 0<p<n \p<g<n ¢+ )

from which we prove the rather crude estimate

> 0P < o) Qs+ DY Y

0<p<n 0<¢<n 0<p<q

= (k) (log(n+ 120 3 1

< ¢(k) (log (n + 1))2k=3)+1
RN TESY ) (log (n+1))

In much the same way, we find that

(k—1) (k—1)

> | Z 5] o > L Y )

0<p<n \ \p<g<n 0<q<n 1 0<p<n

< c(k) log (n+ 1)k~ DH(k=3)+1

IN
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In summary, we have proved that \Fgﬁ)] < c(k) log(n+ 1)(2k_3). We end the proof of 1’
by a direct application of lemma [6.3] From the above discussion, we also find that

2(k—1)

1 1 - _
E : B) ()2 — _ — E : Z ot =(k) : =(k) (k)
Sp, (p) (k - 1)'2 n ith ‘Tn ‘ < ’rn ’

11
0<p<rin 0<p<rn \p<q<n I

By lemma for any increasing sequence k, < m such that lim, o (k,/n) = kK > 0 we
find that

1 2k — 1)) 1 1\’
- (k)(,,\2  \2\v — 4)) il bl

dm o DL sP0 =T 2 e (les ()

0<p<kin 0<I<2(k—1)
from wich we conclude that

lim E w® (p)? = E 1 k | log 1 l

n—oo n l' K

0<p<rn 0<I<2(k—1)

This ends the proof of the proposition. |

7 Proof of the sharp LL,,-estimates

This short section is concerned with the proof of non asymptotic estimates presented in
theorem We start with a pivotal technical lemma.

Lemma 7.1 For any k,1,n >0, any function f € B(SY), and any integer m > 1, we have

m a(m) 1
£ Hggk)(é(l))(f)’ ] = 2n+1) \(n+1) Ogén s (p)* | ose(f)

with the collection of constants a(m) defined in theorem .

Using this lemma, the proof of theorem [2.2] is a routine consequence of the multilevel
expansion presented in proposition [5.2] so we give it first.

Proof of theorem [2.2k
Using the expansion , we find that

1

(n+1)E [‘ [n®) — 8] (f)‘m} "

[N

k
B (Die—iy 1) + b(m) (k) Loglntl)

+1
< a(m) X o<i<k (ﬁ Cospen 1 )(p)Q) (nt1)

Since va + b < /a4 Vb, by (6.1) we conclude that

p
1 (21)! .

- (I41) ()2 <« MV \2)" (k) h ® < () 2T )

i, 2 0| < o B <o) CE

This clearly ends the proof of the theorem.

The proof of lemma [7.1]is in turn based on the following Burkholder-Davis-Gundy type
inequality for martingales with symmetric and independent increments.

19



Lemma 7.2 Let M, := Zogpgn A, be a real valued martingale with symmetric and inde-
pendent increments (Ap)n>0. For any integer m > 1, and any n > 0, we have

E([Mal™)" < = a(m) E ([M]7)™ (7.1)

1
—a
V2
with the bracket process [M],, = > q<,<p AIZ,, the smallest even integer m’ > m and the
collection of constants a(m) introduced in proposition .

This lemma is more or less well known, for completeness an elementary proof is housed
in the end of the appendix.

Now, we come to the proof of the lemma.

Proof of lemma [7.1k

We use a symmetry argument. We consider a independent copy (Y,E’))nzo, with [ > 0, of

the reference -MCMC model (X,(Ll))nzo, with [ > 0. We also assume that these two processes
are defined on the same probability space, and we let Hl(n) be the filtration generated by the

process (Y},(k))ogpgn with k& < I. By construction, we have for any [ > 0, any f; € B(SW)
and any 0 <p<n

o0 () = D) = @il D) () =B ([ = i) |77 v ™))

This readily implies that

> B0 =B X A [F v H,

0<p<n 0<p<n

with the sequence of symmetric, and (]—"l(ﬂ \% Hl(f)l)—conditionally independent and sym-

(k)

metric random variables (Ay” (p, f1))o<p<n given below

AW, fi) = 5P (p) [ A = A0

The end of the proof is a direct consequence of lemmal[7.2] This ends the proof of the lemma.
[

Appendix

Proof of lemma [6.2]

We prove the lemma by induction on the parameter k. For k = 2, the result is clearly met

(2)

with a null remainder sequence 7, = 0. We further assume that the result is satisfied at
rank k. For any 0 < p < n, we denote

1 1 1
I,(p—1):= Z —_— = Z - = -
05 1T g T EE, et
and )
AL(p) = In(p) — Ln(p = 1) = —
(1) = $alp) ~ Il = 1) =~ s
In this notation and under our induction hypothesis, we have for all p < g <n
1 1 1
= By = = I"Y(q—1) AL(q) + (k)
e (9) G (¢ —1) ALy(q) TEEI (9)
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By definition of sgﬂﬂ), we find that

s () = - LY LMD AL@+ Y

p<g<n p<g<n

@

On the other hand, by a direct application of the binomial formula, we find that
ALi(g) = Iy(a) —IN(a—1)
= [Lu(g— 1)+ AL() = I}(g—1)

- rna-tane+ Y

2<I<k

D) el -

from which we conclude that

. 1 k—1 _ -~ k -
G B D AL = Atk + g 3
2<i<k

Using the fact that I,,(n) = 0, we clearly have

Y A =Iin) - Iip-1)=-I}(p-1)

p<gsn
This implies that
k
1 1 1
T Z AIS(Q) %l Z a1
<q< <q<n 1
p<q<n p<q<n
leading to the following decomposition
k
1 1
O =5 X | )
! qg+1
p<q<n
with a remainder sequence or arrays r,(f“) given by
1 k _ 1
=g XX ()) BR@l -y Y )
" 2<i<k p<g<n p<azn 1
It is easy to see that
1 k I rh—1 2 1k—2
7 > ) AL@) 7 (g = 1) <clk) |AL(g)]” I;7(=1)
To<i<k
Consequently
1 k I k-1 k-2 1
o > ) [AL(@] I (g = 1| < e(k) [log (n +1)] > TEEE
" 2<i<k p<e<n p<g<n

In addition, we also have
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and therefore

p<qg<n

Finally, we obtain that

0 ()] < 2e(k) (log (n+ 1)) S ——

p<g<n

which achieves the proof of the lemma. ]

Proof of lemma [6.3]

We obviously have for any 1 <p <n

n+ 2 1 n+1
log< >§ §10g< )
p+1 2 (¢+1) p

p<g<n

One can observe that the first inequality in the left hand side also holds true for p = 0.
Moreover, using the fact that for any p > 2, we have

k

S ) < (5) <[, ()

p<g<n

we find that
k

S (2 ) <ew st [T (m(”jl))kdt

1
05pn \pzqen 47T

In much the same way, we find that

k

S5 ) [ (e (M)

0<p<n \p<g<n

By a simple change of variable, we have

[ e () amen [ (e(2))'

n+1

One easily check that a primitive of the power of a logarithm is given by the formula

1 1\\"* 1 1\ !
wf (es(3) w=r = 5 (ee(5))
0<i<k
This yields that

L () am st 2 v

1
n+l 0<i<k

from which we conclude that

% 1n+1 <1og<(”j1)>)kdt:(n+1)— Z %(10g(n+1))l

0<I<k
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and therefore

k

(n+2)— > l—l‘(log(n+2))l§% S Y L < c(k) log(n+ 1)+ (n+1)

! 1
0<i<k 05pzn \pzqzn 47T

The end of the proof of the first assertion is now easily completed. To prove the second one,

we observe that
1 fnt2 (n+2) k
- > 1 2
S ) 2 (M) 72

and

> | X qil < c(k) (log (n—i-l))k‘f‘/lﬁn—H <log <(nj1)>>kdt (7.3)

0<p<tn \p<g<n

Using the fact that

1 K1 1 k n7?+1 1 k
— log (n+1) dt =(n+1) / o log ( = dt
k! J1 t 1 t
n+1
we prove that
1 [ 1\\* b + 1 1 n+1\\' 1 1
— " log ()> dt = — Z = <log( )) - Z — (log(n+1
| < | |
k! = t n+1 o<iok l! Kn+1 n+1 ook {!
from which we conclude that
Fn+l k !
. 1 n+1 1 1 1
dm g [ (s (G)) @ 3 g (e ()
n+1 0<i<k

Thus, we have proved that
11 et m+1\\" 1 1\’
) (e (U0)) = 2 ae (()
0<i<k

The end of the proof is now a direct consequence of the estimates (|7.2)) and ((7.3)). [

Proof of lemma [7.2]

We prove the lemma by induction on the parameter n. The result is clearly satisfied for
n = 0. Suppose the estimate (|7.1)) has been check up to rank (n — 1). To prove the result
at rank n, we use the binomial decomposition

2m
2 -
(Mp—1 + An)zm = Z < ;n ) szl P (AP
p=0

Using the symmetry condition, all the odd moments of A,, are null. Consequently, we find

that -
(e a) =3 (5 ) BOG) B
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Using the induction hypothesis, we prove that the above expression is upper bounded by
the quantity

2 p—0 ( 227; ) 27(m=P) (2(m — p)) (m—yp) E ([M]"mj> = <Aip)

To take the final step, we use the fact that

( 22;?) 2D (2(1m = p))yy = ot < m

and (2 > 9P
7 (), p> (2p)y =

to conclude that

E (M1 +80)") < 277 2, 3 ( " ) E([M];77) E(a%)
p=0
= 27" (2m),, E([M]})")

For odd integers we use twice the Cauchy-Schwarz inequality to deduce that

E(M, ") < E(M;™) E(M;"Y)
2m—+1

< 27D @m) (2(m 1)) ney B (M) T

n

Since we also have that

(2(m +1))! (2m +1)!
2(m +1))(ms1) = (m+ 1) =2 - =2 (2m + 1)(m1)
and 1 @m+Dl 1
m+ 1)!
Cmlm =57 o = am 1 2t Dot

we conclude that

1
E(| M, |2+ < o~ (m+1/2) @m A Dimsy ([ M]Zz+1>1_2(m+1>
m+1/2

This ends the proof of the lemma. ]
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