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Contrats en logique de gparation pour un langagea la
Java avec fork/join

Résune : Nous adaptons une variante de la logique &gasation avec permissions

a un langage la Java avec fork/join. Afin d'autoriser les lectures concurrentes dans
le tas sansé&wler I'implémentation, nous combinons les permissions fractionnelles
avec les pedicats abstraits. Nous gsentons une &pification d'i€rateurs concur-
rents qui empche leglata raceset les modifications concurrentes. Notre logique est
présenée dans un style algorithmiquéepartir d’'un systme de preuve #orique. Nous
demontrons que les programmearifieés satisfont les prog#iés suivantes: pas dkata

race, pas de dreference de pointeurs nuls et correction partielle.

Mots-clés : Veérification de programmes, logique d&paration, orier@ objet, concur-
rence.
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1 Introduction

As the trend to use multi-core hardware is growing, the need for verification of con-
current programs is becoming an important issue for mainstream programming. Pro-
gramming with concurrency primitives, such as threads or processes, however, is made
difficult by the possibilities of data races and deadlocks. To tackle these problems pro-
grammers often think in terms g@iermissions To access a piece of memory a thread
must have the permission to do so. As objects are created and passed between threads,
permissions to access these objects are passed around. Ultimately, the use of a permis-
sion model eases verification of functional properties and prevents data races.

In separation logic, controlling access to memory space plays a prominent role.
Separation logic formulas represent access tickets to heap space and programs must
prove the possession of tickets before reading from or writing to memory. Separation
logic contracts specify access policies. Adherence to these policies is checked statically
by separation logic rules. Access policies are tightly coupled with assertions about
memory content, so that it is impossible to maintain assertions that can be invalidated,
for instance, by thread interference or memory updates through unknown aliases. Thus,
separation logic perfectly supports reasoning about access permissions.

Separation logic has been invented in the beginning of this millenniumnZ]
as a formalism for reasoning about programs with aliasing and was originally ap-
plied to manually verify intricate pointer-manipulating algorithms (e.g2))[ It was
later realized that separation logic can be extended to reason about concurrent pro-
grams P4, 10, 6, 11]. Among other things, concurrent separation logic can be used
to verify data race freedom (i.e., the absence of concurrent read/write or write/write
accesses to the same memory location). Data race freedom is notoriously hard to ver-
ify. It is an important property, because data races result in unpredictable program
behaviour 3, 30]. While the original work on separation logic was conceptual, more
recently an experimental automatic checker for a subset of separation logic has been
developed for programs written in a low-level model languageCQurrently, the same
group of researchers combines ideas from separation logic with automatic program
analysis techniques in order to analyze systems code Beparation logic has also
been applied to an intermediate language for a C compiler with the goal of producing
a fully verified compiler P]. So far, only little work on applying separation logic to
object-oriented programs existsd 27], and this work has only been theoretical. In
addition, there are some recent object-oriented type and effect sysiparsd[type-
state systemso], which are related to separation logic. Thus, while it seems to be
apparent to a number of researchers that separation logic can be a very valuable tool
for verifying properties of object-oriented programs, much works needs to be done to
make this idea practical.

In this paper, we present an adaptation of concurrent separation logic to a Java-like
language with fork/join. We support concurrent reads by means of fractional permis-
sions B, 6]. Furthermore, we support object-oriented abstractions through abstract
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6 Haack & Hurlin

predicates J7]. Abstract predicates can be understood as a generalization of types-
tates [ g, object invariantsJ] and datagroups’]’]. The combination of fractional per-
missions and abstract predicates proved a bit challenging. In order to split and merge
access permissions for entire datagroups, we had to treat datagroups in a distinguished
way. We combine fractional permissions with fork/join. As far as we know, until now
fractional permissions have only been formalized for languages with a parallel com-
position operator, which is both cleaner and easier to formalize, but less realistic. We
allow separation logic contracts to derefereticaal fields without any restrictions,

just like stack variables. This often makes contracts more readable. To be able to
verify abstract predicates in the presence of subclassing, we axiomatize the “stack of
class frames” 13, 3] in separation logic. We present a separation logic specification

of Java’'sIterator that statically prevents concurrent modifications of the underly-
ing collection. On the technical side, we present Hoare rules in an algorithmic style
based on a proof-theoretical logical consequence judgment. This differs from most
other presentations of separation logic, where logical consequence is defined model-
theoretically. We prefer a proof-theoretical logical consequence, because that seems
more amenable for algorithmic verification, which is our ultimate goal.

Section2 informally introduces features of our system by example. The remainder
of the paper is technical: Secti@presents a Java-like model language, Sectitire
resource semantics of formulas, Sectiaheir proof theory, Sectiofi the verification
rules, SectiorY the preservation theorem. Secti®ooncludes.

2 Separation Logic Contracts for Java-like Programs
In this section, we show uses of separation logic contracts by example.

2.1 Separation Logic — Formulas as Access Tickets

Separation logicT7, 29 combines the usual logical operators with the points-to pred-
icatex. f — v, the resource conjunctidh* G and the resource implicatidh-* G.

The predicatex.f — v has adual purpose firstly, it asserts that the object field
x.f contains data valueand, secondly, it representgieketthat grants permission to
access the field. f. This is formalized by separation logic’'s Hoare rules for reading
and writing fields:

{Xf—_*Fixf=v{xf—vx*F} {Xf—vxFly=xf{xf—vxv==yx*F}

The crucial difference to standard Hoare logic is that both these rules have a precondi-
tion of the formx. f — _!: this formula functions as aaccess tickefor x. f.
It is important that tickets are not forgeable. One ticket is not the same as two tick-
ets! For this reason, the resource conjunctas not idempotentF is not equivalent
to F xF. The resource implicatiosx matches the resource conjunctigrin the sense
that the modus ponens law is satisfi€ck (F —* G) impliesG. However,F * (F -x G)
does notmply F *G. In English,F -x G is pronounced as “consunteyielding G".
In terms of ticketsF -x G permits to trade tickef and receive ticke® in return.
Separation logic is particularly useful for concurrent programs: two concurrent
threads simply split the resources that they may access, as formalized by the rule for
the parallel composition| t’ of threadg andt’ [24].

Ix.f — _is short for(3v)(x. f — v).

INRIA
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{Fit{G} {F'}t'{G}
{F*F'}t |[t'/{G*G}

With this concurrency rule, separation logic prevents data races. There is a caveat,
though. The rule does not allow concurrent reads. Boylahddlved this problem

with a very intuitive idea, which was later adapted to separation IcgicThe idea

is that (1)access tickets are splittahl€?) a split of an access ticket still grants read
accessand (3)only a whole access ticket grants write acceBs account for multiple
splits, Boyland uses fractions, hence the ndraetional permissionsin permission-

accounting separation logi€][ access ticketg.f — v are superscripted by fractions

. . /2 n/2 -, .
T x.f > vis equivalent to. f »—/> v * X f L v. In the Hoare rules, writing requires

the full fraction 1, whereas reading just requisesnefraction z:

X Fet ok Flxf=vixfrvxF}  {xfrv* Fly=xf{xf+"v*v==y x F}

Permission-accounting separation logic maintains the global invariant that the sum of
all fractional permissions to the same cell is always at most 1. This prevents read-write
and write-write conflicts, but permits concurrent reads.

In our Java-like language, we use ASCII and writem (x. f, ) for x. f —— _, and
PointsTo (X.f,7,v) for x.f —— v.

2.2 Separation Logic and Modifies Clauses

Object-oriented specification languages, like for instance JMI], [usemodifies
clauses to express frame conditions:

modifies this.f;
void set(int x) { this.f = x; }

Pre/postconditions in separation logic can be used to a similar effect:

req Perm(this.f,1); ens Perm(this.f,1);
void set(int x) { this.f = x; }

In separation logic, method preconditions specify what access permissions are required
to execute the method body. Method postconditions specify what permission are passed
back to the caller upon method return. Methods can loose permissions by forking new
threads that require permissions. Methods can gain permissions by joining threads and
picking up access permissions that the joined threads do not need anymore.

2.3 Separation Logic and Abstraction

Several object-oriented specification methodologies have abstraction features that al-
low exporting the name of an abstraction to object clients, while hiding its concrete
definition. Examples include thev predicate in the Boogie methodologs] [which
indicates to object clients if the object invariant holds or not without exposing its def-
inition), typestates for objects f] and datagroups’]’]. Parkinson and Biermar2[]
study abstractions of exactly this kind, where the (hidden) concrete definitions of the
abstractions are given in terms of separation logic formulas. We build on their work,
by adding support for concurrency and fractional permissions.

In our model language, interfaces may deckstract predicateand classes may
implement them by providing concrete definitions as separation logic formulas.
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8 Haack & Hurlin

interface I { ... pred P<TX>; ... group P<TX>; ... }
class C implements I { ... pred P<TX>=F; ... group P<TX>=F; ... }

Like Parkinson/BiermanZ[/], but unlike the other examples mentioned abavel[3,

], we allow abstract predicates to have parameters in addition to the implicit self-
parameter (as listed in the typed formal parameterTis§s The typesT for predicate
parameters range over all Java types and the distinguishedb&gaefor fractional
permissions. Unlike Parkinson/Bierman, we differentiate between datagroups and ar-
bitrary predicates through the keyworgsoup andpred. Both groups andpreds
are defined by separation logic formulas, but the formulas that may gefings are
restricted. As a result of this restriction, we obtain an equivalence between formulas
0.P<m> ando.P<r /2> * 0.P<m /2> for groups P but not forpredsP. This equivalence
is crucial for supporting concurrent reads in combination with abstract predicates.

We assume that thebject class declares a distinguished datagretgte:

class Object { group state<perm p> = true; }

Thestate datagroup represents the access permissions fobjket state The object

state often consists exactly of the object’s fields, but sometimes extends beyond the
fields to include owned objects. Every class must extendsthee datagroup and
thereby define what the object states of its instances are. Our syntax for datagroup
extensions (and similarly for predicate extensions) is as follows:

class C extends D { ... extends group P<TX> by F; ... }

Semantically the extensidn of abstract predicate gets*-conjoinedwith P’s defini-
tion in C’s superclas®. This is more restrictive than Parkinson/Bierman][ who
allow arbitrary predicate redefinitions in subclasses. On the upside, this restrictiveness
enhances modularity by avoiding reverification of inherited methods, which is needed
in Parkinson/Bierman’s system.

We now borrow an example from Leina{] to show how datagroups can be spec-
ified in separation logic style.

class Sprite implements SpriteInt ext Object {
protected int x,y;
private int col;

group position<perm p> Perm(x,p) * Perm(y,p);
group color<perm p> Perm(col,p);
extends group state<perm p> by position<p> * color<p>;

req position<1>; ens position<1>;
void updatePosition() { }

req color<1>; ens color<i>;
void updateColor() { }

req state<l>; ens state<1>;

INRIA
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void update() { updatePosition(); updateColor(); 1}

req state<1/4>; ens state<1/4>;
void display() {...} // only read the state
}

Here, theposition datagroup consists of the position fieldandy, thecolor data-
group of the fieldc. Thestate datagroup is their union. The three update-methods
require write access to the corresponding datagroups. Hence, their preconditions ini-
tialize the datagroup permission parameters by 1. display method is readonly.
Consequently, in its precondition the permission parametertate can be an arbi-
trary fractionp. (Free variables in method contracts are implicitly universally quanti-
fied.)

TheSprite class implements the following interface:

interface SpritelInt {
group position<perm p>;
group color<perm p>;
req position<1>; ens position<1>;
void updatePosition();
req color<1>; ens color<i>;
void updateColor();
req state<l>; ens state<1>;
void update();
req state<p>; ens state<p>;
void display();

}

As is, this interface does not reveal that bedsition and color are subgroups

of state. It is sometimes useful for object clients to know about this fact. Leino’s
language 77] can export facts about datagroup nesting to clients. In our language,
this is facilitated byclass axioms Class axioms export facts about relations between
abstract predicates, without revealing the detailed predicate implementations. Class
implementors have to prove class axioms and class clients can use them. To export
the fact thatposition andcolor are nested irstate we add the following class
axioms to the interfac8priteInt (which uses a typed universal quantifir over
permission®):

axiom (fa perm p)(position<p> ispartof state<p>);

axiom (fa perm p) (color<p> ispartof state<p>);

The formula F ispartof G”is a derived form forG — (F * (F —x G) ). Intuitively,
this formula says thdt is a physical part ofs: one can takés apart intoF and its
complement —* G, and one can put the two parts back together to oltsaagain.

2.4 Splitting and Merging Datagroups

We show how our system supports concurrent reads in combination with datagroup
abstractions. To this end, we use an important law that we have shown sound. We call
this law thesplit/merge lawand paraphrase it aplitting datagroup parameters splits
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10 Haack & Hurlin

datagroups Specialized to thetate datagroup the law looks like this (wheffex-* G
abbreviatesF - G) & (G-*F)):

O.state<p> *—* (O.state<p/2> x O.state<p/2>)

In order to ensure that this law holds, we have to restrict the formulas that define data-
groups. For instance, the following definition would, quite obviously, break the law:

group state<perm p> = Perm(x.f,1); disallowed!

The problem here is thattate’s definition ignores the permission parameter, so that
splitting the permission parameter leaves the datagroup permission intact. Datagroups
must be fully parameterized on their permissions. We also disallow occurrences of
linear implications and disjunctions in datagroup definitions and only allow existen-
tials with unique witnesses. Without these restrictions, our soundness proof for the
split/merge law would not work.

To demonstrate a use of the split/merge law, consider the following example:

class Screen<perm p> extends Thread {
final public Sprite sprite; // object to display
req x.state<p>; ens sprite.state<p> * x==sprite;
Screen(Sprite x) { this.sprite = x; }
req sprite.state<p>; ens sprite.state<p>

void run() { sprite.display(); }
}

We sketch a proof outline for @creen client that forks two threads that concurrently
display a sprite and then joins them again to gain the full permission on the sprite
back. The example also illustrates how we deal with the concurrency primitbees

join andrun: Becausefork calls run, we userun’s precondition as the precon-
dition of fork. Becausejoin waits until therun method has terminated, we use
run’s postcondition as the postcondition pfin. In order to avoid that several threads
that all callx.join() on the same receiver simultaneously use the postcondition of
x.run(), Thread constructors “return” a single tick®erm (x[joinl,1) which is re-
quired wherx.join()'s postcondition is used. Our proof rules even allow to split this
join-ticket and splitjoin’s postcondition correspondingly. This is useful in situations
where several client$oin the same thread and then want to read-access state.

In order to facilitate this kind of “read-only multi-joining”, we impose restrictions on
run’s postconditions, similar to the restrictions on datagroup definitions.

{ s.state<1> }
(split/merge law from left to right)
{ s.state<1/2> * s.state<1/2> }
Screen<1/2> scrl = new Screen<1/2>(s);
Screen<1/2> scr2 = new Screen<l1/2>(s);
{ scrl.sprite.state<1/2> * s==scrl.sprite * Perm(scri[join],1) =*
scr2.sprite.state<1/2> x s==scr2.sprite * Perm(scr2[join],1) }
scrl.fork();
{ s==scrl.sprite * Perm(scri[join],1) *
scr2.sprite.state<1/2> x s==scr2.sprite * Perm(scr2[join],1) }

INRIA
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scr2.fork();
{ s==scrl.sprite * Perm(scri[join],1) =*
s==scr2.sprite * Perm(scr2[join],1) }
scrl.join();
{ s==scrl.sprite * scrl.sprite.state<1/2> *
s==scr2.sprite * Perm(scr2[join],1) }
scr2.join();
{ s==scrl.sprite * scrl.sprite.state<1/2> *
s==scr2.sprite * scr2.sprite.state<1/2> }
(substitutivity)
{ s.state<1/2> * s.state<1/2> }
(split/merge law from right to left)
{ s.state<1> }

Note that in this proof outline and in the postcondition of $egeen constructor, we
dereference théinal fieldsscrl.sprite, scr2.sprite andthis.sprite. Usu-

ally, in separation logic dereferencing is only allowed in the leftmost argument of
PointsTo. We support unrestricted dereferencingfahal fields: this makes con-
tracts more readable addnal fields are common in Java programs.

2.5 Object Usage Protocols

Often one wants to constrain object clients to adhere to certain usage protocols. Usage
protocols can, for instance, be specified in typestate systethsr] using ghost fields,

by general purpose specification languaged.[ A limitation of these techniques is

that state transitions must always be associated with method calls. This is sometimes
not sufficient. Consider for instance a variant of Jada’srator interface (enriched

with aninit method to avoid constructor contracts).

interface Iterator {
void init(Collection c);
boolean hasNext();
Object next();

void remove();

}

If iterators are used in an undisciplined way, there is the danger of unwanted concurrent
modification of the underlying collection (both of the collection elements and the col-
lection itself). Moreover, in concurrent programs bad iterator usage can result in data
races. Itis therefore important theterator clients adhere to a usage discipline. The
following simple discipline would be safe for an iterator withawmove: retrieve the
next collection element; then access the element; then trade the element access right
for the right to retrieve the next element; and so éithough such a discipline is sim-
ple and makes sense, it cannot be specified by existing typestate systems and it would
be very clumsy to specify it with classical specification languages.

We have designed a usage protocol for the ftikrator interface withremove.
Its state machine is shown in Figute The dashed arrows are the ones that are not
associated with method calls, and are hard to capture with existing object-oriented
specification systems. Note in particular, that according to this protocbt@mator
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~ abandon
iterator and
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1
! element=next()
|
\

.abandon access
right for element ‘|

Figure 1: Usage Protocol of tHgerator interface

client can keep the access right for a collection element that he has removed. This pro-
tocol can be expressed quite straightforwardly by a separation logic contract (making

heavy use of linear implication).

interface Iterator<perm p, Collection iteratee> {
pred ready; // prestate for iteration cycle
pred readyForNext; // prestate for next()
pred readyForRemove<Object element>; // prestate for remove()

axiom ready -* iteratee.state<p>; // stop iterating

req init * c.state<p> * c==iteratee;
ens ready;
void init(Collection c);

req ready;
ens (result -* readyForNext) & (!lresult -* ready);
boolean hasNext();

req readyForNext;

ens result.state<p> * readyForRemove<result> *
((result.state<p> * readyForRemove<result>) -* ready);

Object next();

req readyForRemove<_> * p==1;

ens ready;

void remove();

}

The interface has two parameters: firstly, a permisgiand, secondly, the iteratee. If
the permission parameter is instantiated by a fragtiah 1, one obtains a read-only

iterator, otherwise a read-write iterator. The states are represented by three abstract

predicates. The class axiom expresses that whenever the client israate state,

INRIA
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he has the option to abandon the iterator for good and get the access right for the iter-
atee back. The precondition efiit () consumes a fractiop of the access right for
the iteratee and puts the iterator in theady state. Theinit predicate ininit()’s
precondition is a special abstract predicate that every object enters right after object
creation and that grants access to all of the object’s frelflae most interesting part
of the Iterator contract is the postcondition akxt (). It grants access to the col-
lection element that got returned, represented by the speesallt variable. Fur-
thermore, it grants permission to remove this element. However, by the precondition
of remove, this permission can only be used if the class parameier, i.e., the it-
erator is read-write. Finallypext ()’s postcondition grants right to trade the tickets
result.state<p> andreadyForRemove<result> for theready state.

We have implemented this interface for a doubly linked list implementation of the
Collection interface (see AppendiX.3).

3 The Model Language

We use the same syntax conventions as FeatherweightRlBva ¢]. In particular, we
indicate sequences of's by an overbarX. We sometimes writ;,, for X’s prefix
of lengthn. We also use regular expression notatia?. for an optionalX, X* for a
possibly empty list oK’s, X | Y for anX or aY, andX Y for X followed byY. For any
syntactic objecK, we letfv(X) be the set of free variables ¥f We often writex ¢ X

to abbreviate ¢ fv(X).

Identifier Domains:

I

C,D € Classld class identifiers (includingbject)

I,J € Intld interface identifiers

s,t € Tyld = Classld U Intld type identifiers

0, p,q € Objld object identifiers

f € Fieldld field identifiers

m,n € Methld method identifiers

Pe'P ¢ Grpld datagroup identifiers (includingtate)
P € Predld O Grpld predicate identifiers (includingnit)

I € RdVar read-only variables (includinghis)

£ € RdWrVar read-write variables

oP™ € PermVar logic variables for permissions

a*? e LogValVar logic variables for values (includingesult)
o € LogVar = PermVar U LogValVar logic variables

X,¥,Z € Var = RdVar U RdWrVar U LogVar  variables
L

We distinguish between read-only variablesead-write variableg and logic vari-
ablesa. Method parameters (includinthis) are read-only. Logic variables can only
occur in specifications and types. They range over both fractional permissions and val-
ues (like integers, object identifiers andl1). The special variableesult is used in
method postconditions to refer to the return value.

20ur model language does not have constructors.
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nelint integers b € Bool = {true,false} booleans
uvweVal = mnull |n|b|o]I values
" elogVal = o | v logic values
wP¢™M c Perm = aP*™ | 1 | split(zmPe™) permissions
mESpecVal = g | gPem specification values
TUVWeTy 1= void | int | bool | t<7> | perm types

We include read-only variables (but not read-write variables) in the syntax domain
of values This is convenient for our substitution-based operational semarfiias-

tional permissionsare represented symbolicallgplit"(1) represents the concrete
fraction Z—ln In examples, we sometimes wri%e as syntax sugar farplit"(1). Spec-
ification valuesunion logic values and permissions. For later convenience, we extend
the syntacticsplit-operation to specification valuesplit(nP*™) = split(nPe™)
andsplit(7?") = 7*?. Interfaces and classes are parameterized by specification values.
Correspondingly, object typdsz> instantiate the parameters. We usually omit the
angle brackets, if the parameter list is empty.

Interface Declarations:

I
F € Formula 1= ... specification formulas (defined in Sectiéh

spec = reqF;ensF; pre- and postconditions _ _
mt ;= <T a>specU ngV 1) method types (scope of,1is T,specU,V)
pmod = pred | group predicate modifiers

pt = pmod RT a> predicate types

ax ;= axiomF class axioms

int € Interface = interface I<T a>ext U {pt* ax* mt*}

interfaces (scope at isT,U. ,pt*,axy, mt*)

Syntactic restrictionThe type ‘perm” may only occur |n5|de angle brackets or formulas.
L 1

Method typednclude pre- and postconditions and are parameterized by logic variables.
In examples, we often leave these quantifiers over logic variables implicit, but prefer to
treat them explicitly in the formal languag€lass axiomsan export useful facts about
predicate implementations to class clients, without exposing predicate implementations
in detail. In class axioms, we often omit leading universal quantifiers, if the type of
these variables can be inferred from the context.

Class Declarations:

I

fin ::= final? optional final modifier

fdu=Tf field declarations

pd::= B predicate definitions
fin pmod RT a>=F root definition (scope o is F)
finext pmod RT a> by F extension (scope af is F)

md = fin<T a>specU m[Vl){c} method (scope of,Tis T,specU,V,c)

cl € Class = finclass C<T > ext U impl V {fd* pd* ax* md*}
class (scope of is T,U,V, fd*, pd*, ax*, md*)
ct C Interface U Class class tables
Syntactic restrictions:
e The type ‘perm” may only occur inside angle brackets or specification formulas.

e Cyclic predicate definitions int must be positive.
L ]
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Thefirst syntactic restrictiorensures that fractional permissions do not spill into the
executable part of the language. Teeond syntactic restrictioensures that predicate
implementations (which can be recursive) are well-founded. This restriction is more
liberal than Parkinson/Bierman’s restriction/], who entirely prohibit predicate oc-
currences in negative positions (i.e., to the left of an odd number of implications) in
predicate implementations. We allow negative dependencies of pre&icateredi-
cateQ as long a®) does not also depend & We need this additional freedom in the
implementation of ouLterator interface

We use the symboK; for the order on type identifiers induced by class taitle
We often leave the subscript implicit. We impose the following sanity conditions
onct: (1) = is antisymmetric, (2) it (exceptObject) occurs anywhere int thent
is declared irct and (3)ct does not contain duplicate declarations or a declaration of
Object. We writedom(ct) for the set of all type identifiers declaredah

Subtypings inductively defined by the following rules:

T<T T<UU<V = T<V  Tasextt<n> = <> < <7 [1/0)>
t<m> <:Object  t<T a> impl <> = <> <: 1< [7/at)>

We assume that class tables always contain the following class declaration:

class Thread ext Object {
final void fork(); final void joinQ);
req false; ens true; void run() { null }

}

The methodsork and join do not have implementations. Instead, the operational
semantics treats them in a special way:

* 0.fork() creates a new thread, whose thread identifierdd executes.run ()
in this thread. The.fork-method should not be called more than once (on the
same receiven). A second call results in blocking.

* 0.join() blocks until thread has terminated.

Therun-method is meant to be overridden. The pre/postconditiornBiosad . run ()

are chosen so that they do not impose any restrictions on overriding this method. The
pre/postconditions fofork and join are omitted, because our verification system
ignores them anyways. Instead, it uses the preconditionuioras the precondition for

fork and the postcondition farun as the postcondition fojoin.

Commands:
I 1
opeOp DO {==,1,&, |} U {Cisclassof |C € Classld }
ceCmd:= commands
v return value (onull in case of typeroid)
T/ c local variable declaration (scope 6fs c)
final T 1=/;C local read-only variable declaration (scopa &f c)
unpack (ex T o) (F);cC unpacking an existential (scope @fis F, c)
hc, c first dohc, then doc
hce HeadCmd = (=v | ¢=0p(V) | £=Vv.f | finvuf=v | £=(T)v | {=newC<7> |

if (W {c}else{C'} | L=v.mka>(V) | assert(F)
Synt. Restr.Logic variables that occur ii=new C<z> must be bound by class parameters.
L
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For brevity, we leave theeturn-command implicit Values are included in the
syntax domain of commands, so that a terminating, non-blocking execution of a com-
mand results in the return value. Methods of typeéd returnnull, which is the only
member of typeroid. We usually omit terminating occurrencesmifl 1.

In local variable declarationswe treat’ andi as binders with scope We identify
commands up to renaming of bound variables, provided the renaming maps read-only
to read-only and read-write to read-write variables.

The operator foexistential unpackindpas no effect at runtime. It makes the ex-
istential variablea available in the continuation for instantiation of logic method
parameters. In examples, we often omit explicit existential unpacking and instantiation
of logic method parameters. Making these explicit helps with the theory, but ideally in
practice an algorithmic static checker would infer these.

Our language haso composite expressiofs.g.,x.f.g.m()), but instead requires
that intermediate results are always assigned to local variables. Furthermore, all vari-
ables that occur on right-hand sides of assignments are read-only. These syntactic
requirements simplify the verification rules, but are not true restrictions, because pro-
grams without these restrictions can be translated to our core language by inserting
assignments to local variables.

Field assignmentsan optionally be preceded byfanal modifier to indicate that
this is the last assignment to the field. Afterwards, the fieltliisal, that is, perma-
nently read-only. Assignments fanal fields are forbidden and this policy is statically
enforced by our verification system. Oftrnal fields generalize Javakinal fields.

The difference is that Javakinal fields have to be read-only right after object con-
struction, whereas, in our system, fields can be finalized at an arbitrary execution point.
This can be particularly useful for arrays and matrices, because Java provides no way
to declare their fieldginal.

There is one (and only one) rule, where our operational semantics depends on class
parameters, namely in the reduction rule figne casts Downcasts to parameterized
types require a runtime check that looks at the type parameters, which the standard
JVM does not keep track of. There are at least three ways how one could deal with that
in practice: Firstly (and most pragmatically), one could simply forbid downcasts to
reference types that have a non-empty parameter list. (We did not use any downcasts to
parameterized types in our examples.) Then our type cast operator would degenerate to
Java’s standard cast operator. Secondly, one could develop an enhanced virtual machine
that keeps track of class parameters. Although this solution is both clean and general,
the drawback is that it restricts verified code to run on such enhanced JVMs (if we
want soundness). Thirdly, one could devise a sound syntactic translation that erases
class parameters such that the target of this translation throlssaCastException
whenever the source of the translation does. A possible translation would encode class
parameters as ghost fields and translate type casts of the fertC<z>)V" to class
casts 7= (C) V" followed by a sequence of tests that compésaghost fields with the
class parameters and trigger a class cast exception if one of these tests fails.

Runtime Structures:

I
ClVal = Val\ RdVar closed values
se Stack = RdWrVar — ClVal stacks
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t € Thread = Stack x Cmd ::= sinc threads

tse€ ThreadPool = Objld — Thread ::= 01isty| --- |onisty  thread pools
os€ ObjStore = Fieldld — ClVal object stores
obj € Obj = Ty x ObjStore ::= (T,09) objects

h € Heap = Objld — Obj heaps

ste State = Heap x ThreadPool ::= (h,ts) states

prog € Program = ClassTable x Cmd ::= (ct,c) programs

L

Each threadsin c” consists of a thread-local stasland a process continuatian
In thread pools, each threads associated with a unique object identifier, which serves
as a thread identifier. The dynamic semantics of our language is a small-step opera-
tional semanticst —¢ st and can be found in Appendix. We map commands to
initial states init(c) = ({main — (Thread,0)}, mainis (0in c)), wheremain is some
distinguished object id for the main thread. The main thread has an empty set of fields
(hence the first 0), and its stack is initially empty (hence the second 0).

Below, we define a verification system whose top level judgmepitag : ¢ (read:
“prog s verified”). We have proven preservation theorerfrom which we can draw
several corollaries, namelgata race freedomnull error freedomand a variant of
partial correctness With the model that we have developed up to here, we can state
the first two corollaries; for partial correctness, we have to wait until we have presented
specification formulas and their semantics.

A pair (hc,hc) of head commands is calleddata raceiff hc = (fin o.f =v) and
eitherhd = (fin' 0.f =v') orhd = (¢=o0.f) for someo, f,v,V, ¢ fin, fin'.

Theorem 1 (Verified Programs are Data Race Free)
If (ct,c): ¢ andinit(c) —¢ (h,ts| o1 is (s1in hejcp) | 02is (S in he;cp)), then
(hey, hey) is not a data race.

A head commanticis called anull error iff hc= (¢=null.f) orhc= (finnull.f=v)
orhc= (£=null.m<z>(V)) for somef,fin, f,v,m, z,v.

Theorem 2 (Verified Programs are Null Error Free)
If (ct,c) : o andinit(c) —& (h,ts| ois (sin hc;c)), then hc is not a null error.

4 Specification Formulas and Their Semantics
Specification formulas contain expressions:
ecExp 1= @ || ope |ef expressions

Unlike in standard separation logic, we allow expressions to contain field references.
Our verification rules ensure that expressions in program derivatiohsrefer to
final fields Although our special treatment dfinal fields does not increase the
expressivity of separation logic (because in separation logic one can follow reference
chains into the heap by combining the points-to predicate with existential quantifica-
tion), directly referring to values thatinal fields point to, often makes specifications
more readable.

Specification Formulas:

I
lop e {*,-*,&, |} logical operators gt€ {ex,fa} quantifiers
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K € Pred ::= predicates
P P at receiver’s dynamic class
PeC P at clasC

E,F,G,H € Formula ::= specification formulas
e boolean expression
PointsTo(e[f],x,€) e f points toe¢’ and the access permission f is &
Perm(e[joinl,n) permission to use a split glbin’s postcondition
Pure(€) eis invariant under heap updates and evaluates normally
K< > predicater.x applied tor’
FlopG binary logical operator
@t To) (F) guantifier

Syntactic restrictionin (qt T ) (F), o does not occur inside field selection expressiefis
L 1

In concrete syntax, we often wriointsTo(e.f,7,€) for PointsTo(e[f],x,€).
(We choose square brackets in abstract syntax, because the syntactic restriction for
quantifiers is easier to state that way.) The following derived forms are useful, too:

Fx*xG= (F-*G) & (G-*F) F assures G=F —x (F*G)
F ispartof G = G—* (F * (F —*G))
Perm(e[f],7) = (ex T &) (PointsTo(e[f],m,a)) whereT ise f's least type
ek<T> 2 (exTa) (a==€* a.k<7>) whereT is €s least type

4.1 Resources

For the interpretation of resource conjunction, we define a heap joining operator. We
want to allow splitting heaps on a per-field basis. To this end, it is convenient to define
a function that maps heaps to functional relationgurctional relationis a downward
closed subsdh of Objld x Ty x (Fieldld x CIVal), such that(o,T, L),(0,T',1) e h
impliesT =T’ and(o, T, (f,v)),(0,T,(f,V)) € himpliesv=V. Let FunRel be the set

of all functional relations. We define the following bijections:

\\ : Heap — FunRel  \h={ (0,T,x) | h(0); =T A xeh(0),U{L}}
// i FunRel — Heap /h(0); L7, if (0,T,1) eh /h(o), £ {(f,v) | (o, /P(0)q,(f,v)) € A}
Now, we can define a partial operatothat joins heaps and a heap order as follows:

#2{ ()| \hU\N € FunRel }  *:#—Heap  hxh' = J(\hU\H)
h<h iff \hC\NW
We note that+ is commutative, associative and monotone with respect tdhat
h < iff W = hxh" for someh”, that arbitrary greatest lower bounds exjst, hi =
/Nier \hi, and that least upper bounds of bounded sets &xisthi = // Ui \hi-
Our semantic domains for fractional permissions ggemission tablesLet [0, 1]
be the set of real numbers between 0 anfD1t] = {x e R|0 <x < 1}.

Definition 1 (Permission Tables) A permission tablés a total function of typ@®bjld x
(Fieldld x {join}) — [0,1]. Let PermTable be the set of all permission tables. Let
meta-variables?, 2 range over permission tables.
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Addition and subtraction on permission tables are defined pointwise. Obviously, these
operations are partial, becausé+ 2 does not necessarily map inf@ 1], and simi-

larly & — 2. We write Z#2 whenever? + 2 € PermTable. Division by 2 is also
defined pointwise and is obviously total: # maps into[0, 1], then so doe%ﬁz. 0

is the constant zero-function ddbjld x (Fieldld x {join}) and1 the constant one-
function. The ordex on permission tables is defined pointwis@,A 2 and \ic; %

are the greatest lower bounds with respectf@and.?? v 2 and\/;., & the least upper
bounds.

In our model, resources are triplés &2, 2) of a heap and two permission tables.
Intuitively, &2 is alocal permission tabldor a single thread: it records the thread’s
access permissions to heap cellshin The global permission table2 is an upper
bound on the sum of all permission tables of all threads. If a cellfiatslized, its
entry in 2 drops below 1 and the cell can be shared freely from that point on.

We define: A triple(h, &2, 2) € Heap x PermTable x PermTable is soundwhen-
ever the following conditions hold:

(@) fstohth:o

by 7 <2

(c) Forallo € dom(h) andf € dom(h(0),), either#(o, f) > 0or 2(o, ) < 1.
(d) Forallo¢ dom(h) and allk in FieldldU {join}, #(0,k) =0 and2(0,k) = 1.
(e) Forallo, f, if 2(o, f) < 1theno € dom(h) andf € dom(h(0),).

Condition (a) says thah must be well-typed. Conditiotb) is a sanity condition
that ensures that our intuitive interpretations®@fand 2 as local and global permis-
sion tables make sense. Conditi@r) ensures that the partial heaponly contains
cells that are eithetinal or associated with a positive permission. Technically, this
condition is needed to prove soundness of the verification rule for field updates. Con-
dition (d) ensures that all objects that are not yet allocated have minimal permissions
(with respect to the resource order presented below). This is needed to prove soundness
of the verification rule for allocating new objects. Conditi@ensures that alinal
heap cells are part of the heap. It is needed to prove substitutivity for pure expressions.
We defineResources = { (h,#,2) | (h,42,2) is sound} and let meta-variable
Z range oveResources. ForZ = (h, 2, 2), let %np = h, Zioc = & aNdZgo = 2.
Now we can define resource joining:

(h, 2, 2#N,2' 2 iff hih, 242’ 2= 2 and(hxh,2+ P’ 2)is sound
* :#— Resources  (h, 2, 2)%(W, 2", 2) £ (h«W, 2 + P’ 2)

7 17/ 7 7! 77 7/ 72—
R<A M Fnp < Hppy Rloc < Koo aNAZ g = Hglo

Division by 2 is defined by (h, 22, 2) = (h, 3 22, 2). We note that is commutative,
associative and monotone with respecttothatZ < %' iff #' = %+ %" for some

Z", and that least upper bounds of bounded resource sets exist and are computed com-
ponentwise. For hedpand global permission tablg, we define the subheap bthat
consists of all itfinal fields:

h2 £ J{(oT,xe\h|x=Lor2(x)<1} finalh,2,2) £ (h2,02)
If final(%;) = final(%;) for all i, j then the greatest lower bound % |i € | } exists.
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4.2 Predicate Environments

For the semantics of predicates, we need a function that maps predicate symbols to
relations. This function is called predicate environmentWe choose to represent
relations as functions into the two-element set: Rdte the two-element s€0,1}
equipped with the usual order (i.e.<01). Clearly,2 is a complete lattice. The order
on setsX — L of total functions fromX into complete lattica is defined pointwise:
f < gwheneverf(x) < g(x) for all xin X. Clearly,X — L is a complete lattice where
greatest lower bounds are computed pointwise.

The following shorthands are convenient:

SpecVals = U= SpecVal"  Pred(ct) = { PeC | C € dom(ct) andP is defined irC }

Predicate symbols are interpreted as relations SpetVals x Resources x Objld x
SpecVals. The first component represents the class parameters, the third component the
receiving object and the fourth component the predicate parameters. For each predicate
symbolx € Pred(ct), we define itdlomainDom(x): (x,%,r,7’) € Dom(PeC) iff all

of the following statements hold:

(@) fsto Py b1 : C<m>.
(b) ptype(P,C<z>) =fin pmod RT o> andfsto %, -’ : T for somefin,pmod T, a.

This definition makes uses of a typing judgmeént = : T (“7 has typeT”) wherel

is a function fromObjld U Var to Ty. We omit the (obvious) typing rules. The partial
functionptype(P,C<7>) looks up the type of predicatein the least supertype @k z>
that defines or extend®

Definition 2 (Predicate Environments) A predicate environmeris a function of type
[1x € Pred(ct).Dom(x) — 2 such that the following axioms hold:

@) If (m,%,r,70),(n,%',r,7) € Dom(x) andZ < %',
then& (k) (w,Z,r, @) < &(x) (7, % ,r,T).

(b) If (x,%,r,7") € Dom(k) andfinal(%;) = final(%;) foralli,jin|,
then& (PePeC) (7, Aic) Zi, 1, ') = Nic) & (P8PeC) (7, %, 1, T0).

(c) If (m,%,r,n") € Dom(P&™eC),
mw@mx%mxﬁm@@%mm@)

(d) If (z,%1,r,70),(7,%2,r,7) € Dom(P&PeC),
then@@(PgrP@C)(E,Ql,r,split(ﬁ’))AéD(Pg'p@C)(E,%’Z, r,split(7’)) < &(PePeC)
( %1*%2, )

e) If (z,(h,& Q), r,@),(x,(h,22,2),r,7') € Dom(k), 0 € dom(h), Z(o, f) =
0, ,@(0 f)=1, ’:,@[(07f)»—>0] andh’ = hjo.f — V],
then& (x)(x, (h, 2, 2),r, ') < &(x)(x, (W, 2, 2'),r, ).

) If (m,(h,22 Q),I’,E’),( n,(h,2,2'),r,@') € Dom(k),0€ dom(h), #(0,join) <
x < Q(O join), and 2’ = 2[(0,join) — X],
then& (k) (x, (h, 2, 2),r,7) < &(x)(xw,(h, 2,2'),1r, 7).

Axiom (a) says that predicates are monotone in the resources: if a predicate is satisfied
in resourceZ then it is also satisfied in all larger resourcg@s This axiom is natural

for a language with garbage collection and is also imposed by Parkinson/Bierman’s
seminal work on abstract predicates]. The other axioms are new. Axiongs), (c)

and(d) are specific to datagroups. Axiofh) implies that datagroups have a minimal
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satisfying resource. In separation logic terminology, one would say that datagroups are
supported In order to ensure that datagroup implementations really satisfy this prop-
erty, we will restrict the class of formulas that may implement datagroups. A&dm
says that splitting the parameters of a datagroup splits the datagroup itself in Balf: if
satisfieso.PeC<z>, then %%’ satisfiesn.PeC<split(x)>. Axiom (d) says that merging
two half datagroup parameters into a whole, merges the datagroup itsé#f; ahd
%, both satisfyo.PeC<split(7)> then%; * %, satisfien.PeC<z>. Axioms (e) and(f)
are technical conditions used to update the global permission {@blehen fields get
finalized andf) when threads get joined.

It is easy to verify that the axioms for predicate environments are closed under tak-
ing pointwise infima. Thusred(ct) is a complete latticevith respect to the pointwise
order inherited from the underlying function space.

4.3 Kripke Resource Semantics

We define a relation2; h; s|= pure(e)”. Intuitively, 2;h;s = pure(e) holds whenever
2(0, f) < 1 forall heap cell. f that[[e])? depends on. Formally, the relation is defined
by induction on the structure ef We omit the routine definition of the partial function
[€]h that interprets expressia@in heaph and stacls.

2;h;s = pure(n)

2;h;s | pure(d)

2;h;s = pure(op(e)) iff (Veee)(2;h;sl=pure(e))

2;h;s | pure(ef) iff  2;h;sk=pure(e), el =oand2(o, f) < 1

The semantic validity relatior{l” - &; %;s = F) is the unique well-typed relation
that satisfies the following statements (whE&gg is the restriction of” to Objld, and
M Dpp Ciff T}, D Thp andl'fVar =T var):

r-&;(h,2,2);s = e iff 2;h;s k= pure(e) and[€]! = true
. . . . 2;h;s k= pure(e &), €]} = o,
M-&;(h, 2,2);s = PointsTo(elf],x,€) iff { [x] < 2(o, f) andh(0),(f) = [€]"
_ . o : 2;h;s = pure(e), [€]d = 0
reé;(h,#,2)s | Perm(eljoinl,m)  iff { and[[z] < #(0,join)
r-&;(h%.2)s = Pure(e it 2ih;s = pure(e)
Mr-&;%;s E null.k<m> iff true
o _ ) Fnp(0) < C<na’> and
M-&;%;s E o.PeC<m> iff { &(PeC) (7', #,0,m) =1
. 3 _ (37")(%np(0), = C<’> and
reé&%s | oP<m> it { &(PeC)(n,%,0,(x, ")) = 1)
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Fr-&%s = F*G

=

(3%17%2)(% = %1*%27
M-&;%;sE=F andl - &, %2;s = G)

(VI Dpp T, 2")(
r-&%s = F-*G iff FH#HRZ andl + &, %' ;s|EF

= TM"+-&R%*K ;sE=G)
r-&%s = F&G iff T-&%Z,sEFandlht-&;%,sEG
r-&;%s = FIG iff T-&%,sEForlT-&,%,sEG
Fesds = (exTa)(F) if { (3m)(Thp 7 : T and

M- &;2;s=Fin/al)
(VI Dpp T, %' > %, 7)(
r-&%s E (faToa)(F)iff Mhp ™ %o and M e T
= M"-&%sE=F(n/al)

4.4 Predicate Definitions

We need to relate abstract predicate environments to the predicate implementations in
the class table. This is a little tricky, because predicate definitions can be recursive.
We therefore define a class talolés predicate environment as the least fixed point of
a functional Z;.

pbody(0.P<z’>,C<7>) = F ext D<”’>

C # 0bject andarity(P.D) =n = F’ =o0.PeD<x,,>

C =0bject or Pisrooted inC = F’ = true

( _ 1 if fstoZny - &, 7,0 = F xF/
yct((a())(P@C)(TC,%,OJ?) = { 0 OtherWiShep ):

Here,pbody(0.P<z’>,C<7>) looks upo.P<z’>’s definition in the typeC<z> and re-
turns its bodyF together withC<z>’s direct superclasb<z”>.

In order to guarantee tha¥; has a fixed point, we require that all cycles in the
predicate dependency graph consist of positive dependenciesel/dépendseg-
atively on PeD, if P@D occurs inPeC’s definition as the left descendant of an odd
number of implications.) See Appendix10 for details.

Now we can state the partial correctness theorem:

Theorem 3 (Partial Correctness)
If (ct,c) : o andinit(c) —% (h, ts| ois (sinassert (F); c¢)), then(l'+&; (h, 2, 2);sk=
F[o]) for somel, & = Z(&£), 2,2 ando € LogVar — SpecVal.

5 Proof Theory

Ultimately, we are interested in algorithmic verification. For this reason, we do not
want to base our Hoare logic on a Kripke semantics, but instead use a proof-theoretic
logical consequence relation, as this seems more amenable to automation.
Ourlogical consequence judgmems the following forms:
rv,F-G from v's point of view, G is a logical consequence of theconjunction ofF
MveEF from v's point of view,F is an axiom

In the former judgment- is a multisetof formulas. The parameterrepresents the
receiver The receiver parameter is needed to determine the scope of predicate defi-
nitions: a receiver knows the definitions of predicates of the fok®, but not the
definitions of other predicates.
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These main judgments depend on three auxiliary judgments, naseetgntic va-
lidity of boolean expressions |= e (“e is valid in all well-typed stack/heap pairs”),
syntactic purity judgments + e: v (“if all expressions occurring ifr are pure, then
eis pure”), andr - G: v (“if all expressions occurring il are pure, then all expres-
sions occurring irG are pure”). The latter two judgments are needed because in our
system the set of pure expressions grows dynamically when fields are deiaead

Here are the technical definitions of the syntactic purity judgmentsFlee: v/
iff all field selection expressions. f that occur ine also occur inF; letF - G: v iff
F Fe: v for all expressiong that occur inG.2

The logical consequence judgment is driven by natural deduction rules that are
common to the logic of bunched implication&5] and linear logic g1]. In addition,
there is a special introduction rule for the predicaiee (e) and a number of axioms
that describe properties of our particular application domain. We admit weakening,
because we do not want to reason about memory leaks, as Java is a garbage-collected
language.

Logical Consequencel’;v; FiG:

I

(o) (AX) _ _ (Pure Intro)

MvEF,G:o MrveEG MvkEFE,G:o FEG:V MNvFFG FrFe:v Tre:T
rv;F,G-G rv;F-G [;V;F - GxPure(e)

And the usual natural deduction rules for the other logical operators.
L |

An important axiom is theplit/merge axionwhich allows to split and merge frac-
tional permissions. In order to formulate this axiom, we homomaorphically extend the
syntacticsplit-operator to arbitrary formulas:

split(e) = e split(Pure(e)) = Pure(e)  split(m.k<m>) = m.k<split(7)>
split(PointsTo(e[f],7,€)) = PointsTo (e[ f1,split(7),€)
split(Perm(e[join], m)) = Perm(e[join],split())
split(F lop G) £ split(F) lopsplit(G) split((qt Ta) (F)) = (qt T o) (split(F))
The split/merge axionis now formulated like this:
MvEF:isupp = [;vEF *=x (split(F) *split(F))

The judgmen{(T; v F : supp) (“F is supported”) will be defined in Sectidh3. We
note here that theointsTo-predicate and boolean expressions are supported. Thus,
as an instance of split/merge we get* (exe). This means that boolean expressions
are copyable; they never get consumed.
For the following axioms, recall thaF' assures G” abbreviates F - (F*G)".
[V true [ vk false—x*F
I vi- (PointsTo(e[f],7,€) & PointsTo(e[f],n’,€")) assures & ==¢”
(THe:T) = I;v-Pure(e) * (exTa) (e== 1)
TFed: TATX:TEF:o)=T;vi (Fle/x|xe==¢€) *F[& /X

3This definition is invariant undes-conversions, because bound variable§ imust not occur in field
selection expressions by syntactic restriction.
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The first of the following axioms lifts semantic validity of boolean expressions to our
proof theory. The second axiom allows to apply class axioms. Heten(t<z'>) is
the *-conjunction of all class axioms x> and its supertypes.

FTE'el'el|€) = IMvE (er*xe) —*¢

(ME 7 t<a’> A axiom(t<n’>) =F) = ;v F[n/this]
What is missing are the axioms for abstract predicates. The first of these axioms allows
predicate receivers to replace their own abstract predicates by their definitions:

(F'=v:C<a”> A pbody(v.P<m, 7’>,C<”’>) = F ext D<’"’>)

= ;v V.PeC<r, ’> *—x (F *v.PeD<7>)
Note that the current receiver, as represented on the left &f, thas to match the pred-
icate receiver on the right. This rule is the only reason why our logical consequence
judgment tracks the current receiver. Note also Be may have a higher arity than
PaD: following Parkinson/BiermanZ/] we allow subclasses to extend predicate ari-
ties.

The following axioms capture some facts about abstract predicates that are always

true, making crucial use of thispartof derived from.

v null.x<m> ;v 7.Pe0bject I;vE 7.PeC<m> ispartof m.P<m>
C=<D = TI;vk n.PeD<x> ispartof n.PeC<x, >

The next axiom deals with predicates with missing parameters (resulting from arity
extensions in subclasses). The missing parameters are existentially quantified.

M VE 7.P<> % (ex T @) (1.P<TT, a>)

Finally, there are axioms to drop the class modi@idrom z.PeC if we know that
Cis z's dynamic class.

vk (7.PeC<z> * C isclassof m) —* m.P<m>
(Cisfinal orPisfinalinC) = I;vF m.PeC<m> - m.P<m>

We note that our treatment of subclassing for abstract predicates differs from Parkin-
son/BiermanZ?7] in that it formalizes the “stack of class frames” froratindrich/DeLine’s
typestate systemLf] (also present in the Boogie methodology)[ The advantage of
the stack of class frames is that it enables full modularity, whereas Parkinson/Bierman
have to reverify inherited methods. We find that our separation logic explanation of the
stack of class frame, using thepartof predicate, is quite concise.

To state soundness for our proof theory, we define semantic entailment. First, we
define a semantic counterpart to the syntactic purity judgrhent:

2;h;skE= F:v iff 2:hs I= pure(e) for all field selection subexpressioasf F
Now, we definesemantic entailmentAs usual, we leF * - - - x Fg = true.)
Nr-&%,s=F:v iff (T'=&%,s=F and%gio, #hp SEF 1 V)

r-&,2,s=F,....Fn:v iff M-&%,s=Fix-- xFp v
FrF&FEG:V iff VI, Z,8)(TH& R SEF .V = THERZSEG:Y)

4This definition is invariant undest-conversions, because bound variable§ imust not occur in field
selection expressions by syntactic restriction.
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Theorem 4 (Soundness of Logical Consequencéf) (I'; o; FFG)and.Zu(&) = &,
then(T'- &F =G: V).

6 The Verification System

6.1 Method Types and Predicate Types
Method typesre of the following form:
MT € MethTy ::= <T a>reqF;ens G;Um(VD) (scope ofa,TisT,F,G,U,V)

The functionmtype(m,C<z>) looks upm's type in the smallest superclass@fz>
that declaresn. It also replaces a post-conditigh found in the program text, by
(exUresult) (G) and makes the self-parameter explicit as the first method parame-
ter. Thus, method typddT always have at least one parameter. The methods and
join are special casestype(fork,C<x>) takesrun's precondition as the precondi-
tion andtrue as the postconditionhtype(join,C<7z>) takesrun's postcondition as
the postcondition andrue as the precondition.

Our notion of method subtyping generalizes behavioral subtyping. It is defined in
terms of proof-theoretic logical consequence:

Method Subtyping, I = MT <: MT’ and I" - fin MT <: fin’ MT":

I

(Mth Sub) m# run _ _
T<T U<U V<iVy V<V G=(exUa")(Gy) G = (exU'a”) (G
M,10:Vo;lg;true - (fa T o) (£a V') (F/ = (exW o) (F * (faU o’") (Gg -* G6)))
I+<To,Wa'>req F;ens G;UmM(Vglp, VD) <:<T’ a>reqF';ens G;U’ m(Vélo,\7’|_)

(Run Sub) G= (exvoid @) (Gy) G = (exvoid a) (GE))

Vo <:V§ I, 10 Vo;lo;true - (F/ —*F) x (favoid a) (Gg—* Gp)

I FreqF;ens G;void run(Vglg) <:reqF’;ens G';void run(Vélo)
For qualified method types:I I fin MT <: fih’ MT' iff fif =& A T FMT <: MT’
L

Example 1 (Behavioral Subtyping)
If T/,U,Vo,V' <: T,U’,V},V and G= (exU &) (Gp) and G = (exU’ ') (Gp)
and p: Vp;lp;true - (fa T @) (fa V') ((F/ =+ F) * (faU o) (Go —* G)),
then<T a>reqF;ens G;U m(Vylp, V1) <:<T'a>reqF’;ens G';U' m(Vjio,V'D).
Example 2 (Auxiliary Variable Elimination)

IfD <:Cand(a:TFF,G:9),then
<T a>reqF;ens G,void m(C1) <:req (exT &) (F);ens (exT o) (G);void m(D1).

Note that the left method type is not a behavioral subtype of the right one.

For predicates, we allow to extend their arity in subclasses. On the other hand,
we disallow arity extensions for datagroups, because the existential quantification over
missing arguments would render the merge axiom for datagroups unsound.

RT n° 6430



26 Haack & Hurlin

6.2 Hoare Triples

Our judgment for commands combines typing and Hoare triples. We present the judg-
ment in an algorithmic style without structural rules. Hoare triples have the forms
(M;vi{F}c: T{G}) and(T';vF {F }hc{G}), where in the former the postconditich

is always of the fornG = (ex T o) (G'). In these judgments,is the receiver param-

eter which is needed because the logical consequence judgment depends on it (in order
to determine the scope of predicate definitions). In an implementation, the receiver pa-
rameterv could be omitted because in source code we alwayshavehis. We make

the receiver parameter explicit, because we want our judgments to be closed under
value substitutions. We will writd™; v F : o) to abbreviaté -F :o AT Fv:0bject.

Hoare Triples, ;v {F}c: T{G} and I';v+ {F }hc{G}:

I(Seq) (Val) T a:THG:o
Mv;FEF TvE{F'}hc{E} TvE{E}lc:T{G} TrFw:T'<:T T;v;FFGw/c]
rvi{F}thcc:T{G} MvE{Flw:T{(exT' ) (G)}
(Dcl) ¢¢F G (FinDcl) 1€F,G,v
re:T,vk{F*{==df(T)}c:U{G} FrE4:T [ T;veE{F*1==/{}c:U{G}
MvE{F}T ¢ c:U{G} MvE{F}final T I1=¢;c:U{G}

(Unpack) o ¢F,G
Ma:T,v-{F*E}c:U{G}
M vE{F*(ex T a) (E) }unpack (ex T a) (E); c:U{G}

(Var Set) (Op)
FrEw:r@) ryveEF:o (€F FEopw):T(¢) TivEF:o (&F
MvE {FH=wW{F x{==w} ;v {F}=op(w){F *{==o0p(w)}

(Cast) T <:T({)<:0bject () TvE{F=*'w}c :void{G}
MFw:0bject MVEFRT:o (¢F MFw:bool T;vk{F=*w}c:void{G}
MvE {FH=(T)W{F *{==w} MvE {F}if (w){c}else{c'}{G}

(Assert) (New) C<Ta>ect
rv,F-G M-zm:T[x/a] C<a><:T(¢) TvkEF:o (¢F
;v {F}assert(G){F} ;v {F}¢{=new C<m>{F * (.init * C isclassof /}

(Get) Tv;FFF' Thwf:F{) (€F
(F/,F") = (PointsTo(W[f],m,u), £==u) or (F/,F") = (Pure(w.f), £==w.f)
MvE{FH=wf{F*F"}

(FidSet) TrFu:C<m> TfefldlCn>) Mw:T
MvEF:o (fin,F") = (g, PointsTo(ulf],1,w)) or (fin,F’) = (final, u.f == w)
;v {F*PointsTo(u[f],1, T) Hinuf=w{F*F'}

(Calll) m=join = F'=fr-Perm(u[join],1) M# join = fr=all
mtype(m,t<w>) = fin<T a>req G;ens (exU ') (G'); U m(t<mw> 19, WD)
MvEF:o (¢€F o= (U/ig,7/a,w/) TFua w:t<z>T[o],W[o] Ulo]<:T(¢)
vk {F*F' % u!=null* G[o]|{=u.ma’>(W) {F * (exU[o] &) (&' == £ fr-G'[c]) }
|
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In the verification ruléDcl), df(T) is the default value of typ€. The/.init predicate
in (New), *-conjoins the predicaté®intsTo ({[f],1,df(T)) for all fieldsT f in ¢'s
class, plu®erm(/[join],1) in casel has typeThread. In the verification rule for
join-calls (an instance dfCall)), fr ranges ovelinear combinationsThese represent
numbers of the forms 1 gFfL; bit; - 5

bit € {0,1} bits ::= 1 | bit,bits fr € BinFrac ::= all | fr() | fr(bits)
The scalar multiplicatiofr - F is defined as followsall-F = F, fr() - F = true, fr(1)-
F = split(F), fr(0, bits) - F = fr(bits) - split(F ), andfr(1, bits) - F = split(F) * fr(bits) -
split(F). For instancefr(1,0,1) - F *-x (split(F)*split>(F)).
6.3 Supported Formulas, Datagroup Formulas, Join Postconditions

Recall the split/merge axionT ;v F :supp = I;vEF *=* (split(F) *split(F))

We do not have space for the inductive definitionlofv - F : supp): Put shortly,
it says thaF does not contairx*, |, fa, abstract predicates other than datagroups, and
that allexistentials in F have unique witnesses

MM-T:o Fa:T;vbF:supp I a:T,a :T;v;trueH F& Flo/ /o] —* ==’
MvE (exTa) (F) :supp

The ' in the premise of this rule is a restricted logical consequence judgement that
disallows the application of the merge direction of split‘merge (needed to prevent cir-
cularities in our soundness proofs).

We require that formulas that define datagroups must be supported. In addition,
datagroup formulas must be fully permission parameterized, i.e, they must not contain
permission constants or permission variables that are bound by class parameters.

Postconditions fojoin are also required to be supported, but for those the unique
witness proof must not use class axioms and opening/closing of abstract predicates.
These conditions ensure that supportedness is closed under formula splitting. Support-
edness ofjoin’s postcondition is only needed to enable that multiple joiners of the
same thread can share the joined thread’s resources for concurrent reading. Support-
edness ofjoin’s postcondition is not needed in a language with parallel composition
(because multiple joiners are not possible) or in a logic without fractional permissions
(because concurrent reading is not possible).

We omit the judgmentc¢t : o” for good class tables. For programs, we define
(ct,c) : oiff (ct: o andmain : Thread; main - {true}c: void{true}).

7 Preservation
Good Statesst: ¢, Good Thread Pools,Z Fts: ¢:

I
(State) (Empty Pool)  (Cons Pool)
(h, 2, 2)kts: o Rb-t.o Z'+Htsio dom(Zhy) = dom(%’,’m)
{(h,ts): o RE0:o R*xF Ft|tsio

Let post(C<z>,run) be run's postcondition inC<z>. Let (I + o : ") whenever
o € LogVar — SpecVal, dom(c) =dom(I") and(l'[o] F o(a) : ' (a)[o]) for all ¢ in
dom(o). Letcfv(c) = {a € fv(c)| @ occurs in an obj. creation commarnénew C<z>}.
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Good Threads,Z -t : ¢
I
(Thread) Zgo(0,join) < [[fr]] fr=allor (3%’ > Z)(T - &, %';s k= G[o/this])
Fa(&)=& Tro:T" T IMEsio cfv(c)ndom(lM)=0 post(h(0)1,run) =G
Mok & %;s=Flo]:v T,[;r+{F}c:void{fr-G[o/this]}
ZFois(sinc):o

Intuitively, the type environmerit assigns types to object ids and read-write variables,
andl™’ assigns types to logic variables that got introduced by existential unpacking.

Theorem 5 (Preservation) If (ct: ¢), (st: ¢) and st—¢ st, then(st : o).

8 Comparison to Related Work and Conclusion

Our general contribution compared to type-based race condition checkefsand

logical verification systems [] for concurrent Java-like languages is support for fork/join
synchronization. Compared to permission-accounting separation I8gicl], our
system supports object orientation, including subclassing, dynamic dispatch and data
groups. In contrast to our work;L[ 7, 18, 6, 11] all support lock-synchronization,
which we deliberately omit to focus on fork/join. Clearly, a general system will have
to support both lock and fork/join synchronization, as well as combinations thereof.

The only other work that integrates separation logic into a Java-like language (albeit
sequential) that we are aware of is by Parkinson and Bierafaa []. We build on their
work, using abstract predicates, but extend it to a concurrent language and combine
abstract predicates with fractional permissions. To our knowledge the combination of
abstract predicates and fractional permissions is novel.

Boyland and Retertd] present a type-and-effect system that is closely related to
separation logic. They use their system to explain the relation between write-effects
and uniqueness.

Recent work by Bierhoff and Aldricho] combines typestates and permissions (in-
cluding fractional ones) to specify object usage protocols. They do not treat concur-
rency. Like us, they use iterators as an example. However, they do not allow linear
implication in pre- and postconditions. As a result, their usage protocol regulates ac-
cess to the collection itself, but not access to the elements of the collection (i.e., they
do not account for the dashed arrows). Consequently, in concurrent programs, their us-
age protocol would not prevent data races. Krishnaswa#jidresents a higher order
separation logic specification of iterators that is related to ours. His iterator does not
have a remove-method and his language is sequential.

Gotsman and others recently adapted concurrent separation logic to more realistic
concurrency primitives, including fork/joinLp]. They do not support concurrent read
access. In particular, they do not support read-sharing of join’s postconditions like we
do. A bit surprisingly to us, they require that fork’s precondition is a precise predicate.

Conclusion.We have presented a variant of concurrent separation logic with frac-
tional permissions for a Java-like language with fork/join and proved its soundness.
Interesting future work includes algorithmic checking and extension to handle lock
synchronization.

AcknowledgmentdMNe thank Marieke Huisman and Erik Poll for their continuous
and very helpful feedback.
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A Examples
A.1 A Simple Fork/Join Example

Our first example is a recursive computation of i Fibonacci number that runs re-
cursive calls in new threads. The example is taken from Lea’s collection of patterns [
84.4.1.4]. Although the example is unrealistic because there are faster non-recursive
algorithms to compute Fibonacci numbers, it nicely illustrates how our system works
with fork () andjoin().

class Fib ext Thread {
int number;

req init;
ens PointsTo(this[number],1,n) * Perm(this[join],1);
void init(int n) { number = n; }

req Perm(number,1);

ens Perm(number,1);

public void run() {

if (! (number < 2)){

Fib f1 = new Fib(); f1.init(number-1);
Fib £f2 = new Fib(); f2.init(number-2);
fl.fork(); f2.fork();
f1.join(); £2.join(Q);
number = f1.number + f£2.number;

}
}
}

We do not verify the functional behavior of this algorithm because we would need extra
machinery (such as axiomatizing the Fibonacci function) but we prove race freedom.
Here is the proof outline farun():

{ Perm(this[number],1) }
(Because we have Perm(this[number],1), we can read this.number)
if (! (this.number < 2)){
{ Perm(this[number],1) }
Fib f1 = new Fib();
{ Perm(this[number],1) * f1.init }
f1.init(number-1);

{ Perm(this[number],1) * PointsTo(f1[number],1,number-1) *

Perm(f1[joinl,1) }
Fib £f2 = new Fib();

{ Perm(this[number],1) * PointsTo(f1[number],1,number-1) *
Perm(f1[joinl,1) * f2.init }

£2.init (number-2) ;

{ Perm(this[number],1) * PointsTo(f1[number],1,number-1) *
Perm(f1[join],1) * PointsTo(f2[number],1,number-2) *
Perm(£2[join],1) }

(We use the precondition of run() as the precondition for fork())

f1.fork(Q);
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{ Perm(this[number],1) * Perm(fi[join],1) *
PointsTo(£2[number],1,number-2) * Perm(f2[join],1) }
(We use the precondition of run() as the precondition for fork())
£2.fork();
{ Perm(this[number],1) * Perm(fi[joinl,1) * Perm(f2[join],1) }
(We use the postcondition of run() as the postcondition for join().
Because we have Perm(f1[join],1), we have full access to
the postcondition of f£1.run())
£1.join();
{ Perm(this[number],1) * Perm(f1[number],1) * Perm(f2[joinl,1) }
(We use the postcondition of run() as the postcondition for join().
Because we have Perm(f2[join],1), we have full access to
the postcondition of £2.run())
£2.j0in();
{ Perm(this[number],1) * Perm(f1[number],1) * Perm(f2[number],1) }
(Because we have Perm(this[number],1), we can write to this.number.
In addition, because we have Perm(f1[number],1), we can rTead fl1.number
(and similarly for £2.number).)
this.number = f1[number] + f2[number];
{ ditto }
(Dropping some clauses)
{ Perm(this[number],1) }

}

A.2 An Example with Recursive and Overlapping Datagroups

Our next example is a linked list implementation of a class roster that collects student
identifiers and associates them with grades. We design the roster interface so that
multiple threads can concurrently read a roster. Moreover, when a thread updates the
grades we allow another threads to concurrently read the student identifiers.

Objects of typeRoster have two datagroups with two permission parameters each:

datagroup of student ids and links between the student entries
ids_and links<p,q> p is the permission for the student ids

q is the permission for the links

datagroup of grades and links between the student entries
grades_and links<p,q>| p isthe permission for the grades

q is the permission for the links

Note that the two datagroups overlap on the links. Here is the separation logic contract
for Rosters:
interface Roster {

group ids_and_links<perm p, perm g>;
group grades_and_links<perm p, perm g>;

axiom state<p> *-* (ids_and links<p,p/2> * grades_and_links<p,p/2>)

req grades_and_links<1,p> * ids_and_links<q,r>;
ens grades_and_links<1,p> * ids_and_links<q,r>;
void updateGrade(int id, int grade);

req ids_and_links<p,q>; ens ids_and_links<p,q>;
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bool contains(int id);

}
Here are informal interpretations of the method contracts:

updateGrade (id,grade): Requires write access to the grades and read access to the student
ids and the links. (We omit the quantifiers over the logic varigblg r because they can
be inferred.)

contains(id): Requires read access to the student ids and the links. (We omit the quantifiers
over the logic variableg, q because they can be inferred.)

Our implementation also contains anit ()-method:

init(id,grade,next): Plays the role of a constructor. Requires write access to the fields
of this (by preconditioninit) and write access to the statemfxt (by precondition
next.state<1>). Ensures write access to the roster (by postconditiegite@RosterImpl<1>).

Note thatinit ()'s postcondition refers to the implementation classterImpl. This
is the reason why we cannot specify it in the interface (as interfaces do not know about
their implementations).

final class RosterImpl impl Roster {
int id; int grade; Students next;

group ids_and_links<perm p, perm g> =
Perm(id,p) *
(ex RosterImpl x)( PointsTo(next,q,x) * x.ids_and_links<p,q> );

group grades_and_links<perm p,perm q> =
Perm(grade,p) *
(ex RosterImpl x)( PointsTo(next,q,x) * x.grades_and links<p,q> );

extends group state<perm p> by
ids_and_links@RosterImpl<p,p/2> * grades_and links@RosterImpl<p,p/2>;

req init * next.state<1>; ens state<1>;
void init(int id, int grade, Students next) {
this.id = id; this.grade = grade; this.next = next;
}
req grades_and_links<1,p> * ids_and_links<q,r>;
ens grades_and_links<1,p> * ids_and_links<q,r>;
void updateGrade(int id, int grade) {
if (this.id == id) { this.grade = grade; }
else if (next !'= null) { next.updateGrade(id,grade); }
}

req ids_and_links<p,q>; ens ids_and_links<p,q>;
bool contains(int id) {
bool b = this.id==id; if(!'b && next!=null){ b=next.contains(id); }; b
}
}
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A.3 A Usage Protocol for Iterators

We present a doubly-linked list implementation of theerator interface from Sec-

tion 2.5. In this example, we use regular Java and wrap contracts into special comments
in the style of IML [L7]. We also use the field and predicate modifipec_public as
additional syntax sugar. (This modifier is also part of JMI][)

* Declaring a (possibly private) field spec_public introduces a singleton datagroup
f<p,x>, wherep is the access permission for this field ang the value contained in
f:

Tf;
spec_public T f = group f<permp, T ¥>=PointsTo(this[f],p,X);
axiom (f<p,x> & f<Q,y>) assures x==y

 Declaring a predicatepec_public exports its definition as an axiom. For predicate
definitions in clas€:

. —_ _ & pmodRT>=F;
spec_public pmod RTx>=F = axiom POC< %ot E

« Declaring a predicate extensiapec_public exports the extension as an axiom. For
predicate extensions in claGsxtendingD:

extends pmod RT x> =F;
axiom PEC<X> *—x (F % PeD<y>)
whereyis the prefix ofxthat matche®eD'’s arity

>

spec_public extends pmod RT>=F

A.3.1 The Collection Interface

interface Collection {

//@ req init; ens state<1>;
void init();

//@ req state<1> * x.state<1>; ens state<i>;
void add(Object x);

//@ req state<p>; ens result.ready;
Iterator/*@<p,this>@*/ iterator();

A.3.2 The lterator Interface
We repeat th@terator interface from Sectio.5.

interface Iterator/*@<perm p, Collection iteratee>@*/ {

//@ pred ready; // prestate for iteration cycle
//@ pred readyForNext; // prestate for next()
//@ pred readyForRemove<Object element>; // prestate for remove()
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//@ axiom ready -* iteratee.state<p>; // stop iterating

//@ req init * c.state<p> * c==iteratee;
//@ ens ready;
void init(Collection c);

//@ req ready;
//@ ens (result -* readyForNext) & (!result -* ready);
boolean hasNext();

//@ req readyForNext;

//@ ens result.state<p> * readyForRemove<result>

//@ * (result.state<p> * readyForRemove<result> -* ready);
Object next();

//@ req readyForRemove<_> * p==1;
//@ ens ready;
void remove();

A.3.3 The Node Class

Nodes have three fieldgrev points to the previous list nodeal points to the node
element, andiext points to the next list node. We implement doubly-linked lists with
header and tailer nodes (whos£l fields arenull). The header node is the only list
node whoserev field isnull; the tailer node is the only list node whosext field
isnull. TheNode class defines several predicates. These are summarized informally
in Figure2.

final class Node {
/*@ spec_public @x/ Node prev;
/*@ spec_public @*/ Object val;
/*@ spec_public @*/ Node next;

//@ spec_public group elem<perm p> =
//@ (ex Node x)( val<p,x> * x.state<p> );

//@ spec_public group left<perm p> =
//@  (ex Node x)( prev<p,x> * x.next<p,this> * x.elem<p> * x.left<p>);

//@ spec_public group right<perm p> =
//@  (ex Node x)( next<p,x> * x.prev<p,this> * x.elem<p> * x.right<p> );

//@ spec_public extends group state<perm p> by
//@  left<p> * elem<p> * right<p>;

//@ spec_public group succeeds<perm p, Node x> =
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datagroupstate associated with the node elememtis.val
elem<p> . . .
p is the permission for this datagroup
datagroup: list prefix left ofhis (including elementtates)
left<p> ! o .
p is the permission for this datagroup
right<p> datagroup: list postfix right ofhis (incl. elemenistates)

p is the permission for this datagroup

succeeds<p,x>

datagroup: entire list (including elemestates)
p is the permission for this datagroup

x is the previous node; '=null

(Becausex '=null, this cannot be the header.)

connects<p,x,y>

datagroup: entire list (including elemestates)

p is the permission for this datagroup

x is the previous node; !=null

y is the next nodey !=null

(Because,y !'=null, this cannot the header or tailer.)

succeedsBoth<p,x,xval,y>

datagroup: entire list (incl. elemstates) excepkval.state
p is the permission for this datagroup

x is the previous node; !=null

xval is the element of the previous node

y is the node two beforehis (i.e., previous tx), y !=null
(Because,y '=null, this or x cannot be the header.)

Figure 2:Node predicates

//@ right<p> * elem<p> * prev<p,x> * x!=null *
//@  x.next<p,this> * x.elem<p> * x.left<p>;

//@ spec_public group connects<perm p, Node x, Node y> =
//@ prev<p,x> * x!=null * elem<p> * y!=null * next<p,y> *
//@  x.left<p> * x.elem<p> * x.next<p,this> *

//@  y.prev<p,this> * y.elem<p> * y.right<p>;

//@ spec_public group succeedsBoth<perm p, Node x, Object xval, Node y>
//@ right<p> * elem<p> * prev<p,x> * x!=null *

//@  x.next<p,this> * x.val<p,xval> * x.prev<p,y> * y!=null *

//@  y.next<p,this> * y.elem<p> * y.left<p>;

//@ axiom
//@Q init -* state<1>;

//@ req val<p,x>;

//@ ens val<p,x> * x==result;
Object getVal() { return val; }

//@ req prev<p,x>;

//@ ens prev<p,x> * x==result;
Node getPrev() { return prev; }
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//@ req next<p,x>;
//@ ens next<p,x> * x == result;
Node getNext() { return next; }

//@ req val<i,_>;
//@ ens val<l,x>;
void setVal(final Object x) { val

]
el
()

//@ req prev<i,_>;
//@ ens prev<i,x>;
void setPrev(final Node x) { prev

1
>
“w

//@ req next<i,_>;
//@ ens next<1,x>;
void setNext(final Node x) { next

]
]
“

A.3.4 The List Class

class List implements Collection {
/%@ spec_public @*/ Node header;

//@ spec_public extends group state<perm p> by
//@  (ex Node x,y) ( header@List<p,x> * y.succeeds<p,x> * y!=null );

//@ req init;

//@ ens state<1>;

public void init() {
header = new Node();
final Node tailer = new Node();
tailer.setPrev(header) ;
header.setNext(tailer);

//@ req state<p>;

//@ ens result.ready;

public Iterator/*@<p,this>@x/ iterator() {
final Iterator/*@<p,this>@*/ iter = new ListIterator/*@<p,this>@x/();
iter.init(this);
return iter;

}

//@ req state<1> * x.state<1>;

//@ ens state<1>;

public void add(final Object x) {
final Node newFirst = new Node();
final Node oldFirst = header.getNext();
o0ldFirst.setPrev(newFirst);
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newFirst.setNext (oldFirst);
newFirst.setVal(x);
newFirst.setPrev(header);
header.setNext (newFirst) ;

//@ req state<p>;

//@ ens (ex Node x)( header@List<p,x> * result.succeeds<p,x> *
//@ result!=null );

Node getFirst() { return header.getNext(); }

}

Not only do we have to prove the method contracts, but also that the definition of the
state datagroup is indeed a legal datagroup formula. Expressed more formally, we
have to prove the following judgment (defined in Sectit)n

;T this - (ex Nodex,y) (this.header@List<p,x>*Y.succeeds<p,x>) : grp
wherel" = this :List andl’ =p: perm

In particular, we have to prove that both existential quantifiers in this formula have a
unique witness. Expressed more formally, for the inner existential we have to prove
the following:

this:List,p:perm,x: Node,« : Node,a' : Node;this;truell, F(a)& F(o/) =+ o0 == o
whereF (@) = this.header@List<p, x> * 0¢.succeeds<p, x>

Here - is the merge-restricted logical consequence judgment, as defined in S&ction

A.3.5 The List Iterator Class

final class ListIterator/*@<perm p, Collection iteratee>@x/
implements Iterator/*@<p,iteratee>@x*/

{
Node current;

//@ pred ready =

//@ (ex Node x,y)(

//@ PointsTo(current,1,x) * x!=null * x.succeeds<p,y> *
//@ ( x.succeeds<p,y> —* iteratee.state<p> ) );

//@ pred readyForNext =

//@ (ex Node x,y,2) (

//@ PointsTo(current,1,x) * x!=null * x.connects<p,y,z> *
//@ ( x.succeeds<p,y> —* iteratee.state<p> ) );

//@ pred readyForRemove<Object yval> =

//@ (ex Node x,y,2) (

//@ PointsTo(current,1,x) * x!=null * x.succeedsBoth<p,y,yval,z> *

//@ ( yval.state<p> * x.succeedsBoth<p,y,yval,z> -* iteratee.state<p> )
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//@  );

//@ req init * c.state<p> * c==iteratee;

//@ ens ready;

public void init(final Collection c) {
current = ((List)c).getFirst();

}

//@ req ready;
//@ ens (result -* readyForNext) & (!result -* ready);
public boolean hasNext() {

return current.getNext() != null;

}

//@ req readyForNext;
//@ ens result.state<p> * readyForRemove<result> *
//@ * (result.state<p> * readyForRemove<result> -* ready);
public Object next() {
final Object x = current.getVal();
current = current.getNext();
return Xx;

}

//@ req readyForRemove<_> * p==1;

//@ ens ready;

public void remove() {
final Node newPrev = current.getPrev().getPrev();
newPrev.setNext (current) ;
current.setPrev(newPrev);

}

}

B Notational Conventions and Derived Forms
We sometimes apply logical operators to sequences:
*() 2 true *(F,G)2F**(G) &()2true &(F,G)=F&&(G)

We sometimes use the following notation for sequences of formuldsfelfis a for-
mula with an occurrence of a sequemaghere a singleis expected, theR ] is short

for the formula sequencéF|ei],...,F[ey]). If several sequences occur in the same
formula, we implicitly assume that they all have the same length. For instance, when
we writeF [e, V], we implicitly assumee] = |v] = nand mear(F e, v1],...,F[en,Vn)).

We write (qt T ) (F) as a shorthand fotqt Ty ) (... (gt Toom) (F)), implicitly
assuming thaffT| = || = n.

ex<® = (ex Ta) (x(or == €) * ex<a>) WwhereT are the types oé.x’s parameters
(U< a) (F) 2 (ex T o) (+( == &) * (qtt<a’> ) (F))
whereT are the types df's parameters
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There is a similar derived form for commands:
If <T a>W mV 1) andU = T|u/this, V/i]:
(=um<&(W);c £ unpack (exU ) (x(ax == &)); (=u.nxa>(V); ¢
C Auxiliary Functions
Field Lookup, fid(C<7>) =T f:

I —
(Fields Base) (Fields Ind)  fld(D<7'[z/a]>)=F"
fin class C<T a> ext D<a’> impl U {T f pd* ax* mad+}
fld(Object) =0 fld(C<m>) =T[x/a] f,F’
L

Method Lookup, mtype(m,t<z>) = fin mtand mbody(m,C<z>) = <a>(i).C:
I
(Mlkup Base) B _ B
finclass C<T’ a'> ext U’ imp1 V' {...fin<T a>specU ntvV D {c} ...}
mikup(m,C<z>) = (fin <T a>spec U m(V D {c})[7/a]

(Mikup Ind) m¢ dom(md*) _
fin class C<T a> ext D<’> impl U {fd* pd* ax* md*} mlkup(m,D<7 [/a]>) = md
mlkup(m,C<z>) = md

mbody(m C<7>) £ <a>(this,1).c if mlkup(m,C<>) = fin<T a>spec U nV 1) {c}

Form¢ {fork, join}:
mtype(m,C<>) = fin<T a>reqF;ens (exUresult) (G); U m(C<m> this,V1)

if mlkup(m,C<7>) = fin <T &t>req F;ens G; U m(V D) {c}
Forme {fork, join}:
mtype(fork,C<7>) = final reqF;ens (ex voida) (true); void fork(C<m> 1)
if mtype(run,C<7>) = finreq F;ens G; void run(C<7> 1)
mtype(join,C<7>) = final reqtrue;ens G, void join(C<T> 1)
if mtype(run,C<7>) =finreqF;ens G; void run(C<z> 1)

(Mtype Interface) _ _ _ B
interface I<T a>ext U {... <T/&/>req Fiens G; U’ m(V'1) ...}

mtype(m,1<7>) = (<T' &/'>req F;ens (ex U’ result) (G);U’m(I<m>this, V/D)[7/a]
L |

In (Mtype Interface) note that we do not model Java’s “inheritance of method signa-
tures”, but instead require that each method signature is repeated in interfaces. This
is not a significant restriction, because inherited method signatures can be filled in at
compile time.

Predicate Lookup, ptype(P,t<z>) = fin ptand pbody(7.P<a’> C<”’>) = F ext T:

I

plkup(init,Object) = pred init=true ext Object
plkup(init,Thread) = pred init=Perm(this[join],1) ext Object
plkup(state,0bject) = group state<perma>=true ext Object

(Plkup Base) _plkup(P,U) = undef _
finclass C<T’ o> ext U implV {...fin pmod RT a>=F ...}
plkup(P,C<>) = (fin pmod RT &>=F ext Object)[7/c]
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(Plkup Extend) P # init _ _
finclass C<T’ a@’> ext U implV {...finext pmod RT a>by F ...}
plkup(P,C<7>) = (fin pmod RT a>=F ext U)[/a]

(Plkup Inherit) P ¢ dom(pd*) plkup(P,U) = fin pmod RT a>=F ext U’
fin class C<T’ o> ext U impl V {fd* pd* ax* mad+}

plkup(P,C<7>) = (fin pmod RT a>=true ext U)[7/d]

(Plkupinit) C# Thread o
fin class C<T’ o> ext U implV {T f pd* ax* md*}
plkup(init,C<7>) = ( pred init=PointsTo (this[f],1,df(T)) extU)[7/a]

pbody(7.P<a’>,U)
ptype(P,C<n>)

(F extV)[m/this, @ /@] if plkup(P,U) = fin pmod RT a>=FextV
fin pmod RT &> if plkup(P,C<7>) = fin pmod RT a>=FextV

L
L

(Ptype Interface) _
interface I<T a>ext U {.. .pmod RT'a’> ...} P#init

ptype(P,1<>) = (pmod RT &'>)[7/ ]

(Ptype Interface Implicit)
interface I<T a>ext U {pt* ax* mt‘} P € {state,init} P ¢ dom(pt*)

ptype(P,1<m>) = ptype(P,0bject)

arity(P,C) 2 n if (37)(ptype(P,C<7>) = fin pmod RT a> and|a| = n)
L

Axiom Lookup, axiom(t<z>) = F:
I

axiom(axt) 2 true if ax* = ()
F xaxiom(ax*) if ax* = (axiom F,ax*)
. = 2 true o f 'Ii 0 Ol’_T = (Object)
axiom(T) = { axiom(U) xaxiom(V) if T =(U,V)
(Ax Class)

fin class C<T a> ext U impl V {fd* pd* ax* md*}
axiom(C<m>) = axiom(ax* [T/ a]) * axiom((U,V)[7/a))

(Ax Interface) _ _
interface I<T a>ext U {pt* ax* mt*}

| axiom(I1<7>) = axiom(ax* [T/ a]) * axiom(U[7/ax]) |

D Typing Rules
D.1 Operator Types and Semantics
Let arity be a function that assigns to each operator its arity. We assume:

arity(==) = arity(&) = arity(|) = 2 arity(1) £ arity(C isclassof) = 1

Let type be a function that maps each operaipto a partial functiortype(op) of type
{int,bool,Object,perm}a”ty(om — {int,bool,perm}. We assume:
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type(==) £ { (T, T),bool) | T € {int,bool,0bject,perm} } type(!)= { (bool,bool) }
type(C isclassof) = { (Object,bool) } type(&) = type(l)= { ((bool,bool),bool) }
Let[bool]" = {true,false}, [int]]" = Int and[[0bject]" = dom(h) and[perm]" =
{split"(1)|n> 0} and[Ty,..., Tn]" = [Ta]" x --- x [Ta]". We assume thdiop]" is
a function of the following type:
[opl" € Utu)etype(op [TI" — [UI"

For the logical operators, | and&, we assume the usual interpretatioss.is inter-
preted as the identity relatiofC isclassof]"(0) = true whenevem(o), = C<z>
for somer, otherwise|C isclassof]"(0) = false.

D.2 Type Environments and Types

A type environmernis a partial function of typ®bjld U Var — Ty. We use the meta-

variablel” to range over type environments,, denotes theestriction ofl" to Objld:
Mp = {(0,T)€T | 0€ Objld }

We define dheap extension ordean well-formed type environments:

[ Opp [ iff o, Fio, I DT andr),, =y

Good Environments, I |- o:
I(Env) (vxedom(M))(F=T(X):0) (Voedom(l))(Thp FT(0):0)
(V'@ € dom(M))(T (') # perm) (VaPe™ € dom(I"))(I(aP*™) = perm)
M=o

Note that types assigned to object ids cannot have free variables:
Lemmal If (T o), then(Ty, F o).
Good Types,'+T :o:

I —

(Ty Void) (Ty Int) (Ty Bool) (TyRef) t<Ta>ect (TyPerm)
Mo Mo Mo N-o rezn:T[n/al M=o

[void:o MNint:o [bool:o Mt<a> o [-perm:o

D.3 Values, Expressions, Formulas
Well-typed Values and Expressionsl -Fv:T,T-z:Tandl+e: T:

I
(Val Null) (Val Int) (Val Bool) (Val Id) (Val/Exp Sub)
M-t<m> o Mo Mo o r(v)=T r-e:T T<:U
Mnull :t<o> M-n:int Itb:bool rev:T N-e:v
(ExpGet) Tte:C<m> (ExpOp) Tlke: V] (Exp Full) (Exp Split)
T f € fld(C<m>) type(op)(U) =T Mo It e:perm
MFef:T M-ope):T IN1:perm Ik split(e): perm
|

We extend the partial functioptype(P,t<z>) to predicate selectors:
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ptype(PeC,t<m>) = { ptype(Pt<r>) ift=C

undef otherwise
Well-typed Formulas, I FF : o:
I 1
(Form Bool) (Form Points To) T+ 7 :perm (Form Perm)
I e:bool NN-e:U TfefdU) M-€:T N-n:perm I Fe:Thread
MFe:o I+ PointsTo(e[f], 7, €) o I+ Perm(e[join],®) : ¢
(Form Pure) (FormPred) TF7x:U _
M-e:T ptype(k,U) =finpmod RTa> THa':T
I+ Pure(e) :o MEmx<a’>:o
(Form Log Op) (Form Quant)
rNF:o THF:o NrN-T:o MNa:TFEF:o
FrEFlopF o FE@tTa) (F):o

D.4 Runtime Structures
Well-typed Objects, I I obj: o:
I(Obj) dom(os) C dom(fld(C<7>)) B
MEC<a>:o (Vf €dom(o9)(T fefld(C<n>) = MNog(f):T)
I (C<m>,09) : ¢

Note that we requirelom(os) C dom(fld(C<z>)), not dom(0s) = dom(fld(C<x>)).
Thus, we allow partial objects. This is needed, because our semantigplifs heaps
on a per-field basis.

Well-typed Heaps and Stacksl Fh:ocandlk-s:o:
I
(Heap) (Stack)
Mo [=fstoh (Yoedom(h))(IFh(o):o) Mo (Vxedom(s))(Is(x):T(x))
Mh:o M-s:o

Note that the heap typing judgment does not satisfy weakenind, fa$ : <) implies
dom(h) = dom(I"). This is intentional.
E Operational Semantics

We define functions that map types to their default values, and object types to their
initial object stores:

df : Ty — CIVal df(C<m>) £null df(void) =null df(int) =0 df(bool) = false
init : Ty — ObjStore init(C<m>)(f) = df(T), if (T f) € fld(C<m>)
We extend the syntax bymeturn command.

Cc = ... |l=return(V);c| ...
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This command is not allowed to be used in source programs. Operationally, it is a
no-op. Itis used as a syntactic marker for the “points” where the receiver changes. Itis
associated with a special Hoare rule. Because-#tarn command does not occur in
source programs, this Hoare rule is never used in actual program verifications. Its only
intent is to help us state a smooth global invariant.

(Return)
r-v:T Mo FEGv/a] T<:U T¢0:U;pk{(exTa)(a==¢*G)}c:V{H}
I¢:U;ok {F}{=return(v);c:V{H}

For the operational semantics of method calls, we define a derived fornT; C/,
which assigns the result of a computatioto variablel. In our applications of this
derived form, its argumerttis always a source program command and we therefore
assume that does not contaimeturn commands.

{—v.c 2 (=return(v);c
(—U/;c;d £ Ulil<cd if ¢ & fv(c), 0 £ 1
(< (finalU1=/;c);¢ £ finalU=¢;l«c,C if 1 ¢ fu(c)
( « (unpack (exTa) (F);c);¢ = unpack (exTa)(F);¢«c,c if agfv(c)
(—(hgc)d = hglecd

Furthermore, we define sequential composition of commands:
¢, £ void/;l«c, ¢ wherel¢fv(c,c)
We use the following abbreviation for field updates:
ho.f vl 2 hjow (h(0)1.h(0),[f V)]

The state reduction relatiop ¢ is given with respect to a class talale We follow the
usual convention to omit the subscraitunless we want to emphasize its existence.
State Reductionsst —¢t st':
I
(RedDcl) ¢¢dom(s) § =g+ df(T)]
{h,ts| pis (sin T £, ¢)) — {(h,ts| pis (S'inc))
(RedFinDcl) s(¢)=v c=c[v/I]
{(h,ts| pis (sin £inal T 1=¢; ¢)) — (h,ts| pis (sinc))
(Red Unpack)
(h,ts| pis (sin unpack (ex T ) (F);c)) — (h,ts| pis (sinC))
(Red Var Set) ¢ =s[{—V]
{h,ts| pis (sin £=v; c)) — (h,ts| pis (S'inc))
(Red Op) arity(op) = [V [op]"(V) =w S =s[(—w]
{h,ts| pis (sin £=0p(v); c)) — (h,ts| pis (S inC))
(Red Get) s =4g[¢+— h(0),(f)]
{h,ts]| pis (sin £=0.f; c)) — (h,ts| pis(S'inc))
(Red Set) K =hlo.f —V]
{(h,ts| pis (sinfino.f=v; c)) — (N ts| pis (sinc))
(Red Cast) h(v)1<:T S=sg[{—V|
{(h,ts| pis (sin £=(T)v;c)) — (h,ts| pis (s inc))
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(Red New) o0¢dom(h) K =h[o— (C<z>,init(C<n>))] § =s[{— 0
(h,ts| pis (sin £=new C<m>; c)) — (W, ts| pis(Sinc))
(Red If True)
(h,ts| pis (sin if (true){ctelse{c’}; ")) — (h,ts| pis(sinc;c"))
(Red If False)
{(h,ts| pis (sin if (false){c}else{C'}; ")) — (h,ts| pis(sinc; "))
(Red Call) m¢ {fork,join}
h(0); =C<’> mbody(m,C<a’>) = <a,&’>(lg,1).cm € = cm[/,0/10,V/1]
(h,ts| pis (sin £=0.mxz>(V); €)) — (h,ts| pis (sin £ « ¢’; ¢))
(Red Return)
(h,ts| pis (sin £=return(v);c)) — (h,ts| pis (sin £=V; C))
(Red Fork) h(0); =C<m> 0¢dom(ts),{p} mbody(run,C<z>)=<>(1).c; Co=C[0/I]
(h,ts| pis (sin £=0.fork(); c)) — (h,ts| pis (Sin £=null;c) |0is (Din Cp))
(Red Join)
{(h,ts| pis (sin £=0.join(); c) | 0is (S inV)) — (h,ts| pis (Sin £=null;c) | 0is (S inV))
(Red Assert)
(h,ts| pis (sinassert(F); c)) — (h,ts| pis(sinc))

Note that, in(Red Call) the method body may have more logic parameters than the
caller supplies. This is because our notion of method subtyping allows to increase the
number of logic parameters in subtypes.

F Natural Deduction Rules

Logical Consequencel ;v FFG:

I
(o) (AX) _ _ (Pure Intro)
MveEF,G:o MveEG T vEF,G:o FFEG:V MNviFEFG Fre:v Tre:T
rv,F,G-G rv,FHG I;V;F - G*Pure(€)
(* Intro) _ (* Elim) _
Mv;FEHy Tv;GEHy MviFEGxGy Tv,E,G1,GoHH
Iv,F,GF HyxHy rv,F,EFH
(—* Intro) _ (—* Elim) _
Mv,F,GiFG, FFGp:V MVv,FEHy—xHy Tv,GFHy
[V, F -Gy -Gy Mv;F,GFHy
(& Intro) _ (& Elim 1) (& Elim 2)
MviFEGy TMv,FEGy MviFEGL& Gy MviFEGL& Gy
MV,FHG &Gy rv,FHG rv,FEGy
(Ilntro1) (IIntro2) (1Elim) T;vFFGLIGy
MviFEG, FEGy: Vv MviFEG, FEG:V Mv,E,Gi+FH TI;,v;E,GoHH
MV,F-G1 |Gy MV,F-G1 |Gy rv,F,E-H
(ExIntro) T,a:THG:o (EXElim) a¢F,H B
Mr-zn:T T;v;FEG[n/al Mv,EF(exTa)(G) T,a:T;v;F,GFH
MV,FE (exTa) (G) MV,E,FFH
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(Fa Intro) _ (Fa Elim)
agF No:T,v;FFG MviFE (aTa)(G) TEx: T
FVvFE (faTa) (G) v;F - Glr/a]

G Supported Formulas

We now explain the premide;vE F : supp in the split/merge rule. We note first that,

if we did not have abstract predicates, split/merging atomic predicateBdigtsTo,

Pure and boolean expressions) would be good enough. But if we want to split whole
datagroups (which are defined by composite formulas), we need to be able to split com-
posite formulas. It is easy to show the soundness of split/merge for all atomic predi-
catesx and&. For the split-direction (left-to-right) only the soundness proof for linear
implication is problematic. For the merge direction, the cases for disjunction and exis-
tentials are problematic, too. Unfortunately, almost all typical datagroups are defined
by formulas that use existentials in the disguise of the derived farrm (e[ f], 7).
Fortunately, the merge axioms can be proven sound if existentiaslitiF) have
unigue witnesses. We say th&x T a) (F) has aunique witnessf the validity of
F[r/a] andF [z’ /o] impliesw == ’. Some simple examples:

* (ex Ta) (PointsTo(o[f]l,m,)): This existential has a unique witness, because in
every modeb. f points to at most one value.

e (exT ) (PointsTo(a[f],m,0)): This existential does not have a unique witness, be-
cause there are models where more than one pointeexcsts.

* (experma) (PointsTo(0[f],, p)): This existential does not have a unique witness.
In all models whereZ (o, f) = 1 andh(0),(f) = p both 1 andsplit(1) are withesses.

Informally, we define supported formulas as formutathat do not contair*, |,
fa, all predicate identifiers iff are datagroup identifiers, and all existential&ihave
unigue witnesses. Formally, we define supportedness proof-theoretically:

We first define a variant of logical consequence that restricts the merge axiom. In
the following, let FsP range over formulas that do not contais, |, fa or predicate
identifiers that are not data group identifiers (but may contain existentials).

Weakly Merge-restricted Logical Consequencel;v; F_HV G:

I — 1
The proof rules are the same as Foi; F + G, except that we replace the split/merge axiom
by the following axioms:

[V, F =% (split(FP) *split(F*))

F*P does not contain datagroup ids or existentiais ;v ], (split(FSP) *split(FSP)) —x FsP
L |

We also define atrongly merge-restricted logical consequence judgmént

=y . there is a proof of ;v;F I, G that does not use
rv,FH G iff : LW .
class axioms or opening/closing of abstract predicates
Now, we define the judgmexif; v F : supp). The only interesting rule i€Supp Ex)
whose last premise enforces unigue existential withesses. All other rules are instances
of the well-typedness rules for formulas, restricted to operators that are unproblematic

for split/merge.
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Supported Formulas,";vE F : supp:

I
(Supp Bool) (Supp Points To) T f efldU) (Supp Perm)
[-e:bool NrN-e:U M-zn:perm MHE:T [He:Thread [+ 7:perm

[;vEe:supp V- PointsTo(e[f],x,€) :supp [, v Perm(e[join],x) : supp

(Supp Perm) (SuppPred) MFz:U T+ :T
r-e:T ptype(x&™P,U) = fin group P<T o>
;v Pure(e) :supp MV m.x8P<> : supp

(Supp Log Op) lop € {*,&}
Mv-F :supp T;vEF :supp

M;vEFlop F' :supp

(Supp Ex)
M=T:o Fa:T;vbF:isupp Ma:T,a :T;v;trueH F&Flo/a] *a==0a'
vk (exTa) (F) :supp

We also defineveakly supported formuld§ ; v, F : supp). Formulas thatimplement
datagroups are required to be weakly supported.

this judgment is provable with the rules fdr; v F : supp), except

(T Fw F - supp) iff { that in the last premise ¢Bupp Ex)thet-’ is replaced by,

The formula that implements theader datagroup in th&ist class in Sectioi\.3 is
an example of a formula that is weakly supported but not supported.

Lemma 2 If (I';vE F :supp), then(l;vE split(F) : supp).

Proof. Note that all rule and axiom schemes for logical consequence, except from the
ones for applying class axioms and opening/closing abstract predicates, are “closed
under splitting”. This means thdf;v;F ' G) implies (I'; v;split(F) I split(G)),

by induction on the derivation. Given this observation, it is straightforward to prove
Lemmaz2 by induction on the structure &f. d

H Datagroup Formulas

For the soundness of the split/merge axiom for datagroups, it is important that splitting
of datagroup formulas commutes with substitutions in the sense of of Lehtralaw.

(In that lemma,o represent the parameters of a datagroup definition.) In order to
guarantee this commutativity, we define a judgment that can be summarized as follows:

If aP*™ occurs freely irF inside a type, theP*™ € dom(I").

If aPe™ occurs freely irF outside a type, theaPe™ € dom(I™).
M EFx
All occurrences of the permission constant Fimare inside types.

Split-parametric Specification Values,[ ;T 7 : T,
I

(% Val) (* Val Var)
rrEv:T rrEae:T
M Ev:T,« M E e Tx
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(x Perm Var) (x Split)
I+ aPe™ : perm MM b7 perm,
M1 - aPe™ : perm, * ;T split(n) : perm,*

Split-parametric Formulas, ;T F F :

I

(x Bool) (xPoints To) T fefldU)
II"Fe:bool rrrre:U M'-a:ipermx M IMHe:T

rr're:« Il PointsTo(e[f],x,€) : %

(x Perm) (x Pure)

I,I"+e:Thread [;lF 7:perm,* rr'ee:T
F;F’FPerm(e[join],Tc) Lx I+ Pure(e) : x
(x Pred)

MrEmn:U O :T,x ptype(k&8P,U) = fin group P<T a>
T - xBP<a’> %

(x Log Op) (x EX)
MrEF:ix TR ik lope {*,&} FTET:o Mo:T;I"-F:ix
M FFlopF @ x Mr'E(exTa)(F):%
L 1
Lemma 3

@) If (M o:TH :U, ) and(F,a:TFx:T), thena'[split( E)/(ﬂ—spllt (n'[x/al).
(b) If (M;o:THF:x)and(F,o: T+ x:T), then Hsplit(w)/a] = split(F[x/a]).

Proof. By inductions onl;oc: T+ ' :U, %) and(T;a: T FF : ). O

We now define the judgmenf’;I"’;vF F : grp) for datagroup formula§ as the
conjunction of the two judgments that we have just defined:

rr';veEF:grp iff (F,T7;viy F:supp)and(T;T FF:x)
Lemma4 If (I;T';vi=F :grp), then(l;T'; v split(F) : grp).

Proof. By induction on the_structure df, using Lemma3. The crucial observation

is the following: if (T, : T, :U,a" 1 U;v;true |, F & F[ "'l -* o == )
andsplit(F) = Fsplit(c)/ ], then it follows that(m, o : T,a’ : U, o : U;V;true H,
split(F) & split(F)[o ”/oc] -+ o' == o""), because logical consequence is closed under
substitution (Lemmd9). O

| Method and Predicate Subtyping

Parkinson and Biermar2[] define a method subtyping relation (which they cgec-
ification compatibility that is more liberal than standard behavioral subtyping. They
make heavy use of this additional freedom in their examples. Their subtyping rela-
tion has the disadvantage that it is defined in terms of the Hoare triple judgment and
involves a universal quantification over commands. We prefer to define method sub-
typing in terms of logical consequence, because we find that cleaner and also because a
universal quantification over commands seems to be troublesome for algorithmic veri-
fication, which is our ultimate goal.

For convenience, we repeat the definition of method subtyping from Setion
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Method Subtyping, I - MT <: MT’ and I" I- fin MT <: fin’ MT":

I

(Mth Sub) m# run _ _
T <T U<U V<V V<V G=(exUa”)(Gy) G = (exU’a")(G))
I,1o:Voilg;true - (fa T ) (faV'1) (F' -+ (exWa') (F * (faU o) (Gp -* G{)))
M-<To,Wa'>req F;ens G;Um(Vglp, VD) <:<T’ a>reqF';ens G;U’ m(V6|07\7’I_)

(Run Sub) G= (exvoid a)(Gy) G = (exvoid a) (G{-))

Vo <1V} I,10: Vo;lo;true - (F/ —*F) x (favoid a) (Gg—* Gp)

I+ reqF;ens G;void run(Vglg) <:reqF’;ens G';void run(Vélo)
For qualified method types:I I fin MT <: fih’ MT' iff fif =& A TFMT <: MT’
L

Note that in(Mth Sub)there is a dependency of the postcondition of the supertype on
the precondition of the supertype. For then-method, this dependency would lead

to unsoundness, because the pre- and post-conditionsnofire used separately as
precondition forfork, respectively, post-condition fgfoin. This is why we have a
more restrictive subtyping rule fatun. Note also that the subtyping rule fedn guar-
antees thatun-methods have no logic parameters (becausewlmethod types are
subtypes offhread.run’s type, which has no logic parameters). Logic parameters for
run would lead to unsoundness unless we enforced that they get instantiated uniformly
at thefork and thejoin site.

We follow [27] and allow variable argument length for predicates. If a formula
of the form m.P<z> misses arguments of typds, it is semantically equivalent to
(exT'a') (m.P<m,a'>). As explained in}7], predicates with varargs are sometimes
useful for flexible subclassing. For datagroups we prohibit varargs, because the exis-
tential quantification would render the merge axiom unsound.

Predicate Subtyping,pt <: pt’ and fin pt <: fin’ pt':
I
(Pred Sub) (Grp Sub)

pred P<T a, T’ o> <: pred P<T a> group P<T a> <: group P<T a>
For qualified predicate types:fin pt<: fin' pt’ iff fin" =& A pt<:pt
L

J Class Axioms

We require that class axioms are proven with a restricted logical consequence judg-
ment:

' =+, without class axioms

We disallow the application of class axioms for proving class axioms in order to avoid
circularities. Recall that, is already a subsystem 6f which restricts the merge
axiom (see Sectioid). We disallow unrestricted merging so that it is sound to use
class axioms in order to prove uniqueness of existential withesses when showing that
formulas are supported. This is sometimes needed, séa gheheader datagroup in
SectionA.3.
C<T > sound
iff
axiom(C<a>) =F = @ :T,this:C<a>; this; Cisclassof thisH"F
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K Good Interfaces and Class Declarations

More auxiliary definitions:

fin class C<T a> ext U impl V {fd* pd* ax* ma*}
interface I<T a>ext U {pt* ax* mt*}
fin class C<T > ext U impl V {fd* pd* ax* md+}
interface I<T a>ext U {pt* ax* mt}
fin class C<T a> ext U impl V {fd* pd* ax* ma*}

methods(C) £ dom(md*)
methods(l) £ dom(mt*)

preds(C) £ dom(pd*)

preds(l) = dom(pt*) U {state, init}
declared(C) £ dom (fd*)

In the following definitions, we conceive the partial functions/pe andptype as total

functions that map elements outside their domains to the special elenusft Fur-
thermore, we extend the subtyping relatien:= {(T,U)| T <:U} U {(undef,undef)}.

A

U is a (parameterized) nafinal class

f € dom(fld(U)) = f ¢ declared(C)

(vYm,mt)(mtype(mU) = MT = a:T F mtype(m,C<a>) <: MT)
(VP.pt)(ptype(PU) = pt = ptype(P,C<a>) <: pt)

C<T > extends U =

U is a (parameterized) interface
(Vm,mt)(mtype(m,U) = MT = mé& methods(l))

I<T a> type-extends U = { (VP,pt)(ptype(P.U) =pt = Pe preds(l))
(Vm,mt)(mtype(mU) =MT = o: T F mtype(m,I<a>) <: MT)
(VP,pt)(ptype(P,U) = pt = ptype(P,I<a>) <:pt)

A

I<T &> type-extends U (VU € U)(I<T &> type-extends U)

U is a (parameterized) interface

(Vm,mt)(mtype(m,U) = MT = mtype(m,C<a>) # undef)
(VP,pt)(ptype(P,U) = pt = ptype(P,C<a>) # undef)
(Vm,mt)(mtype(mU) = MT = «: T F mtype(m,C<a>) <: MT)
(VP,pt)(ptype(PU) = pt = ptype(P,C<a>) <: pt)

C<T &> implements U =

A

C<T a> implements U (VU € U)(C<T &> implements U)

Good Predicate- and Method-Types[ - pt:oandl - mt: o:
I

(Mth Type) me {run,fork, join} = I'(this) <: Thread
e M=ra:T,I:V MFT,FUV:o =T result:U

— MkFG:o m=run= (";thisk G:suppAthis[join] & G)
r-pmod RTa>:o FF<'F(§>reqF;ensG;Um(\7l_):o

(Pred Type)

We remark that the supportednessrafh’s postcondition is only needed to ensure
soundness for multiple resource-splitting joiners. We could support both arbitrary post-
conditions and multiple joiners if we introducedan-method modifierfiulti-join”

such that onlynulti-join run-methods may have multiple resource-splitting joiners
and must have supported postconditions. It would also be important to require that
methods that overrideulti-join methods are agaimlti-join.
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Good Interfaces,int : ¢:

I — —
(Int) _ I<T a> type-extends U init & dom(pt*) (AX)
o:THFT,U,pt* o o:T,this:I<o>Fax, mt:o rN-F:o
interface I<T a>ext U {pt* ax* mt} ;o M+axiomF :o

Our policy for interface extensions requires that every method or predicate declared in
a superinterface is explicitly repeated in the subinterface, possibly with a more spe-
cific type. An exception is the special predicateate. If state is not explicitly
declared in an interface, theiroup state<perma> gets “automatically” included.

(This is achieved by the rulg>type Interface Implici)) Real Java has more policies

for avoiding repetition of method specifications in subinterfaces. These policies are
calledinheritance of method signature§hey are complicated by the fact that Java
allows method overloading based on method signatures. We avoid this complexity, but
do not consider this a substantial restriction because inherited method signatures can
be filled in at compile time.

Good Classesgl : o:

I — — — —
(Cls)  C<T o> extendsU C<T a>implementsV C<T a>sound init ¢ dom(pd*)
o:THFT, UV, fd*:o o :TFpd:oinCca> o :T,this :C<a> F ax*,md* : o
fin class C<T a> ext U impl V {fd* pd* ax* md*} : o

(FId) (Grp Def) T+ groupP<Ta>:o (GrpExt) T groupP<Ta>:o
| R I this:U;a:T;this-F :grp Mthis:U;a:T;this-F :grp
FETf:o  THfingroup P<Ta>=F :oinU I+ fin ext group P<T a> by F :oinU

(Pred Def) T Fpred P<Ta>:o (Pred Ext) T Fpred P<Ta>:o
MNthis:U,a:TFF:o Mthis:U,0:TFF:o

I+ finpred P<T @>=F : ¢ inU I+ fin ext pred P<T &> by F : ¢ inU

(Mth) T }—_<'|T§>reqF;ens G UmMVD:o
Mo:T,1:V;thisk {F*this #null}c:U{(exU result) (G)}
I +fin<T a>req F;ens G; U m(VD{c}: o

L Semantics of Expressions and Formulas

L.1 Semantics of Values
We define the set adfemantic values

A

U €SemVal = ClValw (0,1]
The following typing rule extends the typing judgment for values to semantic values:

pe (0,
M- u:perm

Semantics of Specification Valuegjr] € SemVal:
I

I[[nullﬂénull [of£o [n]=n [b]£b [1)=1 [split(aPe™)]= 3[aPe™] .
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We leave the semantics of read-only and logic variables undefined, because we deal
with these variables by substitution.

Lemma 5 (Injectivity of Value Semantics) If [[m1] = [72], thenm; = 7.

Proof. By induction on the structure of;. O

L.2 Semantics of Expressions

As explained in Sectio, [op] is a function of typeHeap — SemVal*®(%P)
SemVal that is compatible withtypes(op). We require thafjop] is invariant under
heap extensions, field updates and applications of substitutions to dynamic types:

(a) If Jop]"(V) =wandh C i, then[Jop]" (V) = w.

(b) If W = hio.f — u], then[Jop]" = [lop]"'".

(c) If o € LogVar — SpecVal andh’ = h[c], then]op]" = [op]".

Semantics of Expressiong]e] : Heap — Stack — SemVal:

I(Sem Val) (SemVar) (Sem Get) (Sem Op) [[op]}h(vl., cesVn) =W
[7] =u s)=v_ _[eli=0 ho)(f)=v [efi=vi --- [e]i=vn
. [#l8=p  [A8=v [ef]d=v lop(er, . ...en)]8 =w

L.3 Semantic Validity of Boolean Expressions

Recall that our (mostly proof-theoretic) logical consequence judgment, via an axiom,
depends on semantic validity of boolean expressibrs,e. To define semantic valid-

ity formally, let o range overlosing substitutiond.e, elements o¥/ar — CIVal. The
following rule defines a judgment, - o : ¢, for well-typed closing substitutiors:

dom(o) =dom(l)NVar (Vx€ dom(c))(My, - 0o(x) : T(x)[o])
No:0

We say that a healpis total iff for all oin dom(h) and allf € fld(h(0),) it is the case
that f € h(0),. Now, we defind™ |= e as follows:

ClosingSubst(N) = { o |FFo:0}  Heap(l)={h| My, h:oandhis total}
. I -e:bool and
Mr=e iff / / : / h
(VI Dpp I',h € Heap(I'), o € ClosingSubst(I'”) )( [[e[o]]ly = true )

L.4 Heap Joining

In this section, we state and prove some simple properties of heaps. For convenience,
we repeat the definitions from SectidriL

We define a function that maps heaps to flat relations. To this enHpl@bm =
Objld x Ty x (Fieldld x ClVal); with the following partial order(o, T,x) < (p,U,y)
iff (0,T,x) =(p,U,y)orx=_L. ForX C HpDom, let | X ={y|(Ixe X)(y <x)}. A
subsetX of HpDom is calleddownward closedff | X = X. A functional relationis a
downward closed subskif HpDom such thaio, T, 1),(0,T’, 1) € himpliesT =T’
and(o,T,(f,v)),(o,T,(f,V)) € Rimpliesv=V. LetFunRel be the set of all functional
relations.

Lemma 6 (Complements Exist) If A C i, theni’ = hu | (A" \ h).

INRIA



Separation Logic Contracts for a Java-like Language with Fork/Join 51

Proof. On the one handy =hU (R \ k) C hu | (R"\ h). On the other handf' \ h) C
i, thus,| (A" \ ) C i becausd is downward closed, thusu | (i \ h) C i’ because
A C " by assumption. O

We define the following bijections:

\\ : Heap — FunRel '\ hZ£ { (0,T,x) | h(o); =T A xeh(o),U{Ll}}
/- FunRel — Heap /R(0); =T, if (0,T, L) €A JA(0), = {(f,v) | (0, /A(0),,(f,v)) € A}
Lemma?7 /\h=hand\ /h=h.

Proof. It suffices to show thay is injective and\ / h = h. Injectivity of \ is easy to
check.\ /h=hholds for the following reason:

(0o, T,x) e\ /h

ifft /h(0);=T A xe Jh(0),U{L}

iff (o, T,L)ehA (xe{(f,v)] (o,T,(f,v))eh} Vv x=.1)

iff ((oTL)eﬁ/\xe{(f v) | (o, T,(f, ))eﬁ})v((o,T,x)eﬁ/\x:L)
iff xe{(f,v) [T (f,v)eh} Vv ((0TxehAx=.1)

iff (o, T,x)eh

We define a partial operaterthat joins heaps:
#2{ (hH) | \hU\N € FunRel }  *:#—Heap  hxh' = J(\hU\H)
We define a partial order on heaps:
h<h iff \hC\N
Lemma 8 If h C K, then h<h'.
Lemma9 If (T +h:o), W <handdom(l) =dom(h), then(l -h'": o).
Lemma 10 If (T - hy : o), (T F hy:o), and h#hy, then(l Fhy*xhy i o).
Lemma 11 * is commutative, associative and monotone with respect to

Lemma 12 (Characterizeing< in terms of *)
(a) If h#h', then h< hxh'.
(b) If h <h’, then ¥ = h=*H for some h

Proof. Part(a)holds becaus&h C \hu\l. For part(b), leth’ = / | (\h'\ \h) and
use Lemmaéb.

Sets of heaps have greatest lower bounds and if they have upper bounds at all, they
have least upper bounds:

Aierhi = /i \hy If {hi|i €1} has an upper boundyic, hi = // Uici \hi

Lemma 13 (Infima and Bounded Suprema) (a) Ai¢ hiis the greatest lower bound
of {hi|i el}.
(b) If {hi]i € 1} has an upper bound, they, h; is its least upper bound.
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Lemma 14 If Jop]"(V) = w and h< I, then[Jop]" (V) = w.

Proof. Our conditions orfop] were upwards closure with respect@cand invariance
under field updates. I < I/, then there existd” such thath” C i andh” can be
obtained frormh by a sequence of field updates. O

We define thalomain extension operator A h' as follows:

h/ K £ J(\hu {(o,H(0),1) | 0€dom(N)})

Lemma 15 dom(h ) = dom(h) Udom(H)
Lemma 16 Ifh <KW and(l""+h":o), then(’" Fh "H : o).
Lemma 17 (Domain Extension Properties) (a) h<h 7H

(b) Ifh <h, thenh "h <H.

(c) h,h=h

(d) Ifhy <hyand H <h,,thenh 7h; <h, 7h,.

(€) (hyxhz) ~N = (hy ~H)*(hz ~H)

(f) If dom(h') € dom(hy) Udom(hy), then R xhy = (hy ~h')*hs.

Lemma 18 (Field Update) If h#l, o € dom(h),dom(h’) and f ¢ dom(K(0),), then
hjo.f — vj#h and Ho.f — v]*h' = (hxH)[o.f — v].
L.5 Resource Joining

In this section, we state and prove some simple properties about resources. For conve-
nience, we repeat the definitions from Sectibh

We define: A triple(h, &7, 2) € Heap x PermTable x PermTable is soundwhen-
ever the following conditions hold:

(@) fstohth:o
(b)y < 2.
(c) Forallo e dom(h) andf € dom(h(0),), either#(o, f) >0 or 2(o, f) < 1.
(d) Forallo¢ dom(h) and allf, (o, f) =0and2(o, f) =1.
(e) Forallo, f, if 2(o,f) < 1theno € dom(h) andf € dom(h(0),).
% € Resources = { (h,2,2) | (h,2,2)is sound}

We define projections: Fo¥ = (h, #, 2), let Zn, =N, Zioc = & andZy, = 2. We
extend the compatibility relations as follows:

(h, 2, 2)#N, ' 2" iff hih!, P#P2'. 2 = 2’ and(h*h', 2 + 2’ 92) is sound
Now, we define the resource joining operator
* :#— Resources  (h, 2, 2)x(W, 2", 2) £ (h«W, 2 + ' 2)
We define an order oResources as follows:
R<R W Ty < Hps Rroc < Rloe ANARY = T

For heaph and global permission tablg, we define the subheap bfthat consists of
all its final fields:
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h2 2 J{(Txe\h|x=Lor2(x) <1} final(h, 2, 2) £ (h2,0,2)
Lemma 19 If % € Resources, thenfinal(#) € Resources andfinal(%Z) < Z.
Lemma 20 * is commutative, associative and monotone.

Proof. This follows from commutativity, associativity and monotonicity of heap join-
ing and the permission table operatign O
Lemma 21 (Characterization of < in terms of *)

(@) If Z#%', thenZ < R*R'.

(b) F Z < %", then®" = %% for someZ’.
Proof. Part(a) holds becausé < hxh and & < &2 + #'. For part(b), let Z =
(h,2,2) < (W, 22" 2)=2%". By Lemmal2, h" = hxh' for someh'. DefineZ’ =
(W, 2" - P 9). O
Lemma 22 If (h, 27, 2) satisfies resource axionfa), (b), (d) and(e) (but not neces-

sarily (c)), then there exists a greatest resouggesuch that%,, < h, Zi. < & and
Heo = 2. We denote this agh, &7, 2)°.

Proof. Zioc = &2, dom(%np) = dom(h), fst o %y, = fstoh, snd 0 Zhp, = snd o Znp \
{(0, )| Z(0,f) =0and2(o, f) = 1}. O
We define greatest lower and least upper bounds:
If final(%') = final(%}) for alli, jinI:
/\iEl '@I é (/\lEl ’%Lp’/\iEl %Iloc7/\i€| %;Qc)o
If {Z'|i €1} has an upper bound:
Viel 2' £ (Viet Zhy: Viel Zloe: Viet Zigo)

(Note that, if a set of resources has an upper bound or share the same final subresources,
then the global permission tables must be equal. Thus, the operation on the global
permission table in these definitions is trivial.)

Lemma 23 (Infima and Suprema) Suppos€.%; |i € |} has an upper bound. Then:

(a) If final(#') = final(%}) for all i, jin |,

then\ic Z is the greatest lower bound ¢#; |i € 1 }.
(b) If {#|i € 1} has an upper bound,

thenV,¢, Z is the least upper bound ¢# |i € | }.

We define resource splitting:
ih2z.2 £ (hiz 2
Lemma 24 3(%#* %) = %.
We define thelomain extension operata? %’ as follows:
RSR = (T S R
Lemma 25 dom((Z /" %' )np) = dom (%) Udom(Z,,)
Lemma 26 If # < %" and(T' =%, : o), then(T" = (% /%' )np : ©).

%Iom %glo)
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Lemma 27 (Domain Extension Properties) (a) Z <% /%'
b) f Z< % thenZ /% <%
) Z,/"%=%
(d) If #1 < %> and %) < %), then%y /Ry < RH2 /" Ry.
(e) (%1*%2)/‘%’ = (%1/%’)* (%2/%/).
(f) If dom(Z],) C dom((Z1)np) Udom((Z2)np), thenZy x %, = (%17 R') * 2.

Proof. These are obvious consequences of the definitiop'aind the fact that the
domain extension operator for heaps satisfies the same properties (by Lielnmal

0.5 V] = (Bnpl0.f V], Bioc, Zglo)

Lemma 28 (Field Update) SupposeZic(0, f) =1, T f € fld(%n,(0),) andfsto Zn, -
v:T. Then:

(@) Z[o.f — V] € Resources
(b) If ##%' and o€ dom(Z,,),
thenZ[o.f — V|[#Z' and Z[0.f — V|* %' = (Z#*XZ')[0.f — V].

Proof. For part(a), it is easy to check that the resource axioms hold#jo.f —
v]. For part(b), note thatZ,,_(o, f) = 0 (becauseZ,#%,,. andZo(0, f) = 1) and
Ryo(0, 1) = Zgo(0, 1) > Rioc(0, f) = 1. Therefore,f ¢ dom(h(0),) by resource
axiom (c). ThenZp[0.f +— VI#%Z' and Znp[0.f — V| *x %y, = (Znp * %},,)[0.T V],
by Lemmals. Itis easy to check that the resource axioms hold f@#, * %} ,)[0. f
] %Ioc +<% <%glo)- U

loc»
L.6 Predicate Environments

In this section, we repeat the definition of predicate environments from Settion

in a slightly more general form. We call these more general functioedicate pre-
environments Predicate pre-environments have tyfjec € X.Dom(x) — 2, where

X C Pred(ct). Predicate environmentare predicate pre-environments whete=
Pred(ct). Pre-environments are auxiliary entities for constructing least fixed points
of endofunctions on predicate environments (see Secttibd). At the top level, we
are only interested in predicate environments (whére Pred(ct)).

Definition 3 (Predicate Pre-Environments) Let X C Pred(ct). A predicate pre-environment
over Xis a function of typg] x € X.Dom(x) — 2 such that the following axioms hold:

@) If (m,%,r,7),(n,%',r,7) € Dom(x) andZ < %',
then& (k) (w, Z,r,7') < &(x)(x, % ,r, 7).
(b) If (x,%,r,7") € Dom(k) andfinal(%;) = final(%;) foralli,jin,
then& (PePeC) (7, Aic) Zi, 1, ') = Nic) & (P8PeC) (7, %, 1, T0).
(c) If (m,%,r,7') € Dom(P&™eC),
thend&( grP@C)( T, .1, 7)< &(PePeC)(w, 32, 1,5plit(T)).
d) If (z,%1,r,70),(, %’z,r 7') € Dom(PePeC),
then& (P& eC) (7, %1, 1,split(T)) A & (PEPQC)(TT, Za,1,split(T)) < & (PEPeC)
(_%l*%Z; )
e) If (z,(h,2 Q),r,f’),( x, (W, 2,2),1,7') € Dom(k), 0 € dom(h), #(o, f) =
0, Q(o f)=1,2 = 2[(o,f)— 0] andh’ = h[o.f — V],
thené (i) (7, (h, 2,.2),1,T) < &(x)(T, (W, 2,2),1,7).
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) If (m,(h,2,2),r,7),(7,(h,2,2'),r,7') € Dom(k), 0 € dom(h), #(0, join) <
x< 2(0,join), and2’ = 2[(0,join) — X,
then&(x)(x, (h, 2,2),r,7') < &(x)(n,(h, 2, 2'),r. 7).

A predicate environmeris a predicate pre-environment overed(ct).

Lemma 29 The set of all predicate pre-environments over X (with the order inherited
from the underlying function space) is a complete lattice.

Proof. It suffices to show that the (pointwise) greatest lower bound of a set of predicate
pre-environments ovex is again a predicate pre-environment oMerAxiom (a) holds
because pointwise infima of monotone functions are again monotone. Aljdrolds
because pointwise infima of infima-preserving functions are again infima-preserving.
The other axioms hold becaugg, fi(x) < Aig fi(y) if fi(x) < fi(y) foralliinl. O

L.7 Semantics of Formulas

We define an auxiliary relatiofi™ - %,s: ¢), whereZ is a resource and a thread-
local stack. Intuitively(I" - %, s: ¢) holds wheneve# ands are type-compatible and
furthermoredom(I") does not contain read-only or logic variables (as these are handled
by substitution). Formally, letl” - %, s: ¢) whenever the following statements hold:

« dom(I") C Objld URdWrVar
. th = %hp o
e Nks:o
Let (' - Z,s,F : o) whenever the following statements hold:
s N-%,s:¢
s THF:o
The relation(l' - &; %;s|= F) is the unique subset oF - %, s, F : ¢) that satisfies the
clauses from Sectiof.3.
L.8 Semantic Entailment

For reference, we repeat the definitions of semantic entailment from Séctiéinst,
we defined a semantic counterpart to the syntactic purity judgment:

2;h;sE F:v iff 2:hs = pure(e) for all field selection subexpressioasf F
Then we definedemantic entailmen{As usual, we lef; * - -- ¥ Fg = true.)
Fr-&%s=F:v iff (M- &:%;s=F and%gio; Znp:SEF 1 V)

r-&,%,s=F,....Fn:v iff M-&%,s=Fix-- xFp v
FrF&FEG: Vv iff VT, Z2,9)(TH&ZsEF .V = THEERZSEG:Y)

The following variations of semantic entailment are also useful:
M-&,2,s=Fi,....Fn iff Me&,%Z,s=F* - xFy

r-&,FEG iff 2,9+ & %;s=F = r-&,%2,s=G)
M-&FEc%G iff (V[ Z <R,5)TH&ERSEF = THEXZsEG)
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L.9 Interlude: A Relaxed Fixed Point Theorem

Predicate environments in the previous sections were abstract and not related to pred-
icate definitions. In this and the next section, we show how to construct predicate
environments that satisfy the predicate definitions from the class table. This is not en-
tirely straightforward because predicate definitions can be circular. In order to deal
with circularities, Parkinson and Biermany/] forbid that predicate definitions contain
predicates in negative positions. As a result of this restriction, Parkinson/Bierman’s
predicate definitions give rise to monotone functionals on predicate environments, and
Parkinson/Bierman appeal to Tarski’s fixed point theorem for the existence of a solu-
tion. Unfortunately, entirely disallowing predicates in negative positions is too restric-
tive for us, because the definition of tleady-predicate in oulterator-example
mentions thestate-predicate of &lode in a negative position:

final class ListIterator<perm p, Collection iteratee>
implements Iterator<p,iteratee>

{ ..

pred ready = (ex Node x) ( ... (x.state<p> -* iteratee.state<p>) );

..}

Fortunately, thestate-predicate does not depend on tready-predicate, so that the
negative occurrence in this example is not part of a cycle. In general, we can guarantee
well-foundedness of predicate definitions if no cyclic dependency contains a negative
predicate occurrence. We will make this precise in Sedtidn.

First, we present some general fixed point theory. We denote the least element of a
complete latticd by 1, (often omitting the subscrigt). For complete latticek and
L', letL — L’ be the set of all (not necessarily monotone) functions ftora L', and
L = L’ be the set of all monotone functions frdmto L’. We will make use of the
following fixed point theorem.

Theorem 6 (Fixed Point Theorem) If L is a complete lattice and E L = L, then f
has a least fixed point.

In our applications of this theorem, the complete lattice is a function S§aee.
whereX is some set. We want to relax the fixed point theorem so that we can deal with
certain non-monotone functionals(X — L) — (X — L). Some definitions:

* ForF € (X —L) — (X—L)andY C X, we sayY is F-closedvheneverfy = gy implies

F(f)y =F(g)y forall f,ginX — L.

* ForF € (X — L) — (X — L) andY C X, we define the restrictionF,Y) of FtoY — L
as follows:
r(F,Y) : (Y—=L)—(Y—L)
r(FY) (D) = F(Fu{(xL)[xeX\Y}(y)

Lemma30 IfF € (X - L) — (X —L),Y is an F-closed subset of X anc:X — L,
then F(f)y =r(FY)(fly).
Proof. LetF € (X — L) — (X —L), andY be anF-closed subset of, andf € X — L.
Let f'=fy U {(x, L) |xe X\Y}. Clearly,fyy = f\/v-

F(Py = F(f)y (because is F-closed)
= r(RY)(fy) (by definition ofr)
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U
Lemma3llfF € (X—L)— (X—L)and ZCY C X and Z if F-closed, then Z is
r(F,Y)-closed.

Proof. Suppose- € (X - L) - (X —=L)andZCY C X andZ if F-closed. Let
f,ge (Y = L) — (Y — L) such thatf; = g;. Definef’ = fu{(x,L)[xeX\Y}
andd =gquU{(x,L)|xeX\Y} CIearIy,f"Z = giz.

r(FY)(f)z = F(f)y;z (by definition ofr(F,Y))
= F(f)z
= F(d) (becausé is F-closed)
= F(Q')|Y|z =r(F,Y)(9)z

g
Lemma32IfF € (X —L)— (X—L)andZCY C X and ZY are F-closed, then
r(F,2) =r(r(F.Y),2).

Proof. LetF e (X —>L)— (X—L)andZCY C X andZ,Y be F-closed. Let
feZ—LandzeZ Letf'=fu{(y,L)|yeY\Z}andf”"=fu{(x, L) |xeX\Z}

r(r(F,Y),2)(f)(20 = r(F, )(f’)( z)  (by definition ofr)
"(FY)(f3)(2)
F(f")(2) (by Lemma30)

= r(F,Z)(f)(z7  (by definition ofr)

ForY C X, the functiorLifty x is defined as follows:

Lifty x : (X—=L)—-»X—=L)—=(Y—>L) ->X—-L)—-X—L

i E@me < {2 ey

Definition 4 (Monotone Chains) GivenF € (X — L) — (X — L). An F-monotone
chainis an ascending chain® Xy C - -- C X, = X of F-closed sets such that for every
iin{1,...,n}andgin X;_1 — L the functionLifty,_, x, (r(F,X;))(g) is monotone.

Theorem 7 (Relaxed Fixed Point Theorem)If L is a complete lattice, Fe (X —
L) — (X — L) and an F-monotone chain exists, then F has a fixed point.

Proof. Supposd is a complete lattice anfl € (X — L) — (X — L). Let 0= Xy C
.- C Xn = X be anF-monotone chain. We show the following statement by induction
oni:
Foralliin {0,...,n}, r(F,X) has a least fixed point.

Fori = 0, this is trivial, because & L is a singleton set. Let> 0. By induction
hypothesisy(F, Xi_1) has a least fixed point, call @ Becausd.iftx._, x (r(F,X))(9)
is monotone, this function, too, has a fixed point by the fixed point theéredall this
fixed pointf. We will now show thatf is a fixed point ofr(F,X).
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First, letx € X\ Xi—1. Then:

r(F,X)(F)(x) = Liftx o x (r(F,%))(9)(f)(x) (by definition ofLiftx , x;)
= f(x) (becaussd is fixed point)

Using the fact thaf is a fixed point and the definition affty,_, x, we can also show:
9= fix_,

Letg =gu{(x,L)[xeX\X-1}. Thenfx , = QTXH' BecauseX;_1 is r(F,X)-
closed (by Lemm&1), we obtain:

r(F,X)(F)x_, = r(F,X)(d)x 4
We also have:

g = r(FX-1)(9) (becausg is fixed point)
= r(r(F,%),%-1)(9) (by Lemma3?2)
= r(r(F.X), %-1)()y, )
r(F, %) (9% 4 (by Lemma30)
So, we have(F,X)(f)x_, = r(F,X)(@)x_, =9= fx_,- O

L.10 Predicate Definitions

We define a functionat#.; that maps predicate environments to predicate environ-
ments:
pbody(r.P<a’>,C<>) = F ext D<t’>
C # Object andarity(PD) =n = F’' =r.PeD<x},,>
C =0bject or Pisrooted inC = F’ = true
Fer(8)(PEC)(T, 2,1, ) = { L it fstopy 85450 = FxF!

0 otherwise

Lemma 33 (Well-Typedness of%) If & is a pre-environment over X, then so is
Fet(E).

Proof. We need to show tha¥ (&) satisfies the axioms for predicate environments.
They are consequences of lemmas that we will prove later: AX&ms a consequence
of Lemma71 Axiom (b) is a consequence of Lemr8&. Axiom (c) is a consequence
of Lemma75and Lemma3. Axiom (d) is a consequence of LemmalLemma82 and
Lemma3. Axiom (e)is a consequence of Lemnia. O

We want to impose a condition on the predicate definitiortd that guarantees that
Z has a fixed point. We formulate this condition in terms of the dependency graph
that records dependencies between predicates. Basically, a préii€Catiepends on
QaD if P's definition inC mentionsQeD. We have to be a bit careful, though, to
soundly account for subclassing and predicate inheritance.

We label dependenciézeC - QeD by a signo {+,—}. A negative label indi-
cates thaQeD’s occurrence ifPeC’s definition is in a negative position, i.e., as the left
descendant of an odd number of implication nodes. To define the dependency graph
formally, we first define a relatiof > PeC, wherec ranges ovef+, —}. Intuitively,

F % PeC holds wheneveF’s validity depends orPeC. The relation is defined by
induction on the structure 6f:
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m.PeC<7’> 5 PeC iff PeC e Pred(ct)
n.P<w> 5 PeC iff PeC e Pred(ct)
FlopG 2 « iff FSxorGSk forlope {*,& 1}
F+G 2 «x  iff F2korG3«k
QT (F) 2 « iff FSk

The second clause of the definition conservatively accounts for the possibility that sub-
classes can extend predicate definitions. If, for instamdgs clas€ then we have to
record thatt.P<z> does not only depend d#eC but also orPeC’ for all subclasse€’
of C. Our definition even says thatP<z> depends ofPeC’ for all classes Cwhere
P is defined This is a conservative approximation. As a result, our dependency graphs
sometimes records spurious dependencies that do not really exist.

The following two rules define a relatioReC % QeD C Pred(ct) x {+,—} x
Pred(ct). We view this relation as a-labeled directed graph dfred(ct) and refer
to it asct's dependency grapfepGraph(ct).

The Dependency GraphpPeC % QeD:
I

(Dep Pred Sup) (Dep Pred Def)
PeD € Pred(ct) C=<D pbody(P<a>,C<m>) =F F %«
PeC - PeD PeC S «

The rule(Dep Pred Supaccounts for the fact that predicateslefined inC implicitly
depend orP@D, if D is a superclass @ that define®. This is so becaud®s definition
in C getsx-conjoined withP’s definition inD.

An edge inDepGraph(ct) is positive(resp.negativg whenever its label is- (resp.—).
A path ispositivewhenever all its edges are positive.

Requirement: In legal class tables ct, all cycles DepGraph(ct) must be
positive.

Theorem 8 (Existence of Predicate Environments)f ct is legal, then there exists a
predicate environmenf such thatZ(&) = &.

In the remainder of this section, we will prove this theorem. First some auxiliary
definitions: We writexk —* k' iff there is a path fromx to ¥’ in DepGraph(ct), and

k — *x’ iff there is a path with at least one negative edge. Note that the grapls
acyclic, if ctis legal. ForX C Pred(ct), we define| X = {kx | (3x’ € X)(x' —* k) }.
Furthermore,F = {x | (3o,x')(F 2 ¥’ —* x)}.

To prove Theorer, we want to apply the relaxed fixed point theorem (Theorgm
We formulate a concrete criterion fof-closedness.

Lemma 34 If |F C X and&ix = éj’x then(l' = &;Z;sEF) iff (T &, %,s=F).
Proof. By induction on the structure &f. d

Lemma 35 (Criterion for .Z-Closedness)If | X C X, then X isZ-closed.
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Proof. Let | X C X, éjx = 5|’x andk € Pred(ct). By inspecting the definition of#
and the definition of the dependency graph, we can see that there Fe)xgsish that
| F €| X and the following statements hold:

Fa(E)(K)(T) (B 0)T) =1 iff fsto B, b &R;S|=F
T &) K)(T) (B, )T) =1 iff fstoRn, - & R;S|=F

Because| X C X, we know that| F C| X C X and, thus,&jF = é”"lF Now, by
Lemma34, it follows that Z(&) (k) () (2,1 ) (7)) = F(&') (k) (7)(Z,r) (7). O

We say thaF is positive (resp. negative) onwhenevelr % k € X implieso = +
(resp.c = -).
Lemma 36 (Positive Formulas are Monotone, Negative Formulas are Antitone) et
LF C XWX, dom(&p) = Xo, dom(&) =dom(&”’) = X and& < &”.
(@) If Fis positive on X andl - &U & Z;sE= F), then(T = &UE; Z;sE=F).
(b) If Fis negative on X andl - & U &, Z;sE=F), then(T - &UE; Z;s = F).
Proof. Simultaneously, by induction on the structurd-of O

For X C Pred(ct), we say that i is positivewheneverX 5 k¥ = «’ € X implies
o=+

Lemma 37 (Criterion for Monotonicity of Lift) If Y C X and X\ Y is positive, then
Lifty x (r(:%ct, X)) (&0) is monotone for all pre-environmentg over Y.

Proof. SupposeY C X, andX \ Y is positive, andsy is a pre-environment ovey.
Extend&p to a pre-environment; overY U (Pred(ct) \ X) as follows:&j(k) = &p(k)

if x €Y, andéy(x) = L if k € Pred(ct) \ X. Note now that the following holds for all
& overX andx in'Y U (Pred(ct) \ X):

Lifty x (F(:Fet, X)) (60) (£) (1) = &3(K)

Now consider£ over X andk in X\ Y. By inspecting the definition af?;; and the
definition of the dependency graph, we can see that there Exsstsh thafF is positive
on X\ Y and the following holds:

Lifty x (r(:Zct, X)) (&0) (&) (k) (m)(Z,r) () =1 iff fstoZn, b EUE R SEF

Therefore, the monotonicity dfifty x (r(-Zct, X) (o) follows from Lemma3e6. O

Proof of Theorem 8. If ct is legal, then there exists a predicate environm&rdguch
that #(&) = &.

Proof. Supposetis legal, i.e., all cycles iDepGraph(ct) are positive. By the relaxed
fixed point theorem (Theorem) it suffices to construct a¥-monotone chain @
Xo C -++ C Xp = Pred(ct). The chain we construct has the property thaf = X for
all chain member¥;, which implies that they arg‘-closed (by Lemma5). Clearly,
10=0. Suppose, we have constructed a chai C - - - C X # Pred(ct). We wantto

construct thei + 1)-st member. Because * is acyclic, we know thaPred(ct) \ X has
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a non-empty subset of verticgssuch thats has no outgoing- *-edge whose target
is in Pred(ct) \ X;. Let Sbe the set of all suck’s, and letX;.; = XU | S. Clearly,

1 %41 € Xiy1. It remains to be shown thatifty x,, (r(Zct, Xi+1)) (&) is monotone
for all pre-environments; overX;. By Lemmas37, it suffices to show tha| S) \ X; is
positive. So leic > k' andx, k¥’ € (| S)\ X;. Becausex €| S, there is a”’ € Ssuch that
k” —* k. If it was the case that = —, thenk” —*«’, contradicting the minimality of
k. Thereforeg = +. O

M Basic Properties of Typing Judgments

Lemma 38 (Good Environments) Let ¢ range over right-hand sides of the forms
T:iov:T,m:T,e:T,F:io,s:0,0bj:0andh:o. If (TF _Z), then(T o).

Proof. By induction on the derivation f” - 7). O

Lemma 39 (Weakening) Let_¢# range over right-hand sides of the forms &, v: T,
n:T,e:T,F:o,s:0andobj:o. If (TH _#), T CIand(l"+ o), then(l - _7).

Proof. By induction on the derivation f” - 7). O

Note that the heap typing judgmefit - h: ¢) does not satisfy weakening. This is
intentional. We want that every object identif@in I''s domain represents some actual
object identifier (= memory address) at runtime, whose dynamic typéis

Lemma 40 (Strengthening) Let _# range over right-hand sides of the formgJ : o,
viU,m:U,e:U,F:oandobjo. If (Fx:TF _¢#)andx¢gfv(l, 7),then(TF 7).

Proof. By induction on the derivation of”,x: T + 7). O

Lemma 41 (Substitutivity and Inverse Substitutivity for Subtyping)
(@) If T <:U, then To] <: U[o].
(b) If T[o] <:U, then U= U’[o] for some U.
(c) f T[o] <:U[o], then T<: U.

Proof. All three parts by induction on the derivation of the subtyping judgment. The
proof of part(c) uses partb) to deal with the transitivity rule. O

Lemma 42 (Substitutivity) Let # range over right-hand-sides of the forms:,
v:U,n:U,e:UandF:o.

(@) If (T7/X = 7 T[@/X]) and(F,X: T+ _7), then(I [z/X - 7 [%/X]).

D) If(Fr-e:T)and(l,¢:TF _#), then C - _7Z[e/{]).

() If(T~o:o)and(T+ _#), then(Th, - _#0]).°

Proof. Part(a) by induction on(l',x: T + _#). Part(b) by induction on(l",¢: T +-
¥ ). Part(c) follows from part(a) in the following way: Supposél - ¢ : ©) and
(' 7). Letx=dom(l")NVar. If Xx=0, thenl[,, =T, c=0and _Z[o] = /.
(Fhp = Z[o]) trivially follows. So suppose# 0. Then(I, - o(X) : F(X)[o]), by
definition of (T - o : ¢). In particular, it follows tha{l",, F <) (by Lemma38) and
thereforefv(I'y,) = 0. Therefore[ n,[c] =y, and, thus(Mpp[o] F o(X) : T (X)[o]).
Now, we can apply paif) to obtain(l'n, = np[o] - _Z[0]). O

5Recall thato ranges over closed substitutions. See Sedtiarior the definition ofl - o : <.
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Lemma 43 (Inverse Substitutivity for Values) If (T o :T’) and (F[o] - v: T[o]),
then(l', I +=v:T).

Proof. In casevis an integer, boolean a1, this is obvious. So suppose thas an
object identifier or a read-only variable. Ther dom(I") andl[c](v) <: T[o]. But
thenl"(v) <: T, by Lemma4l Butthen(l',T"Fv:T). O

Lemmad4 If (TFT:o)and T<:U, then(l-U :9).

Proof. By induction on<:, using substitutivity (Lemma2) to deal with the type
parameters of reference types. O

N Basic Properties of Logical Consequence
Lemma 45 (Well-Typedness)If (;v;F - G), then(T;vH F,G: o).
Proof. By inductions on the derivations. O

Lemma 46 (Weakening Validity of Boolean Expressions)f ' =e,[ CI" and(I" +
), thenl =e.

Proof. This holds because, by definitioh,= e entails thatk is true in all heaps that
extendr ,,, and, moreover, the truth efdoes not depend on variables outshde). O

Lemma 47 (Weakening) (a) If (I;v;F +G), I C T and ([ F <), then(I;v;F I
G).
(b) If (FFe:v), then(F,EFe: V).
(©) If (FFG: V), then(F, EI—G V). L
(d) If (T;v;F - G) and(I - E : o), then(T;v;F,E - G).

Proof. Parts(b) and (c) are immediate from the definitions. Pafts and(d) by
inductions on the derivation ¢f;v;F - G). O

Lemma 48 (Substitutivity for Validity of Boolean Expressions) If (T'[z/X]F 7 T[/X])
and (T, %: T = &), then( (/%] |= el/X)).

Proof. Let (M[z/X -z :T[x/X)and(",x: T =e). Letl" Dp, Mx/al, (T, Fh:o)
and (" F o : o). We need to show thdie[7/X][c]]} = true. To this end, lets’ =
o[x+— 7x[o]]. Note thate[n/X][c] = €[c’]. Therefore, we are done if we can show
that [e[o’]l = true. Lety=dom(I\Ty,). LetT” = (I .y: T (y),X: T). Because
(I, x:T =e), we knowtha{l",X: T Fe:bool), thus(rhpl—o) thus,fv(Inp) =0, thus,
C[7/Xhp = Thp, thus, " Dpp (T, X T). Moreover, (Thp Fh:o), becausdy =T
and(l'y, Fh:o). Becausdl,x: T |=e), it therefore suffices to show thf” - o’ : ¢):

Letfirsty € y. Becausdl'"' - ¢ : o), we know that("} ) - o (y) : T (y)[o]). We also
know thatl,, = I'y, ando(y) = o’(y) andr™(y)[e] = [x/X(Y)[o] =T (y)[x/X]o] =
r(y)[o’). Hencer ], - o'(y) T (y)[o']

Let nowx € xsuch thato’(x) = [o] andl"(x) = T. We know that(l" - ¢ : ¢)
and(I'" - = : T[x/X]). By substitutivity (Lemma42(c)), it follows that(I'{, - z[o] :
T[x/X][c]). We know thal"{ / =T} andz[c] = ¢’(x) andT [x/X][c] = T[o ] There-
fore, I - o'(x) : T[o"]. O

Lemma 49 (Substitutivity)  (a) If (F +e: v), then(F[x/x] + e[x/X]: v).

INRIA



Separation Logic Contracts for a Java-like Language with Fork/Join 63

(b) If (F+G: V), then(F[x/X] - G[x/X] : V). B
() f (Mz/X] - m:T[r/x]) and(F,x: T;v;F I G), then(l;v;F)[x/X] - G[m/X].

Proof. (@) by induction on the structure @& (b) by induction on the structure @,
and(c) by induction on the derivation df" ,x: T;v;F - G). O
Lemma 50 (Specialization of Variable Types)If ([, x: U;v; Fr G), Mx:Tko)
and T<:U, then(F,x: T;v;F F G).

Proof. This follows from substitutivity (Lemma9) and(I",x: T - x: U). O
Lemma 51 (Purity) If (T;v;F - G), then(F - G: v).

Proof. By induction on the derivation dfl’; v;F - G). For the proof case&x Intro)
and(Fa Elim), we need the syntactic restriction on quantified formulaisT o) (F),
namely, that field selection expressiom$ that occur inF must not contain occur-
rences ofx. O

Lemma52 (Cut) (a) If (T;v;EFF)and(F,GI-e:v), then(E,Ge: V).
(b) If (M;v;EFF)and(F,GF-H:v), then(E,GFH: V).
() If (T, v;EFF)and(l;v;F,GFH), then(l';v;E,GF H).

Proof. (a) and(b) are consequences of Lemrda. Part(c) by induction on the
derivation of(I";v;F,GFH). O
Lemma 53 (ispartof is a Partial Order) Supposé;vEF :o.

(@) (I';v;true - F ispartof F).
(b) (T';v;true - F ispartof H) is derivable from(I';v;true F F ispartof G)
and(l;v;true - G ispartof H).

The derivations only use the rules for-* and the identity rule.

Proof. Straightforward natural deduction proofs. O

O Basic Properties of Method Subtyping

We define a judgmenk, - MT : ¢, for well-formed method types
F-<Ta>reqFiensGUMVD :o iff Fa:T,I:VFT,FGUV:o

Lemma 54 (Method Subtyping is a Preorder)

(@) If (T=MT: o), then(l = MT <: MT).
(b) If (T =MT <: MT’) and (I - MT’ <: MT”), then(l - MT <: MT").

Proof. By application of the natural deduction rules. For transitivity, in order to deal
with the variant types of the self-parametgr one uses the fact that logical conse-
qguence is contravariant in the types of the free variables (LeBilna O
Lemma 55 (Substitutivity) If (T[z/x] - : T[x/x]) and(I,X: T - MT <: MT’), then
Mz/X FMT[x/X] <: MT'[x/X].

Proof. This is a consequence of substitutivity for value subtyping and logical conse-
quence (Lemmadl and49). O
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Lemma 56 mtype(m, T)[7/a] = mtype(m,T[7/a])
t<T o> <1 SXT> = t<T > ext SKT> € Ct or t<T > impl S<7T> € ct

Lemma 57 If t<T a> <:1 s<7>, (T - 7' : T[7'/a]) and mtype(m,s<7>) is defined,
then(I" - mtype(m,t<z’>) <: mtype(m,s<z[7’/]>)).

Proof. Becausect: o, we know thater : T - mtype(m,t<a>) <: mtype(m,s<m>).

Thenl F mtype(m,t<a’>) <: mtype(m, s<z[7’/a]>), by Lemmasb5 and56. O

Lemma 58 (Monotonicity of mtype) If T <:U, (I =T : ¢) and mtype(m,U) is de-
fined, thermtype(m, T) <: mtype(m,U).

Proof. By induction on the derivation of <: U, where we use a “tight” transitivity
rule: T <:1U, U <V = T <:V. This transitivity rule gives rise to the same subtyping
relation. The proof makes use of Lembia O

P Basic Properties of Hoare Triples
Lemma 59 (Well-Typedness) (a) If (I;vE {F}hc{G}), then(l";vE F,G:¢).
(b) If (T;vE{F}c:T{G}), then(F;vF-FT,G:0).
Proof. Forhchy inspection of the last rule. Forby induction on the structure of O
Lemma 60 (Weakening) (a) If (F;vE{F}hc{G}),[ CI"and(l"' o), then(l"; v

{F thc{G}).
(b) If (T;vE{F}c:T{G}),f CIMand(l"+ o), then(l";vk {F}c:T{G}).

Proof. Forhchy inspection of the last rule. Forby induction on the structure of O
Lemma 61 (Substitutivity)

(@) If (M[z/X|F 7 : T[x/X]) and(F,X: T;vF {F}hc{G}),

then(("v) (/X - {F[%/X}hix/X{G[7/X])):
() If (T[r/X[Fn:T[r/X])and(l,x:T;vk{F}c:U{G}),

then((I;v)[x/X] - {F[/X]}cla/X] : U[w/X{G[x/X]}).
Proof. Forhchy inspection of the last rule. Farby induction on the structure af O

Lemma 62 (Logical Consequence)f (I;v;F - F’) and (I';v- {F'}c: T{G}), then
(MvEA{F}c: T{G}).

Proof. By induction on the structure af O

Lemma 63 (Subsumption) If (F;vF {F}c: T{G}) and T<: U, then(I';vF {F}c:

U{G}).

Proof. By induction on the structure af O
We abbreviat¢3H) (v {F}thc{H} A T;v;H FG) as(T; v {F}hc{F G}).

Lemma 64 (Frame Lemma) Letl - H : o.

@) If (M;vE{F}c:T{(exT @) (G)}) andfv(c)Nfv(H) C RdVarULogVar,
then(F; v {FxH}c: T{(exT'a) (G*H)}).
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(b) If (T; v {F}hc{G}) andfv(hc) Nfv(H) C RdVarULogVar,
then(I;vE {F xH}hc{F G*H}).

Proof. By induction on(l;vi-{F}c: T{(exT' ) (G) }) and(I";vF {F }hc{G}). O

Lemma 65 (Derived Rule for Bind) If (IM;0F {F}c: T{(exTa) (G)}), T <: [ (¥)
and(T;pH{(exTa) (x==¢* G)}c' :U{H}), then(l;o-{F}{«<c;c :U{H}).

Proof. By induction on the structure af O

Lemma 66 (Derived Rule for Sequential Composition)If (I';0F {F}c: void{G})
and(T;o- {G}c' : T{H}), then(l;o+ {F}c;c : T{H}).

Proof. This is a consequence of the derived rule for bind (Lend)a d

Q Basic Properties of Semantics

Lemma 67 (Expression Semantics Preserves Typings) (T-e:T), (Th, F h: o),
(TFs:o)and[e]l = u, then(T-pu: T).

Proof. By inductionon(l'+e: T). O

Lemma 68 (Pure Expression Have Values)f (T-e:T), (T, Fh:o), (THs:o)
and 2; h;s = pure(e), then[e] = u for some somg.

Proof. By inductionon(l'-e:T). O

Lemma 69 (Stability of Pure Expressions)If #Z = (h, 22, 2), i, (2;h;sl= pure(e))
and[[e]? = u, then(2;W;s = pure(e)) and [e]! = p.

Proof. By induction on the structure @& using the resource soundness conditien
onZ. g

We define: An expressiomis called dfield selection expressidfii it is of the form
e=¢€.f for somee, f.

Lemma 70 (Pure Field Selections are Enough)f (2;h;s = pure(€)) for all field
selection expression$ that are subexpressions of e, the#; h; s = pure(e)).

Proof. By induction on the structure & The only proof case that makes use of the
induction hypothesis is the case wheris of the forme = op(€). O

Lemma 71 (Resource Monotonicity)

(a) If [€]f = 1 and h< I, then[[e]{' = p.

(b) If 2;h;s}=pure(e) and h< I, then2; ;s = pure(e).

© W =&%ZsEF),Z<% T Chp T and(Ty, F %, 0),
then(lr"+ &, %' ;sEF).

Proof. Part(a) by induction on the structure @&, using Lemmal4. Part(b) by
induction on the structure a& Part(c) by induction on the structure é¢f. For the
cases wher& = 0.P<z> or F = 0.PeC<7>, one uses that predicate environments are
monotone with respect to resources, by axi@n The most interesting proof cases are
the ones wheré = F; *F, andF = F; - F,. So we do these in detalil:
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LetF =FixF, (TH&%ZSEF), Z<%, T Chp I and(M, = 2%, : ©). Then
B =K1 %%, (THE%1;s=F)and(lT- & %2,sER). Moreover,%’ %*%3 for
someZs, by Lemma21(b). By Lemma26, we have(T'y = (%1, % )np : ©) and(I'y,
(%2%%3) /% )np - ©). Thus, by induction hypothesid,’ - &; %1,/ %';s = F1) and
(ME & (%2xZRs) /#SER). Then(l' = &% /R *(RoxR3) /%' ;SEF).
But#Z, /%' +(%ox%#3) /% = %', by Lemma27.

LetF =F xR, (TH&ZsEF), Z<%' T Chpl’ and(rgID - %’]p o). Let
M1 Dnp I, Z#%1 and (M1 F &, %1;s = F1). By Lemma21(b), we haveZ' = % * %o
for someZy. By Lemmas26 and 10, we have((l1)n, - (Zo / %1) * Z1)hp - ©).
By Lemma27, (%o /" %1)* %1 = Fo* %1, thus, ((T1)np b (Zo* F1)np : ©). Fur-
thermore, %1 < Zo* %1, by Lemma2l(a). Therefore by induction hypothesis we
obtain (M - &;%Zo*%1;s = F1). Becausel' - &;%;s = F), we then get(l'; -

ER* (Ho*F1);SE ). BULZ * RBo* T = F' * F1. O
Lemma 72 (Store Invariance)
(8) If Sy e) = S, and €] = u, then(e]fy = p.
o and 2;h;s k= pure(e), then2; h; s |= pure(e).

(€
(0) If Sirv(e) = Si(e
(c) If S|fv( %va th:l'f]p, F|fv(,:> :FI’MF), (I"I—s’:<>) and(l’l—é”;e%’;s|: F),
then(r’ Fé&; % s =F).

Proof. Parts(a) and(b) by inductions on the structure ef and partc) by induction
on the structure oF. The most interesting proof cases arefor= F, —x  andF =
(faT a) (F’). So we show these in detail.

LetF =F —* F, S‘f\,“:) = %fv( th = th, FMF) = rva(F), (F’ Fs: <>) and(F F
E,#,;s=F). Letl'] Dy, I, %’#%’l and(Fy - &;%;S |= Fy). Definelly = (M)np U
F‘Va,. ThenF1 th r. Furthermore(rl)hp = (r&)hp, (F1)|fv(,:) = FWF) = Fifv(m =
(I”l)‘fv(,:), and (1 F s: o) by weakening(™ - s: ¢). Then by induction hypothesis,
(T F &;%1;s=F1). Becausdl - &;%;s=F), we have(l'y - &, % * %15 = F)
By induction hypothesig["} - &; Z* %1;S = F).

LetF = (faT a) (F"). LetS‘fv %f th hp' r‘fv(':) = Fifv(,:), (F’ o <>)
and(l'+ &, Z;s=F). LetTg Dpp F’ Ro > %’ ((Fo)hp F (Z)np <) and ((Fg)np
n:T). Definelg = (Mg)np U F‘\,ar Thenlg Dy, . Becaus€l - &;%;sk=F), we have
(FoF &;%0;s = F[r/a]). Then by induction hypothesi§l'y - &'; %o;8 = F(n/al).

O

Lemma 73 (Value Substitutivity for Semantics)

(2) [lefv/a8 = p iff ], = u.

(b) (2;h;s = pure(elv/{])) iff (2;h;s[¢ — V] = pure(e)).

) f(Fkv:T),(Tks:o)and(l,¢:THF:o), then(l+ & %;sk Flv/{) iff
(M 0:TEE RS — V] =F).

Proof. Parts(a) and(b) by induction on the structure & and part(c) by induction
on the structure oF. The most interesting proof cases arefFor F; -x F andF =
(faT a) (F’). So we show these in detail.

LetF=F —*F. Let(TFVv:T),(TFs:o), (M{:THF:o)and(l+ &;%Z;s=
Flv/0). Letly Dnp (T,0:T), Z#%1 and(T1 F & %1;9¢ — V] = Fy). Definel] =
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1\ {¢:T}. By induction hypothesis, we hav€’ - &; %1;s = Fi[v/{]). Then(l'} -
E X * %S = Fov/l]), becausél - &;%;sl=Fv/{]). Then by induction hypothesis
Tk &% * R 90— V] = ).

LetF=F-*xF. Let(TFVv:T), (FTks:o), (FT4:TFF:o)and(F,¢(:THE
E RSl — V| |=F). Letl1 Do I, Z#%1 and(T1 = &;%41;s = Fi[v/{]). By induction
hypothesis(I1,£: T+ &;%1;5¢— V| EF1). Then(T1,0: T+ &, % * %1, 9¢ — V] =
F), becauserl, ¢ : T+ &;%;s[¢ — V] = F). Then by induction hypothesig['; -
E R * %S = R|v/1)).

LetF = (faT o) (G), (TFv:T),(Fks:0), (M 4:THEF:o)and(l-&;%Z;s=
FIv/€]). LetT' Dn, (T, 0:T), %' > %, (T, = %, o) and(T} Fx:T). Letl” =
"\ {¢:T}. Becausdl \ &;,%;sk=F|[v/{]), we have(l" + &, %’';s = G|v/{][n/a)).
But Glv/{]|n/a] = G/ a]|v/{], becausex ¢ fv(v) andr is closed. Thereford[” I
& %' sk=G[r/al|v/{]). Then by induction hypothesif;’ - &; %Z'; S| — V] = G[n/ a]).

LetF=(aTa) (@), (THV:T),Tks:o), (F4:THF:o)and(l,¢: T+
E RSV EF). Letl" D T, %' > Z, (T, = %np 1 0) and(Ty - T). Because
(M :TH&ERZ;S[t— V| EF),wehavel" . 0: T+ &% 9¢— V] =G[r/a]). By in-
duction hypothesig["”' + &;%';sk= Gn/al[v/¢]). Then(T'+ &; Z';sl=G[v/{][r/a)),

becaus&|v/{|[r/a] = G[rn/a][v/{]. O
Lemma 74 (Expression Substitutivity for Semantics)

(@) If [m] = [[72]], then7r[7r1/x] = w[mp/X| and T[m1/X] = T[m2/X].

(b) If [eler/x]]2 = 1 and [e1]§ = 2], then[[ elex/X|]8 =

(c) If (2;h;sf= pure(eler/X))), [eu]l§ = [e2]§ and (2; h;s|= pure(e2)),

then(2; h;sk= pure(elez/X))).
(d) If (T F &% |= Fley/X), h= %, [e1]lg = [€2]8, (Zgo;his = pure(ey, €2))
and(I - F[ex/x] : ), then(l - &;%Z;s = Flea/X]).

Proof. Part(a)is an immediate consequence of the injectivity of value semantics
(Lemmab). Parts(b) and(c) are shown by inductions on the structureeofPart(d)

is shown by induction on the structure Bf To deal with specification parameters of
predicates (resp., type annotations in quantifiers), one use@partombination with

the fact thatr[e/x] (resp.,T[e/X]) can only be well-typed if eithex does not occur in

7 (resp.,T) or eis a specification valug’. The most interesting proof case is for

F = F, - F. So we show this case in detail:

Let F =Fi—*F, (T+ &%;sk Fley/X), Z = (h,2,2), [el]l = [e:])¢ and
(2;h;sk=pure(er,e)) and(l - Flex/X] 1 0). Letl1 Dpp I, Z1 = (1, 21, 2), Z#HI%1
and (M1 - &;%1;s = Fi[ez/X]). By Lemmas9, we have[[eﬂ]hl [e]? = [e]R =
[[ez}]gl and 2;hy;s = pure(er,e2). From (I + &;%;s = Fle1/x]) and weakening, it
follows that(I"1 - Fi[e1/X] : ¢). Therefore, by induction hypothesig;1 - &;%1;s
Filei/x]). Then(T1 - &% * %1;s = Roleir/X]), becausél - &, %;s|= Fle1/X]). Be-
causeh < hxh;, we can apply resource monotonicity (Lemm to get[er ]]h m_

[el]? = [e2] = [eo]2*™ and 2;h*hy;s = pure(ey,&). Then(Ty+ &% *%1;s #
Fle2/X]), by induction hypothesis.

In the following, recall thaE*P ranges over formulas that do not conta#) |, fa
or predicate identifiers that are not data group identifiers.
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Lemma 75 (Splitting) If (' &;%;s}= F*), then(l' - &; %%;s = split(F*P)).

Proof. By induction on the structure ¢¥*P. For case§° = 0.PePeC<z> andFsP =
0.P&P<7t>, we use axionfc) for predicate environments. For cds® = (ex T a) (G*P),
we use that splitting commutes with substitutieplit(F=P)[x/a] = split(F*P[r/a]).

Lemma 76 (Merging Without Datagroups and Existentials) If F P does not contain
datagroup identifiers or existentials an@l - &;%;s = split(F=P) *split(F*")), then
(T & Z;s=F*P).

Proof. By induction on the structure ¢f°. O

The following lemma is needed to update the global permission t@blehen a
field o.f getsfinalized. We define:

A

finalize(0.f,,%Z) = (Znpl0.T V], Zioc[(0, T) — 0], Zgio[(0, T) — 0])
Lemma 77 (Finalization) Let o€ dom(%hp), Zioc(0, f) =0, Zg0(0, f) =1and (M, -
npl0.T — V] 1 0).
If (TH&,%,s=F), then(T - &;finalize(o.f,v,%Z);s = F).

Proof. By induction on the structure &f. For case§ = 0.PeC<z> andF = 0.P<7>,
we use axionie) for predicate environments. O

The following lemma is needed to update the global permission table after calling
join.
Lemma 78 (Thread Joining) Let o € dom(h), £?(0,join) < x < 2(0,join) and
2' = 2[(0,join) — X.
If (TH&;(h,2,2);s=F), then(lTt&;(h,2,2');sE=F).

Proof. By induction on the structure &f. For case§ = 0.PeC<z> andF = 0.P<7>,
we use axiontf) for predicate environments. O

The following lemma is needed to prove soundness of the verificatioriMele).
{ 1 ifp=o

[l

initloc(0) (p, k) 0 otherwise

{ (T,init(T)) if p=o

>

inithp(,0,T)(p) (F(0),0)  if pedom()\ {o}

initrsc(F,0,T,2) = (inithp([,0,T), initloc(0), 2)

Lemma 79 (Initialization)

(@) If (T+C<m>:0), 0¢ dom(), 2(o,k) =1 for all k in FieldldU {join}, (I
s:0), Zt(&) =& and C=< D, then(l",0: C<z> + &;initrsc(I,0,C<m>, 2);S
0.init@D).

(b) If (T'+=C<xm>:0),0¢ dom(Il), 2(o,k) =1forallkin FieldldU{join}, (T Fs:
o), and.Z(&) = &, then(I",0: C<t> F &;initrsc(l7,0,C<m>, 2); S 0.init).

Proof. Part(a) by induction on the subclassing order Part(b) follows from part(a)
becaus®.init is equivalent ta.init@C, if Cis 0's dynamic class. O
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R Soundness of Logical Consequence

Lemma 80 (Soundness of Syntactic Purity)lf (2;h;s|=F : v') and (F - G: V),
then(Z;h;s=G: V).

Proof. Let(2;h;sk=F :v)and(F+ G:v). Letebe a field selection expression that
occurs inG. Theneoccurs inF by definition of(F - G: v'). Then(2;h; sk pure(e)),
becaus€ 2;h;s=F : v). O

We now prove soundness for the merge-restricted logical consequence judgment
. (see Sectior®).

Lemma 81 (Soundness of Merge-restricted Logical Consequencé)(T;r;F -/, G)
and %(&) =&, then(TF &F =G: V).

Proof. By induction on the height of the proof tree that we obtain fidgnr;F H, G)'s
proof tree after “inlining” proof trees for class axioms. This inlining is well-founded
because proofs of class axiom are, by definition, not allowed to make use of class
axioms (see Sectioi).
Case 1(Id): _
MrEF,.G:o
rr;F,GH, G
Supposél - Z,s: o) and(l' - &, %;sk=F,G: v'). By definition of semantic validity
(caseF *G), there exists &' < #Z such tha(l' - &;%’;sl=G). Then(l' - &;%Z;s =
G), by resource monotonicity (Lemn¥d). Moreover,(Zgio; %hp;S = G : v') follows
from (Zgi0; %np; S = F,G 1 V'), because every subexpressioris a subexpression
of F,G.
Case 2,(Pure Intro): B _
rnFH,G Fre:v
I;r;F I, G*Pure(e)

Let(TFZ,s:0)and(lT'+ &, %;s=F : V). Then(Zgo; %np;S = F : v'). Moreover,
(T &;%;sk= G:v) by induction hypothesis. By Lemm&), it is now enough to
show thatZyo; Znp; S = pure(€) for all field selection subexpressiod=of e. So lete/
be a field selection subexpressioreofThené’ occurs inF, becauséF i-e: v'). Then
Regio; Fnp; S |= pure(€), becauséZyio; Znp; S F V).

Case 3,(x Intro):

MrFH,HL T GH, Hp
IrF.GH, HixHp
Let(T'FZ,s:0) and(l - &;%;s=F,G: v'). By definition of semantic validity, there
are#1 and %, such thatZ = Z1* %2, (T'+ &, %1;s=F :v) and(I b &, %2;s =
G: V). By induction hypothesig]' - &;%1;s=H1: v') and(l - &; Z2;S=Hz 1 V).
Then, by definition of semantic validityl + &;%;sl=Hi*Hz: v').
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Case 4,(x Elim):
MrFH, GixGy T E,Gy,Gp Hy, H
FrF,EH, H

Let(T - Z,s:0)and(T - &;%;s=F,E : v'). By definition of semantic validity, there
areZ1 and %, such thatZ = Z1x %>, T - &, Z1,s=F :v)and(lT - &, %2, s =
E:v). By induction hypothesis(l' - &;%1;s = G1*xG,: v'). Then, by definition
of semantic validity,(I' + &;%2;s = E,G1,G,: v'). Then, by induction hypothesis,
(TE&%;sEH: V).

Case 5,(— Intro):

rrF,GiH, Gy FHG1:v

M FH, G -+Gy
Let(TFZ,s:0) and (I - &;%;s=F : V). Note thatZgo; %np:St= G1: v, by
Lemma80. Letl Dy, ', Z#%1 and( 1 - &;%1;s = G1). By resource monotonicity
(Lemma7l), we have(l'1 - &% /" %1;s=F :v'). FurthermoreZ * %1 = (% /
1) * %1, by Lemma27. Therefore, (M - & %*%1;s= F,G1:v). Then(l'1 F
&% *%1;s= Gy 1 v'), by induction hypothesis.

Case 6,(—* Elim):

M FH, Hi—*Hy 1 GH, Hy
i F.GH, H
Let(F'FZ,s:0) and(l' - &;%;s=F,G: v'). By definition of semantic validity, there
are%1 and %, such thatZ = %1+ %, T+ &, %1,s=F :v)and(T + &, %2, =
G: V). By induction hypothesis(I' - &;%1;s|=H1—*Hz: v') and(T - & %2;s =
H1: v'). By definition of semantic validity, we then haet &; %1 * %2;s|=Ha: v').

Case 7,(& Intro): _ _
rnFH,GL IinFH, G
rrFH, G1& Gy
Let (M- %,s:0) and(T - & %Z;sEF:v). Then(T &, %;s=Gy:v) and (T -
&:%;s = Gy:v'), by induction hypothesis. Thefl - &;%;s= G1& Gz: V'), by
definition of semantic validity.
Case 8,(&% Elim 1):

rirFH, G &Gy
rirFH, Gy
Let (T+%,s:0) and(T + &;%;s=F :v). Then(l' - &, %;s=G1& Gy : V), by
induction hypothesis. Thefi - &;%;s}= G1 : v'), by definition of semantic validity.

Case 9| Intro 1. _ _
rnFH,G. FFGy:V
rrFH, Gl Gy
Let(T-Z,s:0)and(T+ & Z;s=F:v). Then(l' - &;2;sk= G1 : v'), by defini-
tion of semantic validity. Theiil' - &; Z;s|= G1 | G2 : v'), by definition of semantic
validity and LemmaB0.
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Case 10(| Elim):
rrFH,Gi1G, IrEGiF,H [rEGypH), H
rrF.EH,H

Let(TFZ,s:¢) and (I - &;%;s|= F,E: V). Then there are#,, %, such that
X =R %%, T+ E%1;,8sEF v)and(l - &;%2;sE E: v'). By induction hy-
pothesis,(I' - &;%1;5= G1 | Gz : v'). This means thatl - &;%1;s}=G1:v') or
(T & %1, Gy: V). Let's assume the former. Théh - &;%;s=E,G1: V).
Then(l'+ &;%;s=H : v'), by induction hypothesis. The other case is symmetric.

Case 11(Ex Intro).

FFx:T FMa:THG:o [rFH, Gln/al
MirFH, (exTa) (G)

Let(MT-%,s:¢o)and(l'-&;%;s=F : v'). We know thatlom (") C ObjldURdWHrVar,
by definition of (I - %,s: ¢). Furthermores does not contain read-write variables,
by definition of specification values. Th{s,, - 7 : T), by strengtheningl" -7 : T).
Moreover(l' - &;%;s = G[n/a] : v'), by induction hypothesis. Theli - &;%;s =
(ex T ) (G)), by definition of semantic validity. To obta{#hy; Zgi0; SE= (ex T a) (G) :
v') we note that every field selection expression that occufeinT o) (G) also oc-
curs inG[z/a], by our syntactic restriction that the bound variablenust not occur
in field selection expressions.

Case 12(Ex Elim):
MrEH, (exTa)(G) Ta:T;r;F,GFH,H a¢F,H
MrEFH, H

Let(T'-Z,s: o) and(I' - &;%;s|= E,F : v'). Then there are?; andZ%» such that
R =G * %2, T+ E;%1,S=E v)and(l'+ &, %2;,s=F :v'). Then(T' - & %1;s=
(ex T ) (G) : v'), by induction hypothesis. Then there exists sanseich tha(l,, -
n:T)and(l - &;%1;s=Glr/o]:v'). Then(l - &, %;s=E,G[r/a]:v'). Onthe
other hand, we have;r;E,G[n/a] +,, H), by substitutivity (Lemmat9). Because
value substitutions do not increase derivation height, we can apply the induction hy-
pothesis to obtaifl - &;%2;sl=H : v).
Case 13(Fa Intro) _ _
agF [o:T;riFH,G
MrFH, (faTa) (G)
Let(T+%,s:0)and(l' =&, %, sEF : V). Letl" DOn, T, %' > %2, (T}, - %, ©) and
(Thp =72 T). By resource monotonicity (Lemn¥d), we have(l' - & Z";sEF @ V).
By weakening (Lemma&?7), we have(I”’, o : T;r;F . G). Then(I”;r;F ., G[x/al]),
by o ¢ F and substitutivity (Lemma9). Now we can apply the induction hypothesis
to obtain(l - &;%';sE=G: V).
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Case 14(Fa Elim}

CFH, (faTa)(G) T T
r;r;FH, Glr/al

Let T+ Z%Z,s:¢) and (I - &;%;s = F :v'). By induction hypothesis, we have
(TE&Z;sk= (faTa) (G) : v'). Becausedom(I') C Objld U RdWrVar and spec-
ification values do not contain read-write variables, we can strendthenr : T) to
obtain(y, -7 : T). Therefore(l' - &;%;s = G[r/a]) by the semantics of universal
quantification. Moreover%h; #gi0;S = Gln/a] : v') follows from (Zhp; Zgio; S =
(faTa) (G) : V) becausex is not contained in field selection expressions, by syn-
tactic restriction.
Case 15(Ax): _ _
rr-,G T-F,G:o FFG:V
rrFH, G
Let(T-%Z,s:¢)and(l' - &;%;sk=F : v'). Note that(%hp; Zg0;S = G : V') holds
by Lemma80. This takes care of the checkmark and it suffices to show thaf +
&:%;s= G). To this end, we distinguish cases axiom by axiom:

Case 15.1:

Firi), true

Let h = %p,. We have([true]l = true). Therefore,(I - &;%;s = true: V), by
definition of semantic validity.

Case 15.2:

rr HN false—*F

LetT” D, I, Z#%' and (T - &;%';s |- false). Leth = % . Then[false] =
true. This is impossible, s@ + &;%;s|= false —x F) is vacuously true.

Case 15.3:

;1 ], FSP—x (split(FSP) xsplit(FP))

Letl" Dy, I, Z#t% and(I" - &;%';s|=F*). Then(l" - &, %+ %#';s = F*°), by re-
source monotonicity (Lemmal). LetZ* %' = (h, #,2). By Lemma75, we obtain
(IME&;(h32,2);s = split(FP)). Becauséh, 2, 2)x(h, 32, 2) = (h,2,2),
we then get(l' F &;(h, 2, 2);s = split(F*P) xsplit(F*?)). Because(h, #,2) =
R*Z', we then havél'’' - &; Z * Z';s = split(FP) xsplit(FsP)).

Case 15.4:

FsP does not contain datagroup ids> ';r I, (split(FSP) xsplit(FsP)) —x FsP

Letl’ Dno I, Z#%Z' and(I - &;%';s = split(F*P) *split(F*?)). Then we havel’ +
ER*R';s = split(FP) xsplit(F5P)), by resource monotonicity (Lemmal). By
Lemma76, we then obtaif[’ - &, Z * %Z';s = F*).

Case 15.5:
I;rk!, (PointsTo(e[f],n,€) & PointsTo(e[f],n’,€")) assures & ==¢’
This axioms holds because heaps are functional in object- and field identifiers.
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Case 15.6:
(THe:T) = Iri, Pure(e) - (ex T a) (e== )
This is a consequence of Lemra

Case 15.7:
CTE'el el €) = IMrH), (ep*xep) —x€

Let(T=ter | 'ex | €). Letl" Dn, T, Z#% and (I - &,%';s = erxep). Let
h= %, 0 = %, andh’ be some total heap such th&t , - h" : o) andh=h <h".
We have[e;]Y = [[e]!' = true, by definition of semantic validity. Thefie,]]!" =
[e]"" = true, by Lemma71 Then[[¢]Y = true, becausdl = te; | tey | €).
Furthermore, we haveZ,o; h;s|= pure(le; | ey | €)), thus,§%g|o;h;s# pure(€)),
thus, (Zgo;n* ;s |= pure(¢)) by Lemma7l. Then[[€]l*" = u for somep, by
Lemma68. Thentrue = [€]" = u by Lemma71. Thus,[€]0*" = true.

Case 15.8:

(TFed: TATX:THEF:0)=T;rk, (Fle/xxe==¢) *F[€/x
Let(TFe€:T)and(F,x: THF:o). Letl" Dn I, Z#%Z' and (I + &;%';s =
Fle/x|*e==¢€). Then(I'"'+ &;Z*%';s=F|e/X xe==¢€), by resource monotonicity
(Lemma7l). Let Z*%' = (h,2,2). By definition of semantic validity, we have
(M- &,%*%;s=F[e/X), (2;h;s= pure(e €)) and[e]! = [€]". By substitutivity
(Lemma42) and weakening, we hay€’ - F[€//x] : ¢). Thus, we can apply Lemniat
to obtain(l" - &, Z*%';s= F€/X]).

Case 15.9:

(TExm:T A axiom(T)=G')=T;rk, G[r/this]

Let (Mt x:T) andaxiom(T) = G'. We need to shoWl - &;Z;r |=s= G/[r/this]).
Becauseaxiom(T) is defined, T must be a reference type. Thanmust be an ob-
ject identifier. LetZ,(m), = C<n’>. Let|a| = |n'|. LetG” = axiom(C<a>). Be-
causeC<n’> <: T, we know thatG”[7’/a] implies G, and it therefore suffices to
show that(l" - &;%;s = G"[n',n/,this]). To this end, it suffices to show -
&;C isclassof 7 = G’[7',n/a,this]. By soundness of class axioms (see Sec-
tion J), we know thata : T,this : C<a>; this; C isclassof this F’ G”. But
then we havel;x;C isclassof -’ G"[7’, /o, this]), by substitutivity. Then
I+ &;true = G' [, /o, this], by induction hypothesis.

Case 15.10:

I;r}, m.Pe0bject

We need to show thal - &;%;s|= n.P@0bject). Because this is true only If -
7w.Pe0bject : o, we know thatr is eithernull or an object identifier. In the former
case, we are done by the semantics of predicatesnwith-receiver. So ler = 0. By
the semantics of predicates, we need to showdtiBe0bject)((),#,0,()) = 1. This
expression is only well-typed P € {state,init}. BecauseZ.(&) = &, we know
that.Z(&)(Pe0bject)((),#,0,()) = 1. By definition of.Z, this is the case only if
(T'k &;%;0 = true*true). But this is true.
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Case 15.11:
M;r k), null.k<m>

(M &;%;s = null.k<m>) is true by the semantics of predicates withl 1-receiver.

Case 15.12:
C=D = TI;rt+), m.PeD<7> ispartof n.PeC<r, >

If # =null, then this amounts térue ispartof true, which trivially holds. So
let's assume that = o for some object identifieo. To abbreviate, let’s writ®; for
0.PeC<x, n’> and Py for 0.PeD<z>. By transitivity of ispartof (Lemma53) and
because we have already shown the soundness of the natural deduction rulasdor
-*, we can assume th&kt is an immediate superclass©f Letl" D, I', Z#%' and
(It & %' ;s=P.). Then(l - 0:C<x”>) and&(PeC)(n”, %' ,0,(x,7')) = 1. Be-
causeZq(&) = &, then 7 (&) (PeC)(n”, %', 0,(n, 7)) = 1. By definition of 7, it
follows thatpbody(0.P<7, 7’>,C<t”">) = F ext D<a”’> and([" + &; %';s = F *Py).
ThenZ' = %%, (It &,21;s=F) and(I" - &; %4; s k= Py) for some#;, %#5. We
need to show that™ + &; %+ %#';s|= Py* (Py —* ;) ). To this end, it suffices to show
that(M+ &2 /" %#';sk=F -+ Py —*P;). To abbreviate, le%Zy = % ,/ %'. Using the
natural deduction rules for and —*, we can derived- — Py —* P, from F xPy —x P..
Because we have already shown the soundness of these natural deduction rules it
suffices to show thafl” + &;%Zo;s = F*Py—*PF). So letl’” Dy, I, Zo#%" and
(Mt &;%";sk=F xPy). By definition of predicate semantics and beca#sg &) = &
it then follows thatl" + &; %" ;s = F). Then(l'" + & %o* #Z";s = R:), by resource
monotonicity (Lemma1).

Case 15.13:

;r+!, m.PeC<7> ispartof m.P<m>

If # =null, then this amounts térue ispartof true, which trivially holds. So
let's assume that = o for some object identifien. To abbreviate, let's writd>
for 0.PeC<m> andP for 0.P<z>. Letl’ Dy, I, Z#%' and (I + &;%';s = P). Let
Jnp(0), = D<a”>. ThenD = C, by well-typedness of.. By the semantics of predi-
cates, there arg’ such tha(l”’ + &;%’;s = 0.PeD<x, 7’>). To abbreviate, let's write
Py for 0.PeD<7, w’>. By the previous axiom (which is already proven sound), we know
that(l + &, %;s= P ispartof Py). Therefore(l" - &, Z*%Z';s|= Pex (P —x Py)).
It follows that(I" - &; Z*%';s|= Py). Butthen(l' + &, %+ %';s = P), by predicate
semantics.

Case 15.14:

1, T.P<> x—% (ex T @) (1.P<,a>)

It is straightforward to show the two implications. (Recall that the semantics of pred-
icates with missing arguments looks up the predicate type in the dynamic class of the
receiver and existentially quantifies over the missing parameters.)

Case 15.15:
r;rH, (7.PeC<m> * C isclassof w) —* w.P<m>

Proof straightforward.
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Case 15.16:
(Cisfinal orPisfinalinC) = [;r ), 1.PeC<t> —* w.P<m>
Proof straightforward.

Case 15.17:
(M Er:C<a”> A pbody(r.P<zm, @’>,C<”’>) = F ext D<’"’>)
= I;rH, r.PeC<x, T'> *—* (F *r.PeD<x>)

Proof straightforward, using thaf.(£) = & and inspecting the definition of .
O

In order to lift the soundness lemma from the merge-restricted logical consedtjgnce
to -, we need to show soundness of the unrestricted merging axiom.

Lemma 82 (Merging) If I';r F, split(F) : supp and Z(&) = &,
thenl - &;split(F) *split(F) = F.

Proof. By induction on the structure &f. The casé = 0.P8"PeC<x> uses axion{d)
for predicate environments. The cdSe- 0.P8P<7> also uses axiortd) together with
the fact that the existential quantifier in the semantice.Bf"P<z> is empty, because
datagroups do not have variable arity (as enforced by the subtypingGuteSub).
The only other interesting case is the one for existentials:

M=T:o Fa:T;rEFisupp To:T,a :T;r;truek, split(F& Fla'/a]) =+ a == o/
Mirk (exTo) (split(F)) : supp

Let (T & %;s = split((ex T o) (F)) *split((ex T o) (F))). Then there are#,
H, w1, o such thatZ = Z1+x%» and (I - &;%;;s |= split(F[mi/a])) fori = 1,2.
Using resource monotonicity, we obta{h - &;%;s k= split(F[m /] & Fm/a])).
By applying substitutivity to the last premise of the above rule, we olftaincrue -,
split(F[m /o] & F[mp/o]) = mp == mp. We now use the soundness-f (Lemma81) to
obtainl - &;final(%Z);sk=split(F[m1/a] & Fm2/a]) —* w1 == mp. Thus,I - &;%;s|=
m == my, by the semantics of linear implication and becafisal(%Z)* % = %. This
means thafm ]| = 2], hencem; = mp (Lemmab). Then we haveplit(F[m /o) =
split(F[m/a]), hence,T + &;%;s = F[m/a]) by induction hypothesis. By the se-
mantics of existentials, it follows théf - &; %Z;s|= (ex T a) (F)). d

Proof of Theorem 4 (Soundness of Logical Consequence)lf (F;r;F_F G) and
F(&)=¢&,then(lT' =& F =G V).

Proof. By induction on the height of the derivation (F;r;F - G). All proof cases
are exactly like in the proof of Lemm@&l. The only additional axiom that needs to
be shown is the merging axioni ;v F :supp = I;vE (split(F) *split(F)) -x F".
But this is a consequence of Lemrid and the fact thatl";v - F : supp) implies
(F;viw F 2 supp). O
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S The Formula Support

Our Hoare rule forjoin allows callers to use fractions gbin’s post-condition. In
order to prove the soundness of thein rule, we need the following propertyif
(T'E & F =G), then(l - &;fr-F |=fr- G). Specifically, this property is needed to
deal with subtyping: IfF is run’s postcondition at the receiver's dynamic type and
G the postcondition at its static type, we know ttiat- &;F = G), by behavioral
subtyping. What we need to know (6 + &;fr - F = fr - G), wherefr is the fraction
of the postcondition that the caller “requests”. Provided thand G are supported
(which is a requirement farun’s postcondition), this property follows from a similar
property forsplit: if (IT'+ &;F |= G), then(I" - &;split(F) = split(F)).

As a technical tool for proving this property, we define a function that maps formu-
las to their support:

Arens© =%  xrensPure(®)=R  xrpps(mull.k<m>) =7
xr 5.2 .5(0.PEPRC<T>) = N{%' > % | (37)(T - 0:C<'>, &(PeC)(7, %' ,0,7) = 1)}
xr &.%.5(0.PEP<T>) = N R > | (3T )(%np(0), = C<'>, &(PeC)(7, %' ,0,7) = 1)}

(hu{(o,(T,(f,v)}, O[(0, ) = [[«]], 2)
where[€]f = o, h(0); =T, [¢]S =V

xr ¢.(h,2)s(Perm(eljoin], 1)) £ (h, 0[(0, join) — [[#]], 2)
xr.6.2sF*G) = xr o.2.5(F)*xr 5 .2.5(G)
xrs.2s(F&G) = xr s.25F)Varens(G)

/ 2 [ xr.e%s(Flr/a]) wherer is unigue such that
xreas((ex T ) (F)) = { Fop - 72T and(3%' > %)(T - &% s = (Fln/al)

%r’g’(h?yﬁg)’s(PointsTo (e[f] 77'[,6()) 2 {

xr.«.zs(F) is not always well-defined, not even(F - &;%;s |= F). For instance,

the right-hand-sides of the clauses farintsTo andPerm may not be well-formed
resources, and the witness in the clause for existentials may not be unique. This is un-
problematic, because we will only apply this function to resources of the fiaei%2)

and to formulag- that are supported.

Lemma 83 (Existence and Minimality) Let(I";ot,, F :supp), Zut(&) =&, and(T +
&;%;s=F). Then:

() Xr & sinal(#).s(F) is defined.
(b) T'=&;%r & finai() s(F);S = F.
() If Z' > final(#Z) andT - &, %";s|= F, thenZ' > xr & finai) s(F)-

Proof. By induction on the structure df. The proof uses axiortb) for predicate
environments. O
Lemma 84 (Splitting for Semantic Entailment) If (I';0 F,, F,G,split(F),split(G) :
supp) and #(&) =& and (M- &, %;sk=F) and (T - &;F =<4 G), then(I' -
&;split(F) =< split(G)).

Proof. Let Zu(&) =&, (T;0Fw F,G,split(F),split(G) : supp), (- &;Z;sEF),
and(lT'+&;F E<g). LetZ' < Z and(T - &;%Z';s k= split(F)). Let#” = final(Z').
Then by Lemmas3:
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T & xr 6. s(sPlit(F));sk=split(F) 2 > xr s 4 s(split(F))
From (' &;%Z;s=F), we get(l' - &;%;s |= split(F) *split(F)), by soundness of
splitting. Then, by Lemm&3 and becausénal(Z) = final(#') = %"

T &5 xr e s(split(F)) * xr o g s(split(F)); s = split(F) *split(F)

By soundness of merging (Lemrfid) and the assumptidni- &';F =<, G, we obtain:

T= & xr e s(split(F))* xr o g s(split(F));s = G

Then by soundness of splitting:

[ F & 6. o(SPIt(F)) % X1 5 o (Pt (F)); S = split(G) %split(G)
But then by the minimality property of the support:

xr s s(sPIt(F)) * xr ¢ gor s(sPIit(F)) = xr g5 s(sPIit(G) *split(G))
= xr.e.a"s(sPlit(G)) * xr & g s(split(G))

Multiply both sides with (Lemma24): xr s 5 s(split(F)) > xr s % s(split(G)). On
the other hand, we have:

CE & xr 6. s(split(G)); s = split(G)

Because?’ > xr s 4 s(split(F)) > xr o 2 s(split(G)), it follows thatl" - &, %' ;s|=
split(G). O
T Linear Combinations

The verification rule for callingoin uses scalar multiplicatiofr - F of a linear com-
binationfr and a formuleF. Linear combinations represent numbers of the forms 1 or
ST, bit; - 51, For convenience, we repeat the definitions from Sedii@n

bit € {0,1} bits ::= 1 | bit,bits  fre BinFrac == all | fr() | fr(bits)

The scalar multiplicatiorr - F is defined as followsall-F = F, fr() - F = true,
fr(1)-F =split(F), fr(0, bits) - F = fr(bits) - split(F ) andfr(1, bits) - F = split(F ) * fr(bits)-
split(F). For instancefr(1,0,1) - F *-x (split(F)*split>(F)).

Lemma 85 If ([;vF :supp), then(T;v;F +fr-F).

Proof. By induction on the length ofr, using the split-direction of the split/merge
axiom. O

Lemma 86 If Z(&) =&, (T;0-F,G:isupp), (TH&%Z;sEF)and(T- & F E<»
G), then(l - &;fr-F =<5 fr-G).

Proof. By induction on the length df using a similar property fasplit (Lemma84),
and the fact that splitting preserves supportedness (LeByma O
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In order to prove the soundness of our verification rule for joining threads, we need
a few more lemmas about scalar multiplication. In particular, we need the distributivity
law I, v;true b (frq +fryp) - F = (fry - F) = (fr, - F).

In order to define the addition on the left-hand side of this law, we mimic expansion
to a common denominator as known from addition of rational numbers. The map
[ : BinFrac — Q interprets symbolic binary fractions as concrete rationals:

[l =1 [frO] 20 [fr()]=3 [fr(0.bits)] = 3[[fr(bits)] [fr(Lbits)] = 3+ 3[fr(bits)]

Lemma 87 (Addition of Symbolic Fractions) If [[fr4]] + [[fro]] < 1, then there exists a
unique symbolic fraction fr+ fr, such that[fr, +fr,]| = [[fr{] + [fr2].

Proof. If [[fr,]] = 0, we definefr, + fr, = fr,. Similarly, in case][fr,] = 0, we de-

fine fr, +fr, = fr;. Let's assume thalffr;]] > 0 and[fr,] > 0. Then alsq[fr,] < 1
and[[fr,] < 1, becausdfr,]] + [fr,]] < 1, by assumption. Then, by definition {f],

[fry] = Sy bity; - 2 and[fr,] = ¥, bity; - +, wherebit; , = 1 andbit, ) = 1. Sup-

pose thah > k (the other case is symmetric). Using standard arithmetic, we can repre-
sent(fr,] + [fr,] as5 with ¢ < 2". If c = 2", we definefr, +fr, £ all. Otherwise, we

use standard arithmetic to rewrigg to S, bit; - 21, wherebity, = 1. We then define
fro+fry £ fr(bity, . ..,bitm). The uniqueness follows from the fact that the above sum
representations of concrete binary fractions are unique (by standard arithmetic).

Lemma 88 (Subtraction of Symbolic Fractions) If [[fr,]] < [[fr4]}, then there exists a
unique symbolic fraction fr— fr, such that(fr; — fr,) +fr, = fr.

Proof. If [[fr,]] — [[fr,]] = 0, we definefr, —fr, = fr(). If [fr,]] — [fr,] = 1, we define
fr, —fr, = all. Otherwise, we represefir ] — [[fr,] asy | 4 bit; - % wherebit, =1, and
we definefr; —fr, = fr(bity, ..., bit,). By construction, we haviifr; — fr,] + [[fr,]] =

[fro]]. Then(fr, —fr,)+fr, = fr, because, by our definition of additiaffit; — fr,) +fr,
is the only symbolic fractioffr such thaf[fr, — fr,] + [[fr,] = [fr]. O

Computing the sunfifr,]] + [[fr,]] is done by first reducing the summands[of; ]
and [[fr,]] to a common denominator. We will mimic this algorithm on formulas.
Part (b) of Lemma90 below says that the operation that mimics the reduction to a
common denominator is an equivalence transformation.

We define an operatiotopy(n, F) that*-conjoinsn copies of formuldr:

copy(0,F) = true copy(n+1,F) = F xcopy(n,F)
Lemma 89 Let(I;vF F :supp) and n> 0.

(@) T;v;true F copy(2n,split(F)) *—* copy(n,F)
(b) I;v;true I copy(2",split"(F)) *—x F

Proof. Part(a) uses the split/merge axiomtimes. Partb) by induction onn. For
n= 0, we havecopy(2°,F) = F. Forn > 0, we use the induction hypothesis to obtain:

copy(2",split"(F))  *—* copy(2,copy(2”’1,split”’l(split(F))))
*=*  copy(2,split(F)) *»*F
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Lemma 90 (Reduction to Common Denominator)Let(I";vE F : supp), |bits) =n<
m and fr= fr(bits).

(@) [fr] = ($Lybiti -2™) - _

(b) T;v;true k- fr - F *—x copy (3., bitj - 2™, split™(F))

(c) T;v;true F fr - F = copy (2M[fr]], split™(F))

Proof. Part(c) follow from parts(a) and(b). Parts(a) and(b) are both shown by
induction on the structure dfits. We do the proof of partb) in detail: Forbits= 1,
we havefr(1) - F = split(F) and on the other hand:

copy(TE 2™ split™(F)) = copy (2™, split™ Y(split(F))) - split(F)

For the last equivalence in this chain, we used Len38{a). Suppose now thdtits =
(bity, bits'). We derive the following:

copy (3, bit; - 2M1, split™(F))
= copy(yy biti1-2M71 split™(F))
= copy(% z?;llbiti+1 2™ split™(F))
*—%  copy(3biti g - 2™ split™1(F))
*—x  fr(bits) - split(F)

The last step uses the induction hypothesis and the step before Leffa)aUsing
this equivalence, we now get:

copy(3 4 bit; 21 split™(F)) _
= copy(bity - 2™, split™(F)) * copy (3, bit; - 21, split™(F))
*—x  copy(bity - 2™, split™(F)) *fr(bits) - split(F)

In casebit; = 0, we have:

copy(bity - 2™, split™(F)) = fr(bits ) - split(F)
= truexfr(bits) - split(F)
*—x  fr(bits) - split(F) = fr(bits) - F

In casehit; = 1, we have:

copy(bity - 2™ 1, split™(F)) = fr(bits) - split(F)
= copy(2™1, split™(F)) = fr(bits) - split(F)
*—x  split(F) xfr(bits) - split(F) = fr(bits) - F

For the equivalence on the last line, we used Lengg{a). O

Lemma 91 (Monotonicity of Scalar Multiplication) If [[fr] > [[fr’] and (F;vF F :
supp), then(I;v;fr - F = fr' - F).

Proof. If [[fr] = 1, we know by Lemma5. If [[fr’] = 0, then this is trivial because
fr'-F = true. So let's assume that2 [fr]] > [[fr'] > 0. Thenfr = fr(bits) andfr’ =
fr(bits') for somebits, bits. Let m= max(|bits|, |bits'|). By Lemma90, we obtain(fr -
F *-x copy (2M[[fr]},split™(F))) and (fr" - F %—* copy (2M[[fr']],split™(F))). But clearly
copy (2™[[fr']],split™(F)) is derivable frontopy (2M[[fr], split™(F)) by dropping([[fr] —
[fr']) copies ofsplit™(F). O
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Lemma 92 (Distributivity of Scalar Multiplication) If (I';vE F :supp) and fr, +fr,
exists, the;v;true b (fry +fry) - F =% fr - F * fr, - F.

Proof. If fry = fr(), then the left-hand-side equdis, - F and the right-hand-side
equalstrue *fr, - F. These are equivalent. The case = fr() is symmetric. The
case where eithdr, = all or fr, = all is covered, because then the other one has to
be fr() (otherwisefr, + fr, would not exist). So let's assume tha} = fr(bits) and

fr, = fr(bits') for somebits andbits’. Let m= max(|bits|, |bits'|). By Lemma90, we
then know that:

(1) I;v;true b fry - F =% copy(2M[fr,], split™(F))

(2) I;v;true b fry - F x—=x copy(2M[fr,], split™(F))

(3) IM;v;true b (fry +fry) - F x—x copy (2M[fr, +fr,], split™(F))

(In casefr, + fr, = all, the last equivalence holds by Lemi@&(b).) By definition of
fr, +fr,, we have thaflfr, +fr,]] = [[fr,]] + [[fro]]. Therefore:

(fry+fry)-F
*=x copy(2M[fry +1fr,]], split™(F))
= copy(2™fr,] +2™[fr,], split™(F))
*—x  copy(2M[[fr{], split™(F)) * copy (2M[fr,]], split™(F))

fry-Fxfry-F
O

U Preservation
Proof of Theorem 5 (Preservation).If (ct: o), (st: o) and st—¢ st, then(st : o).
Proof.
(1) ct:o assumption
(2) st:o assumption
(3) st— st assumption

An inspection of the reduction rules shows thtis of the following form:
(4) st=(h,ts|0is (sinc))

By inverting the last verification rules in the derivationsif ¢, we obtain%s, Z, I',
I, F, G, fr andG' such that the following statements hold:

(5) h=Znp* (Zis)np

(6) dom(np) — dom((Zis)ny)
(7) Zstts:o

(8) Ful8) =&

Q) T-o:r

(10) I, Fs:o

(11) F[o|F &, %Z;s=F[o]: v
(12) I,r;r = {F}c:void{G}
(13) cfv(c) N dom(I") =10
(14) G=fr-G[o/this]

(15) post(h(0)1,run) =G
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(16) Z¢i0(0,join) < [fr]

(17) fr=allor 3% > Z)(T + &;%';s|= G'|o/this])

(18) dom(I") C Objld URdWrVar anddom(I"’) C LogVar

Statemeni{(18) is implied by (11) and (9). All other statements are taken from the
premises ofState) (Cons Pooland(Thread) We now distinguish cases by the reduc-
tion rules that can possibly be the reasondior st

Case 1,(Red Dcl}

¢ ¢ dom(s) § =s[l— df(T)]
(h,ts|0is (sinT ¢, ¢)) — (h,ts]| ois (' inC))

In this case, we can further instantiatandst’ as follows:
11)c=T4c

(1.2) st = (h,ts| 0is (S'inCc))

(1.3) S 2 g0+ df(T)]

By bound variable renaming, we may assume:

(1.4) ¢ & dom(T")

We define:

(A5 2re:T

We apply weakening (Lemm0) to judgment(10) and obtain(l,,I"’ I s: ). More-
over, we havel ,, I’ - df(T) : T). Using(Stack) we get:

(1.6) My,M"+-9:0
By inverting judgment12), we obtain:

(1.7) Ty, T';r F {F % £ ==df(T)}¢ : void{G}
(1.8) (¢F,G

Because ¢ fv(F[o]), we can apply Lemma2(c) to (11)in order to extendto s’
(1.9) Mylo| - &;%2;8 =F[o]: v

We have[ /]y = (¢) = df(T) = [[df(T)]!¥ for anyh'. The last of these equalities holds
becauself(T) is a closed value. We thus have:

(1.10) [y[o] F &;final(#);S = L ==df(T): v

BecauseZ * final(#) = % and becausgl.9)and(1.10)hold, we obtain:

(1.11) Fy[o] - &;%;8 =F|o] * £==df(T): vV

Now, we apply(Thread)}to (1.6), (1.11)and(1.7). We obtain:

(1.12) Z+ois(Sinc):o

Finally, we apply(Cons Pooland(State)to (1.12) (7), (6) and(5). We obtain:
(1.13) st : o
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Case 2,(Red Fin Dcl)

s(¢)=v d'=c v/
(h,ts| 0is (sin final T 1=¢; ¢’)) — (h,ts|0is (sin "))

In this case, we can further instantiatandst as follows:
(2.1) c=final T 1=¢; ¢
(2.2) st =(h,ts| ois (sin "))
The last rule in12)'s derivation is(Fin Dcl). By the premises of this rule, we get:
(2.3) IL,I1:Tir = {Fx1==/¢}c : void{G}
(4T, MHe:T
(2.5) 1 ¢ F,G.
Becausél' [ s:¢) ands(¢) =v, we haveg(l", [’ - v: T). By substitutivity (Lemma 1),
we can apply the substitutidw/1] to (2.3), obtaining:
(2.6) I,I;r={F*v==/(}c" : void{G}
We have][(]Y = s(¢) =v= [[v]]g,' for anyh’. The last of these equalities holds because
is a closed value (this follows froifi0) and(18)). We thus have:
(2.7) T[o]F &;final(#);sEv==(:V
BecauseZ *final(#) = %, we can combinél1)and(2.7)to obtain:
(28) T[o|F & %,;s=F[o] xv==0:V
We apply(Thread)to (2.8) and(2.6), and obtainZ - ois (sin ¢”) : . Applying (Cons
Pool)and(State)to the previous judgment ar{@d), (6), (5), we obtainst : ¢.
Case 3,(Red Unpack)

(h,ts| ois (sin unpack (ex T ) (H); ¢)) — (h,ts|ois (sin c’))

In this case, we can further instantiatandst’ as follows:

(3.1) c=unpack (exTa) (H);
(3.2) st =(h,ts| 0is (sinC'))

Definel,, = (I, o : T). The last rule i(12)'s derivation is(tUnpack) By the premises
of this rule, there existB’ such that:

(B33) F=F'*(exTa) (H)
(3.4) I,Tir F {F'*H}c : void{G}
(35) a ¢F.G

From(11), we obtain%1, %2, such thatZ = %1* %, (l' o]+ n: T[o]) and:

(3.6) F[o]|+ & %1;sEF'[o]: v
(3.7) Tlo] - &;%2;s=Hlo|[x/al : v

Definecy, = (0,0 — x). Then:
(3.8) THoy: T,
Becausex ¢ fv(I',F’,ran(0)), statement$3.6) and(3.7) are equivalent to:
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(3.9) Moy - &;%1;sE=F'[0a] 1 v
(3.10) MNog| - &;%2;s=H[0u] : v

Thus, we have:
(3.11) Moy - &;Z;sk= (F'*H)[0g] : v
We can now applyThread)to (3.8), (3.11)and(3.4), obtaining(Z + ois (sinc) : o).

Case 4,(Red Var Set)

s =g/l V|
{h,ts] ois (sin¢=v;c’)) — (h,ts|0is (S inC'))

In this case, we can further instantiatandst’ as follows:

(4.1) c=/¢=v;c

(4.2) st = (h,ts| 0is (S'inc))

(4.3) S 2 50—

The last rules ir{12)'s derivation argSeq)preceded byVar Set) From the premises
of these rules, we obtain & such that:

44 r,r'Ev:(r,re)

(4.5) [T r={F'}=v{F'* ==V}

4e)r,r;r;FF

4.7 r,r';r-{F'x £==v}c :void{G}

(4.8) L ¢F'
Becausdl,["-s:¢) and(l, " - v: ([,I7)(¢)), we have:
(49 rres:o

Applying substitutivity (Lemmad9) to (4.6), we obtain(l"'[o];r;F[c] - F'[o]). By
soundness of logical consequence (Theo®@nwe can compos€ (o] - &;%Z;s =
Flo]:v) and([[o];r;F[o] - F'[o]) to obtain(T [o] + &;%;s = F'[o] : v'). Because
¢ ¢ F', we can modifys at argument (part (c) of Lemma73) without destroying
semantic validity. We obtain:

(4.10)T[o|+ &, %S EF'[0]: v

We have[[/][} =<(¢) = v = [v]T for any heapy. The last of these equalities holds
becauselom(I',I") C Objld U RdWrVar U LogVar and thusv is not a variable but a
closed value. Fronf¢]7 = [v] it follows that (I'[o] I &;final(%);S [= £==V). In
combination with(4.10)andZ *final(#) = %, we then obtain:

410 Mo+ &%;s EF'[o]* t==Vv:V

We apply(Thread)to (4.9), (4.11)and(4.7)to obtain(Z + ois (S'in ¢') : ©). Then we
apply (Cons Poolgnd(State)to (Z + ois (S inc) : ¢), (7), (6), (5). We obtainst : ¢.
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Case 5,(Red Op)

arity(op) = [ [op]"(V) =w € = s[> wj
(h,ts| ois (sin £=0p(V); ¢')) — (h,ts|ois (S inC))

In this case, we can further instantiatandst as follows:

(5.1) c=/=0p(V); ¢

(5.2) st = (h,ts| 0is (S'inc))

The last rules i12)'s derivation argSeq)preceded byOp). From the premises of

these rules, we obtain & such that:

(5.3) I, - op(¥) : (T,T")(¢)

G4 r,rnFEF

(6.5) I, I;r={F'* £==0p(V)}C : void{G}

(5.6) L F’

Leth = { (p,(IF'(p),0)) | p< dom(h) }. Then(I',["), - K :o. On the other hand,

we havel (o] F h:o. Thus,fstoh= (fstoh')[c]. By axioms(b) and(c) for operator

semantics, it follows thatv = [op]"(V) = [op]" (V) = [op(V)]7. We can therefore

apply Lemmab7 (“expression semantics preserves typing”jis)and obtain, I -

w: ([, (¢)). Thus:

G7)r,Mes:o

Applying substitutivity (Lemma49) to (5.4), we obtain(l'[c];r;F[o] + F'[o]). By

soundness of logical consequence (Theonwe can composél [c] - &;%;s =

Flo]:v) and(l[o];r;F[o] + F'[o]) to obtain(T o] + &;%;s|= F'[o] : v'). Because

¢ ¢ F', we can modifys at argument (part (c) of Lemma73) without destroying

semantic validity. We obtain:

(5.8) To]|+&;%;8 =F'[o]: v

We have[[E]]'s‘,' =d{)=w= [[op(V)]]'s‘,'. By axiom (b) for operator semantics, these

equations still hold if we replade by final(#)n,. Therefore(I (o] - & final(Z);s |=
==0p(V)). In combination with(5.8) and% *final(%#) = %, we then obtain:

(5.9) F[o|+ & %;S EF'[o]* £==0p(V): vV

We apply(Thread)to (5.7), (5.9)and(5.5)to obtain(#Z + ois (S in ¢') : ©). Then we

apply (Cons Poolgnd(State)to (Z + ois (S inc) : ¢), (7), (6), (5). We obtainst : ¢.
Case 6,(Red Get)

s =9/t~ h(p)y(f)]
(h,ts] ois (sin£=p.f; c)) — (h,ts|ois (SinC))

In this case, we can further instantiatandst’ as follows:

(6.1) c=/¢=p.f;c
(6.2) st = (h,ts| 0is (S'inc))
(6.3) s’ =s[t— h(p),(f)]
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The last rules ir(12)'s derivation argSeq)preceded byGet). From the premises of
these rules, we obtal’, E andE’ such that the following statements hold:

(6.4) I, T;r;FHF

6.5 r,r;r,F+E

(6.6) I, p.f: (M)

(6.7) L& F

(6.8) I,I;r={F'}=p.f{F'*E'}

(6.9) (E,E’) = (PointsTo(p[f],z,u), £==u) or (E,E') = (Pure(p.f), £==p.f)
(6.10) I, I;r - {F'*E'}c : void{G}

Let W = %,. From(6.4), (6.5)and(6.9), we deduce that'(p),(f) is defined. Be-
causeh’ < h, it must be the case that(p),(f) = h(p),(f). From(6.6), we obtain
that(F[o] - p.f : T(¢)[c]). Becausdl'[o] - N : o), we then ge{(l'[o] F h'(p),(f):
[ (¢)[c]). Becausd(p),(f) =h(p),(f), it follows that(I'[c] - h(p),(f) : [ (¢)[o]).
Then(T',I" Fh(p),(f): [(¢)), by Lemma43. Thus, we have:

(6.11)T,I"Fs 0

Like in the previous proof cases, soundness of logical consequence (Th@osiehds:
(6.12) F[o]| - &;%;S EF'[o]: v

Similarly, we obtain:

(6.13) o]+ &;%;S EE[o]: v

To complete this proof case, it suffices to show the following:

(6.14) To]| - &;%;S = F'[o]*E'[0] : v goal
We split cases according {6.9).

Case 6.1(E,E’) = (PointsTo(p[f],7,w), £==u): From(6.13) we geth'(p),(f) =
[u]Z. On the other hand, we hag]!l = s(¢) = h(p),(f). Therefore,[¢]7 =
h(p),(f) = H (p),(f) = [u]?. It follows that:

(6.1.1) Mo] - &;final(#Z);s El==u: Vv

BecauseZ *final(#) = %, we can combiné6.12)and(6.1.1)to obtain:
6.12)T,I"-& %S EF[o]*x £==u:V

Becausé'[o] = ¢ == u, we have established our gd&l14)

Case 6.2(E,E’) = (Pure(p.f), {==p.f): Let 2 = Zy,. From(6.13) we know
that2(p, f) < 1. We have{[é]]g' =9(0) =h(p),(f) =N (p),(f) = [[p.f]]g/. From this

equation and2(p, f) < 1, we obtain thatl'[c] - &;final(#);s = {==p.f: V). In
combination with(6.12), we then get:

(6.21)To|+ &%;8 =EF'[o]* L==p.f: v
Because&'[o] = ¢ == p.f we have established our gqél14)
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Case 7,(Red Set)

W =h[p.f — w|
{(h,ts| ois (sinfin p.f=w; ¢)) — (W, ts| ois (sinc'))

In this case, we can further instantiatandst as follows:

(7.1) c=finp.f=w; ¢

(7.2) st = (h',ts|ois (sinC))

(7.3) i =h[p.f — w]

The last rules in(12)s derivation are(Seq)preceded byFld Set) From the rule
premises, we obtaiR’ andE such that:

(7.4) T,I";r;F - F * PointsTo(p[f],1,T)

(7.5) I,I"+p:C<m>

(7.6) T f € fld(C<m>)

7w T

(7.8) (fin,E) = (&, PointsTo(p[fl,1L,w)) or (fin,E) = (final, p.f ==w)

(7.9) I,I;r={F *E}c : void{G}

Like in the previous proof cases, soundness of logical consequence (Th&gretds:
(7.10) I'[o] + &;%;s}=F'[o] * PointsTo(p[f],1,T[o]) : v

This means there a®’, 2" such thatZ = %' * %" and:

(711) Mo+ &% ;sEF'[o]: v

(7.12) T[o] + &;,%";s = PointsTo (p[f1,1,T[o]) : v

By inverting (I, - p: C<z>) we obtain(I",")(p) <: C<m>. Becausep is an object
id anddom(I"’) C LogVar, we know thatp ¢ dom(l"”’). Therefore[ (p) <: C<zm>. Let
h' =2/ ,. Becaus€r [c] - I’ : o), we know thal (o] = fsto . Froml'[o] = fstoh”
andr (p) <: C<m> it follows thath” (p)1 = (I'[0])(p) <: C<m>[c]. From this and7.6)
it follows thatT[o] f € fld(h”(p)1). Applying substitutivity to(7.7), we get(l'[o] +
w: T[o]). Furthermore, we hav&,’ (p,f) =1 by (7.12)

loc

We now split cases according (6.8).
Case 7.1F = PointsTo(p[f]l,1,w): In this case, we have:
(7.12.0) M[o)| - &;%"[p.f —w|;sEE[o]: vV

By Lemma28, we know thatz'#%" [p.f — w] and%’ * Z" [p.f — w] = Z[p.f — w].
From(7.11)and(7.1.1) it then follows that:

(7.2.2) T[o]+ &;Z|p.f — wW|;s=F'[c]*E[o] : v
From(7.1.2)and(7.9), it follows that:
(7.1.3) Z[p.f — W] Fois(sinc):o

By Lemma28, we know thatZs#Z [ p. f — w] and%Zis* Z[p. T — W] = (Zis* Z)[p. T —
w]. From(7) and(7.1.3)it follows that:

(7.1.4) (Zis*Z)[p.f — W Fts|ois(sinc):o
We have(Zis* Z)[p.f — Wnp, = h[p.f — w] = h'. Thus, by(State)
(7.1.5) (W, ts|ois(sinC)) : ¢
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Case 7.2E = p.f ==w: In this case, we have:
(7.2.1) T'[o] - &;finalize(p.f,w,Z");sE E[o]: v
By applying Lemma/7to (7.11) we get:
(7.2.2) T[o] + &;finalize(p.f,w,Z');sEF'[o] 1 v
Becausdinalize(p.f,w, %) *finalize(p.f,w,%") = finalize(p. f,w, %), we obtain:
(7.2.3) T'[o] - &;finalize(p.f,w,Z);s|= F'[o]*E[o] : v
From(7.2.3)and(7.9), it follows that:
(7.2.4) finalize(p.f,w,Z) F 0is (sinc) : o
Applying Lemma77to (7), we get:
(7.2.5) finalize(p. f,w, %s) Fts: o
Becausdinalize(p. f,w, %) * finalize(p. f,w,%Z) = finalize(p.f,w, Zis* %), we get:
(7.2.6) finalize(p.f,w, (%is* %)) F ts| 0is (SinC/) 1 ¢
We havefinalize(p.f,w, (Zis* %) )np = h[p.f — w] = I. Thus, by(State)
(7.2.7) (W', ts| ois (sinC)) : ¢

Case 8,(Red Cast)

h(v)1 <:T =gV
(h,ts]ois (sin£=(T)v;c)) — (h,ts|ois (S'inC))

In this case, we can further instantiatandst as follows:

(8.1) c=¢=(T)v; ¢

(8.2) st =(h,ts| 0is (S'inc))

(8.3) h(v); <:T

The last rules ir{12)'s derivation aréSeq)preceded byCast) From the rule premises,
we obtainF’ such that:

8.4) I, r';r;F-F

(8.5) T <:T'({) <:0Object

(8.6) I',I"tv:0Object

8.7) tgF

(8.8) I',I";r={F'*{==v}c :void{G}

Becauséh(v); <: T, we have(l'[o] - v: T). Becauselom(I') C Objld URdWrVar, it
follows that(I'n,[o] - Vv: T). Becausé , - o, by Lemmal, we know thatv(Iy,) =0,
thusTpp[0] = Mhp, thus(Th, FV:T). As aresult(l,I"+ s :T). The remainder of
this proof case is like the proof case {éted Var Set)
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Case 9,(Red New)

p¢dom(h) K =h[pr (C<z>,init(C<m>))] s =s[¢— p
(h,ts| ois (sin f=new C<7>; c)) — (N ts|ois (s inC))

In this case, we can further instantiatandst as follows:

(9.1) c=f=newC<n>; ¢

(9.2) st = (W, ts| ois (S'inC))

(9.3) W = h[p+ (C<z>,init(C<m>))]

(9.4) s =5[] — p]

The last rules if{12)'s derivation argSeq)preceded byNew). From the premises of
these rules, we obtain:

(9.5) C<T a> e ct

9.6)I,IM7n:T[n/al

(9.7) C<m> <: T(0)

9.8) I, I';r;F-F

(9.9) I, I;r = {F'*{.init *C isclassof £} : void{G}

(9.10) ¢ ¢ F/

By substitutivity, we getl"[c] - 7[o] : T[7/&][c]). Becausedom(I) Nfv(x) = 0
(assumption(13)) and dom(I'") = dom(c), we get(F[o] - 7 : T[r/a). Because
dom(I") C Objld U RdWHrVar, it follows that(Mn,[o] - 7 : T[w/a]). Becausd p, o
(Lemmal), we know thatfv(Iy,) = 0, thusl,[0] = Thp, thus(Tp, =7 T/ al),
thus:

(9.11) My FC<m> 1 0

Letlp = (I, p:C<n>) and#Z’ = initrsc([[o], p,C<m>,%Z10). By resource axionid)
for Z, we know thatZg,(p,k) = 1 for all k in Fieldld U {join}. Thus, the premises
for Lemma79 are satisfied and we obtain:

(9.12) Tylo] - & %' ;s = p.init : v

Furthermore, we have:

(9.13) I'y[o] - &;final(#');s|=C isclassof p: v/

It follows that:

(9.14) T'y[o] - &;%';s|= p.init * C isclassof p: v’

Like in the previous proof cases, by soundness of logical consequence, we also have:
(9.15) Mo+ &;%;s=F'[o] : v

By resource monotonicity (Lemmniél), it follows that:

(9.16) Tylo| - &2/ %';sE=F'[o]: v

By resource axionfd) for Z, we haveZ..(p,k) = 0 for allk € Fieldld U {join}. It
follows that(%Z /%' )#%'. Furthermore(Z /%) %' = %+ %' by Lemma27(f).
Thus:

(9.17) Tylo] - &, Z*#';s = F'[o]* p.init * C isclassof p: v

Becausée does not occur i’ [o] * p.init * C isclassof p, we can updateat ¢
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(9.18) I'y[o| - &, Z*#';S |=F'[c]* p.init x C isclassof p: Vv
Because'(¢) = p, then:
(9.19) T'y[o| - &, Z*%#',S |=F'[c]*L.init * C isclassof {1V
Becaus€9.11) (9.19)and(9.9) hold, we can applyThread)to obtain:
(9.20) Z+Z'Fois(Sinc) o
Applying resource monotonicity (Lemn¥d) to (7), we get:
(9.21) % /B +ts: 0
By resource axionid) for %s, we know that(%is)i.c(p,k) = 0 for all k in Fieldld U
{join}. It follows that(%s /% #%  %#'. By Lemma27(f), (%s /%) * % * %' =
Fsx A+ F' . We can, thus, applgCons PoolYo obtain:
(9.22) Bisx Z* %' -1s|0is(sinc) 1o
We have(Zis* Z* ' )np = %y, = h[p — (C<m>,init(C<x>))] = . Thus, we can
apply (State)to obtain:
(9.23) (K, ts|ois(sinc)): ¢
Case 10(Red If True)

(h,ts| ois (sin if (true){c'Yelse{c"}; ")) — (h,ts|ois (sinc’; "))

In this case, we can further instantiatandst as follows:

(10.1) c=if (true){c'}else{c"}; "
(10.2) st = (h,ts| ais (sin c’; "))

The last rules in12)s derivation are(Seq)preceded byIf). From the premises of
these rules, we obtain:

(10.3) I.T":r:F F F/

(10.4) I',I;r = {F’*true}c : void{E}
(10.5) I, I";r - {F'* 1true}c” : void{E}
(10.6) I,I":r - {E}¢” : void{G}

By Lemma66, we obtain:
(10.7) I,I";r - {F'}c; ¢" : void{G}
By soundness of logical consequence (Theo#eEm
(10.8) o]+ &;%;s=F'[o] *true: v
The rest is routine.
Case 11(Red If False) Similar to proof caséRed If True)
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Case 12(Red Call)
m¢ {fork,join}
h(p)1 =C<a’> mbody(m,C<’>) = <o, a’>(1g,1).cm ¢ = cm[7/t, p/1o,V/1]
{(h,ts| 0is (sin £=p.m<z>(V); ¢')) — (h,ts|ois (sinf «c’;))

In this case, we can further instantiatandst as follows:

(12.1) c={=p.m<a>(V); ¢

(12.2) st = (h,ts| 0is (sin £« ’; '))

The last rules irff12)'s derivation arédSeq)preceded byCall). From the rule premises,
we obtain:

(12.3)r,r';r;F-F'*E[0’] _
(12.4) mtype(m,t<t”>) =fin<T a>req E;ens (exU a”) (H); U m(t<a”>1p,V1)
(12.5) o' = (p/to,@/a,v/1)

(12.6) I, p,z,v:t<’> T[o'],V[o']

(12.7)U[o’] <: T (¥)

(12.8) I',I";r ={F’ * (exU[0'] &") (" == ¢ x H[0']) }C : void{G}

(12.9) ¢ ¢ F

From(11)and(12.3), we obtain®

(12.10)T[o] - &;%;s=F'[o] *E|o’;0] : v

Fromrly, F o (Lemmal), it follows that:

(1211) My EC> 10

From (12.6) we obtain(I'[c]  p: t<a”’>[o]), by substitutivity. Then [c](p) <:
t<n”>[o]. Butl[o](p) = h(p); = C<a’>. Thus,C<m'> <: t<n”>[c]. Becausd y, -
C<a’> : o, we know thatfv(C<z’>) = 0, thusC<n’>[o] = C<’>, thusC<7'>[0] <:
t<n”’>[c]. By Lemma4i(c), it follows thatC<z’'> <: t<z”>. Therefore, by mono-
tonicity of mtype (Lemma58), [, - mtype(m,C<a’>) <: mtype(m,t<z”>). Then, by
definition of method subtyping, we get:
(12.12) mtype(m,C<a’>) = _

fin' <T’ a,W o’>req E';ens (exU’ a”) (H); U’ m(C<a’>1p,V'T)
(12.13) T <: T, U <:U,V <V’
(12.14) Thp,lo:C<a'>;lp;truet

(faT o) (faVD) (E-* (exW o) (E'* (faU’ a”) (H' -xH)))

To abbreviate, leH” = (faU’a”) (H' -*H). Applying substitutivity andFa Elim)
to (12.14) we obtain:

(12.15) Typ; p; true - E[0’; 6] -* (exW[o'; 6] &) (E'[6”; 0] *H"[0’; 6])
From(12.10)and(12.15) it follows that there exist”’ ando” such that:

(12.16) 0" = (0,a' — ")

(12.17) T[¢”] - 7" : W[c'; 6"
(12.18)T[o"] - & %:5 = F[0"] «E[0"; 0") +H'[0"; ") : v

8We use the semicolon for substitution compositieet; ) (x) £ o’ (x)[o]
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Let” = (I, a : W[c']). By (12.17) we get:
(12.19)r+o”: 1"

We have assumed thett: o. We take the premise of ru({@1th) for min C and substitute
actual class parameters for formal class parameters and actual method parameters for
formal method parameters:

(12.20) I, T";p+ {E'[0']* p#null}c’ :U'[0']{(exU’[c’] &") (H'[c']) }
By the frame property (Lemm@4), we obtain:
(1221 r,r";p+ {F'*H"[c']*E'[0] * p# null}

¢’ :U'[o"]

{(exVU’[c"] &) (F'*H"[c’] xH'[0"]) }
We weaker(12.8)by extending the type environment(o, "):
(12.22) 1, 1";r = {F' * (exU[o’] &) (a" == ¢ * H[o']) }¢ : void{G}
Using the natural deduction rules, one can show the following;
(12.23) I,I'";r; (exU’[o’] &) (F'xH"[c’|*H'[c’])

F F'x (exU[o] o) (a” ==¢* H[o'])
Thus, by logical consequence (LemiBi3, we get:
(12.24)r,1";r = {(exU'[c'] &) (F'xH"[6'] *H'[0']) }¢ : void{G}
Now we can apply the derived rule for “bind” (Lemr&) to (12.21)and(12.24)
(12.25) I, I";pkH {F'*H"[0']*E'[0'] * p#null}l « c”’; ¢ : void{G}
Becaus€12.19) (12.18)and(12.25)hold, we can applyThread)to obtain:
(12.26) ZFois(sinf«c’;c) o
The rest is routine.
Case 13(Red Return)

(h,ts| ois (sin {=return(v); c)) — (h,ts|0is (sin {=v; C))

In this case, we can further instantiatandst as follows:
(13.1) c=returnv; ¢

(13.2) st = (h,ts| 0is (sin £=V; C'))

The last rule in12)'s derivation is(Return) Its premises are:
(13.3) r=(r"¢:v)

(13.4) " I Fv:T

(13.5) ", r';o;F - H|v/]

(13.6) T <:U

(13.7) I, ok {(exT o) (== ¢*H) }c : void{G}
From(11)and(13.5)we obtain:

(13.8) MNo| - & %;sE=H[v/a]: v

By (Var Set)we obtain the following statement. (The rule premigeH [v/ o] follows
from (13.5)and? ¢ dom(I"”,T").)
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(13.9) I, ;o {H|v/o]}=Vv{H[v/o] * £ == v}

By natural deduction(l,["";o;H[v/a]* £ ==VvF (ex T o) (== £ * H)). We apply
Lemma62 and(Seq)to (13.7)and(13.9}

(13.10) I,I";0oF {H[v/a]}¢=V; €' : void{G}
Then we applyThread)to (13.8)and(13.10)
(13.11) Z+ois (sinf=v;c) : ¢
The rest is routine.
Case 14(Red Fork)
h(p)1 =C<m> p¢dom(ts),{0} mbody(run,C<>) = <>(this).c; ¢’ =c/[p/this]
{(h,ts] ois (sin £=p.fork(); c)) — (h,ts|0is (sin {=null; c) | pis (Din c"))

In this case, we can further instantiatandst as follows:
(14.1) c=/{=p.fork(); c
(14.2) st = (h,ts| 0is (sin £=null; c) | pis (Dinc"))
The last rules irf12)'s derivation aréSeq)preceded byCall). From the rule premises,
we obtain:
(14.3) T, p:tca’>
(14.4) mtype(fork,C'<a’>) =
final req Gﬁeq; ens (ex void @) (true); void fork(C'<a’> this)

(14.5) ¢/ = (p/this)
(14.6) T,T;r;F EF'*F"* Glgq[0”]
(14.7) void <: T (¢)
(14.8) I, T";r = {F'* (ex void ') (o' == £* all - true) }c : void{G}
(14.9) ¢t ¢ F’
We know that, by definitionf ork’s precondition is equal teun’s precondition:
(14.10) mtype(run,C'<a’>) =

req Glggrens (ex void ') (Ggng; void run(C'<z’> this)
By the same argumentation as in the proof d@&ed Call) we can show the follow-
ing:
(14.11) C<> = h(p)1 =T (p) <: C'<’>
(14.12) 'y, - mtype(C<m>, run) <: mtype(C'<7’>,run)
Therefore, these two method types are related in the following way:
(14.13) mtype(run,C<>) =

req Greq; ens (ex voida’) (Geng); void run(C<m> this)
(14.14) this : C<m>; this;true b (Glgq —* Greq) * (fa void a’) (Gens—* Ggpo
LetC<T a> € ctandl” = (a : T, this : C<a>). From the premises of rulg/th) for
C.run, we obtain:
(14.15) T'"; this - {Greg* this !=null}c; : void{ (ex void ') (Geng }

Becaus€( ', - h: ), we know that(T'y, - 7 : T[7/a]). By applying substitutivity
(Lemmas49and6l) to (14.14)and(14.15) we obtain:
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(14.16) Thp; p; true = (Greg[o'] = (Greg[o']) * (fa voida') (Gendo'] -+ Ggndo'])
(14.17) Thp; pF {Greglo’] * p!=null}c” : void{ (ex void ') (Gendo']) }

From(11)and(14.6) we get(l'[c] - &, %;s|= F'[0] *Glgq[0’] : V). Applying (14.16)
to this (recall thaf n,[o] = I'n,), We obtain:

(14.18)T[o] - &;%;s|=F'[0]*Gregl0’] : v/
Then, by definition of semantic validity, there exigt and%p such that:

(14.20)T[o] - &;Z0;SEF 1 v
(14.21) T[o] - &; Zp;S|= Greglo’| ¥ p!=null: v

From(14.21)and(14.17) it follows that:

(14.22) Zp - pis (Dinc”) : o

Applying admissibility of logical consequence (Lem®3 to (14.8), we get:
(14.23) I,T;r = {F'* (ex void ') (o == £ true) *£==null}c :void{G}
Then by(Var Set)

(14.24)T,T;r = {F'* (exvoid ') (o == {* true) }{=null;Cc :void{G}

The existential formula can be validated by instantiatiidpy s(¢). Therefore(14.20)
gives us:

(14.25) T, &;%o;sk=F' * (exvoid a') (o' == £* true) : v
From(14.25)and(14.24)it follows that:
(14.26) %o+ 0is (sin £=null;c) : o
The rest is routine.
Case 15(Red Join)

(h,ts' | ois (sin £=p.join(); ) | pis (S inV)) — (h,ts | 0is (Sin £=null;c) | pis (S inV))

In this case, we can further instantiatandst as follows:

(15.1) ts=ts | pis (S inV)

(15.2) c=/{=p.joinQ);

(15.3) st = (h,ts' | 0is (Sin £=null; ) | pis (S inV))

The last rules i{12)'s derivation arédSeq)preceded byCall). From the rule premises
we obtain:

(15.4) T,[" - p: C<@>
(15.5) mtype(join,C'<a’>) =
final req true;ens (ex void ') (G, ; void join(C'<a’> this)
(15.6) 0’ = (p/this)
(15.7) F,I;r;F = F/* fr’-Perm(pljoin], 1) * Gigq[0’]
(15.8) void <:T'(¥)
(15.9) I,T";r = {F'* (exvoid ) (o == * fr' - G, {0’]) }¢' : void{G}
(15.10) ¢ ¢ F/
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We know thatjoin’s postcondition, by definition, is equal tain’s postcondition:
(15.11) mtype(run,C'<a’>) =
req Giggrens (ex void ) (Ggyg; void run(C'<z’> this)
Leth(p)1 = C<z>. By the same argumentation as in the proof ¢as=l Call) we can
show the following:
(15.12) C<m> =h(p)1 = (p) <: C'<’>
(15.13) Iy, - mtype(run,C<m>) <: mtype(run,C'<7’>)
Therefore, these two method types are related in the following way:
(15.14) mtype(run,C<7>) =
req Greq; ens (ex voida’) (Geng); void run(C<m> this)
(15.15) this : C<m>; this; true b (Gjgq—* Greq) * (fa void a’) (Gens—* Ggpo
From(11)and(15.7)we obtain:
(15.16) o] - &;%;s k= F'[o]* fr'-Perm(p[joinl,1) : v/
By the semantics of, there existZ%! and#°? such that:
(15.17) Z = #°1 x 72°2
(15.18) I'[o] - &, %°Y;s = F'[o] : v
(15.19) I'[o] - &;%°2%;s = fr’ - Perm(p[joinl,1) : v
The last of these statements means that:
(15.20) [fr'] < ZpZ(p, join)

loc
Recall that(Zs - ts: ¢), by (7), andts=1ts' | pis (S inv), by (15.1) The premises of
the last rule of Zis - ts: ©)’s derivation are:
(15.21) 'S = #'S x %P
(15.22) #* F 15 1 o
(15.23) ZPF pis(Sinv) : ¢
Let 2 = %’gp,o. Recall that thex-composition of two resources is only defined if they
both have the same global permission table. Be- Zg,, = %40 = %3, hold, too.
From(ZP pis (S in V) : o) we obtain:
(15.24) T"[c"| = &, %P, |=fr - Gendo'|[V/ '] - v/
(15.25) 2(p, join) < [[fr ]
We know thatfy [6"] =T = h(0); = Ih, = hp[o]. BecauseGendo’] does not
contain free variables. we can restrict the stacklin24)
(15.26) T[o] - &; %P0 |=fr - Gendo'][V/0'] :

We define: 6” = (0/,v/a’). We have thaffr'] < Z%?(p,join) < 2(p,join) <

loc

[fr . Thereforefr,—fr’ exists (by Lemmag). By distributivity (Lemma92), we have
fry- Gendo”] = ((fry —fr') + 1) - Gend0”] *—* (fr, — fr') - GendG”] * fr" - GendG”].
Therefore(15.26)implies the following statement:

(15.27) T[o] F &, %P0 k= (fry —fr') - Gend0”'] * fr" - Gend 6”].
By definition of semantic validity, there exigP! and#P?2 such that:
(15.28) ZP = ZP1x P2
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(15.29) F[o] - &; 2P0 = (fr, —ft') - Genda”] 1 v/

(15.30) ['[o] + &;%P2,0 (= fr' - Gendo”] : v/

Applying (15.15) Lemma86 and assumptiofiL7)to (15.30) we get:
(15.31) T'[o] - &,%P2,0 = fr' -GLdo”] 1 v

We now define:

(15.32) 2' £ 2((p,join) — (2(p, join) — [fr'])]

(15.33) (#) & (%l K15, 2')

(15.34) (%2°Y) = (%% Fpe . 2')

hp »““loc?

(15.35) (#P2) £ (%,‘f,%p*z 2

loc

(15.36) (%2P) = (%0 %52, 2')

hp »““loc »
(15.37) (#°) = (#°1) * (%2P2)
It now suffices to show the following claims:
(15.38) (#) 15 : o
(15.39) (#P) I pis (S inV) : o
(15.40) (#°)' +- 0is (sin £=null; C): o

goal
goal
goal

Goal(15.38)is a consequence (ﬂ’ts' Fts : ¢) and Lemmar8. To show goal15.39)
we use(15.29)and Lemmar8. To reestablish assumptida?7) for goal (15.39) we
use the restriction thatun’s postcondition does not mentiarhis [join] (imposed
by rule (Mth Type)). So we are left with goal15.40) Applying Lemma78to (15.18)

and(15.31) we obtain:
(15.41) T[o] - &;(#°);sk=F'[o]x fr' -G, do"] : v

Becauses” = (¢’,v/a’) and furthermore because all values of typed are equal to

null, we obtain:

(15.42) T[o] - &;(#°);s = F'[o]* (ex void o) (o' == £ * fr' -G, Jo']) 1 v/

On the other hand, applying admissibility of logical consequence (Le&#end(Var

Set)to (15.9)(like at the end of proof cag&ed Fork), we get:

(15.43) I, I";r - {F'x (exvoid &) (o == ¢ * fr' - GL,do’]) }/=null; ¢ : void{G}

Our goal(15.40) now follows from(15.42)and(15.43)
Case 16(Red Assert)

(h,ts] ois (sinassert (H); c')) — (h,ts| ois (sinc’))

In this case, we can further instantiatandst as follows:

(16.1) c=assert(H); ¢
(16.2) st = (h,ts| 0is (sin C'))

The last rules in(12)s derivation are(Seq) preceded by(Assert) From the rule

premises, we get:

(16.3) F[o];r:F - F/
(16.4) [,I;r;F/ - H
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(16.5) I',I";r = {F'}c : void{G}
From(11)and(16.3)we obtain:
(16.6) Mo+ & %;s=F': v.

We apply(Thread)to (16.6)and (16.5) We obtain(%Z - ois (sin ¢') : ¢). We then
apply (Cons Pooland(State)to obtainst : o. O

V Data Race Freedom, Null Error Freeness, Partial Correctness

After all this hard work, we can now easily prove several corollaries of the preservation
theorem. Letain be a distinguished object id. We define thitial state

init(c) £ ({main — (Thread,D)}, mainis (Din c))
Lemma 93 If (ct,c) : o, theninit(c) : ©.

Proof. Suppos€ct,c) : o. By definition, this meanst : © andmain : Thread; main -
{true}c:void{true}. Leth= {main — (Thread,0)}. LetZ = (h,0,1). Let & be
some predicate environment such t&t(&) = & (which exists by Theorer8). Then
(main : Thread - &;%;0 |= true: v'). Now it is easy to check that the premises of
(Thread)are satisfied (picle =" = 0). It follows that(Z - mainis (Dinc) : o). Thus,
init(c) : ¢, by (State) O

A pair (hc,hc) of head commands is calleddata raceiff hc= (fin o.f =v) and
eitherhd = (fin' 0.f =V/) orhcd = (¢=o0.f) for someo, f,v,V, ¢, fin, fir'.

Proof of Theorem 1 (Verified Programs are Data Race Free). If (ct,c) : ¢ and
init(c) —& (h,ts] 01is (syin heg;cy) | 02is (S in hep;cp)), then(heg,hey) is not a
data race.

Proof. Let(ct,c):o,st=(h,ts|ojis(s1inhci;c1) | 02is (S2inhey;cz)), andinit(c) —&
st By init(c) : « (Lemma93) and preservation (Theoreh), we know thasst: ¢. Sup-
pose, towards a contradiction, th#ic;, hc,) is a data race. An inspection of the last
rules of (st: ¢)’s derivation reveals that there must then be resoufées?’ and a
heap celb.f such thatZ I- 01 is (sp in hcy;cp) (o, Z' F 02is (52 in hey; ) @ o, ZHAZ,
Roc(0, f) =1 and#,, (o, f) > 0. But thenZ.(0, f) + Z%|..(0, f) > 1, in contradic-

loc loc

tion to Z#%' . O

A head commanticis called anull error iff hc= (¢=null.f) orhc= (finnull.f=v)
orhc= (£=null.m<z>(V)) for somef,fin, f,v,m, z,v.

Proof of Theorem 2 (Verified Programs are Null Error Free). If (ct,c): ¢ and
init(c) —¢& (h,ts| ois (sin hc;c)), then hc is not a null error.

Proof. Let (ct,c): o, st=(h,ts| 0is (sin hc,c)), andinit(c) —¢ st By init(c) : ¢
(Lemma93) and preservation (Theoreh), we know thatst: ¢. Suppose, towards a
contradiction, thahcis a null error. Themc= (¢=null.f) orhc= (finnull.f=v) or
hc= (¢=null.m<z>(V)).

Suppose first thatc = (¢=null.f). An inspection of the last rules @bt: ¢)’s
derivation reveals that there must theThe&’, %, s, &, u such that eithefr - &; %Z; s|=
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PointsTo(null[f],m,u) orl - &;%;sl=Pure(null.f). But neither of these state-
ments hold, by definition gf.

Suppose now thdic= (finnull.f=v) An inspection of the last rules @§t: ¢)’s
derivation reveals that there must then be&, %, s, T such thatl - &;%;s =
PointsTo(null[f],1,T). Butthis is false, by definition df.

Suppose finally thaltic = (/=null.m<z>(V)). An inspection of the last rules of
(st: ¢)’s derivation reveals that there must thene?’, %, ssuch thal” - &, %;s =
null '=null, which is obviously false. O

Proof of Theorem 3 (Partial Correctness).
If (ct,c) : o andinit(c) —% (h, ts| ois (sinassert (F); ¢)), then(l'+&; (h, 2, 2);skE
F[o]) for somel, & = Z(&£), &, 2 ando € LogVar — SpecVal.

Proof. Let (ct,c) : ¢, st=(h,ts| 0is (Sin assert(F); c)), andinit(c) —% st By
init(c) : © (Lemma93) and preservation (Theoresh, we know thast: . An inspection
of the last rules ofst: ¢)’s derivation reveals that there must thenlhef’ = % (&),
%, o € LogVar — SpecVal such tha(l" + &; (h, 7, 2);s = F[o]). O

We could strengthen the partial correctness theorem and universally quantif§ aper
front, if our judgment for good states took the predicate environrfeag an argument
(“& Fst:o”).
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