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Abstract

This paper presents a highly configurable deduction

system for predicate logic called superdeduction mod-

ulo, resulting of the combination of deduction modulo

and superdeduction which are two orthogonal presenta-

tions of predicate logic. It enables the user to make a

distinct use of computational and reasoning axioms in a

sound and complete manner. We show that by using per-

mutations of inference rules, any cut-free proof in deduc-

tion modulo can be transformed into a cut-free proof in

superdeduction modulo and conversely. As a corollary

we obtain that cut-elimination for deduction modulo

(which is well-studied) is equivalent to cut-elimination

for superdeduction modulo provided that some hypothe-

ses on the synchrony of reasoning axioms are verified.

Finally we propose a tableau method based on superde-

duction modulo which is sound and complete provided

that cut-elimination holds.

1. Introduction

Computer science and mathematics are both con-
cerned with the construction of formal proofs. These
proofs are used as certificates for assertions, theorems
or programs since once they have been constructed, they
can be easily communicated, replayed and understood.
Therefore formal proofs are the highest criterion for
trusting a piece of software. The construction of proofs
usually relies on the definition of some proof system
which contains both a discipline which the user has to
follow, and deductive as well as some computing abil-
ities which empower the user. The proof system may
then be used to backup automated theorem provers such
as Simplify, Harvey, Zenon or implemented in interac-
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tive proof assistants like Coq, Isabelle, PVS or HOL that
work as a framework for the proof engineering process.

In this context, a proof is usually constructed with
respect to a theory (a set of axioms) which is plugged
into the deduction process. Indeed the deductive power
of a deduction system comes from its association with a
theory. In frameworks such as first-order natural deduc-
tion or sequent calculus, the use of some theory is al-
ways uniform since the proofs only express atomic steps
which correspond to decompositions of logical connec-
tors. Higher-level notions such as sets, set inclusion, nat-
ural numbers or addition have to be encoded in the first-
order language and handled through these atomic infer-
ence steps, consequently leading often to long, hardly-
readable and redundant “assembly like” proofs.

Several paradigms propose ad hoc systems for spe-
cific theories. For example Definitional Reflection [25],
extended with induction in [30] is especially related to
logic programming. Another point of view is Huang’s
Assertion level [29] mainly motivated by the presenta-
tion of machine found proofs in natural language.

The approach we will use in this paper is related
to Focusing introduced by Andreoli in [2] which was
meant to remove irrelevant choices in backward reason-
ing for sequent calculus: indeed syntactically different
proofs can still be identical up to some permutations or
simplifications of the applications of the inference rules.
This approach was also more recently adapted to for-
ward reasoning in [12]. Our point of view is that usually
when one wishes to reason with an axiom (such as one
used in the definition of natural numbers), in sequent
calculus for instance, it is necessary to destruct the log-
ical connectors of the axiom. These steps are typically
always identical, at least up to permutations or simpli-

fications of the applications of the inference rules. An
interesting way to deal with this is superdeduction, in-
troduced in [7], which allows to use the deductive part
of some theory to enrich the deductive system, obtaining
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thus a custom-made system devoted to the theory. Typ-
ically one may define the object {a, b, c} by stating that
x ∈ {a, b, c} if and only if x = a or x = b or x = c. It
is translated in a first-order language by the axiom

∀a.∀b.∀c. x ∈ {a, b, c} ⇔ (x = a ∨ x = b ∨ x = c)

Instead of using this axiom directly in natural deduc-
tion or in sequent calculus, superdeduction proposes to
construct new deduction rules representing the deductive
power that it brings to the system. In classical sequent
calculus, these are

TRIOR

Γ ⊢ t = a, t = b, t = c,∆

Γ ⊢ t ∈ {a, b, c},∆

TRIOL

Γ, t = a ⊢ ∆ Γ, t = b ⊢ ∆ Γ, t = c ⊢ ∆

Γ, t ∈ {a, b, c} ⊢ ∆

These inference rules roughly correspond to the decom-
position of the logical connectors of t = a ∨ t = b ∨ t =
c, which is crushed into a single focusing step. Besides
and similarly to Prawitz’s folding/unfolding [32], the in-
ference rules directly construct proofs of t ∈ {a, b, c}.
They translate exactly the reasonings that one can make
about trios:

• to prove that some object t is in {a, b, c}, one must
prove that it is equal to a, to b or to c ;

• to prove something (∆) from t ∈ {a, b, c}, one
must prove it for t = a, for t = b and for t = c.

This approach which is equivalent to the corresponding
first-order axiom reveals the reasoning that is included
inside the definition of pairs. Hence superdeduction al-
lows to use the reasoning part of the theory to customize
the deduction system. Superdeduction is based on the
seminal work of Benjamin Wack in [34] on supernatu-
ral deduction which was introduced in order to provide
a logical interpretation to the rewriting calculus [13, 14].
Based on Urban’s work on the classical sequent calcu-
lus [33], a proof-term language for superdeduction is
proposed in [7] along with a cut-elimination procedure
whose normalisation is proved in [8] under appropri-
ate hypotheses. The expressivity of superdeduction is
promising. For instance an encoding of Pure Type Sys-
tems in superdeduction modulo is shown in [10].

In this paper superdeduction is combined with a dual
approach which is also designed to structure the use of
some first-order theory: deduction modulo, which was
introduced ten years ago by Dowek, Hardin and Kirch-
ner [20]. It is a paradigm which allows one to trans-
form any formula at any point of some deduction pro-
cess. Since the transformation is not explicit in the con-
structed proof, it has to be redone during proofchecking

and therefore cannot be more than computation. For in-
stance it is commonly defined as a congruence on for-
mulæ which is constructed from a convergent rewrite
system [17]. Since the rewrite system is convergent, ver-
ifying some formula transformation is decidable. Hence
deduction modulo allows to make use of the computa-
tional part of a theory Th for true computations mod-
ulo which deduction is performed. Deduction modulo
also leads to interesting automated theorem proving pro-
cedures like ENAR [20] or TaMeD [5]. Let us notice
than in general neither strong normalisation nor cut-
elimination are ensured for deduction modulo. However
criteria have been developed for strong normalisation,
using reducibility candidates [23] leading to the notion
of truth values algebras and superconsistency [18, 21],
and for cut-elimination using semantic methods [27, 28]
or abstract completion [11]. Another line of work is to
formalize theories of interest, such as Heyting algebra
[24, 1], Zermelo’s set theory [22] or higher-order logics
[19, 16, 15], using rewrite systems so that they can be
used in deduction modulo. Finally, in addition to sim-
plicity, deduction modulo admits unbounded proof size
speed-up [9].

In this work, we propose to combine these two ap-
proaches, as it was already put forward in [7], in the fol-
lowing way. Instead of constructing a proof of Th ⊢
∆ in natural deduction or sequent calculus using the
theory Th uniformly, we propose to split Th in three
parts Γ ∪ Th1 ∪ Th2. While Γ will still be used as a
context to our deductions, Th1 will represent compu-
tational axioms and will be handled by the deduction
modulo paradigm, and Th2 will represent reasoning ax-
ioms and therefore will be handled by the superdeduc-
tion paradigm. We obtain then a custom deduction sys-
tem in which we prove a sequent Γ ⊢

+Th1

≡Th2

∆.

As already explained in [7], superdeduction modulo
may be used as a innovative foundation for new proof
assistants. First it allows to naturally encode custom
reasoning and computational schemes, such as induction
over natural numbers and addition. Furthermore it sug-
gests a convenient representation of proofs in contrast
with the proofs that are typically constructed with exist-
ing proof-assistants such as Coq or Isabelle. These usu-
ally consist in tactics or proof-terms which are bound
to convince the user of the correctness of the proof
(through a typechecking process) but not actually ex-
plain it. Indeed the main steps are flooded with a multi-
tude of usually not explicited and often straightforward
logical arguments caused by both the underlying cal-
culus and the presence of purely computational parts.
While deduction modulo addresses the issue of compu-
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tational parts, superdeduction eliminates trivial logical
arguments in a proof.

After recalling the definitions of superdeduction and
deduction modulo, we formally define superdeduction
modulo in Section 2 and prove its soundness and com-
pleteness with respect to predicate logic. In Section 3,
we prove the equivalence between the superdeduction
approach and the usual use of first-order axioms in the

cut-free setting: we show that provided that some syn-
chrony hypothesis on Th2 is verified, a cut-free proof in
deduction modulo (⊢≡Th1∪Th2

) can be transformed into

a cut-free proof in superdeduction modulo (⊢
+Th1

≡Th2

). The
converse being obvious, we obtain that cut-elimination
for deduction modulo is equivalent to cut-elimination for
superdeduction modulo, therefore we get as corollaries
that all the cut-elimination theorems that have already
been shown for deduction modulo also hold for super-
deduction modulo. Finally in Section 4 we propose a
sound and complete tableau method for superdeduction
modulo, provided that the corresponding deduction sys-
tem enjoys cut-elimination.

2. Superdeduction Modulo

In this section we formally define superdeduction
modulo which is the combination of two different exten-
sions of classical sequent calculus for predicate logic:
deduction modulo on one hand and superdeduction on
the other hand. Let us recall the classical sequent calcu-
lus LK which contains the deduction core of our super-
deduction modulo systems:

AX
Γ, ϕ ⊢ ϕ,∆

CUT
Γ ⊢ ϕ,∆ Γ, ϕ ⊢ ∆

Γ ⊢ ∆

⊥L

Γ,⊥ ⊢ ∆
⊤R

Γ ⊢ ⊤,∆

∧L

Γ, ϕ1, ϕ2 ⊢ ∆

Γ, ϕ1 ∧ ϕ2 ⊢ ∆
∧R

Γ ⊢ ϕ1,∆ Γ ⊢ ϕ2,∆

Γ ⊢ ϕ1 ∧ ϕ2,∆

∨L

Γ, ϕ1 ⊢ ∆ Γ, ϕ2 ⊢ ∆

Γ, ϕ1 ∨ ϕ2 ⊢ ∆
∨R

Γ ⊢ ϕ1, ϕ2,∆

Γ ⊢ ϕ1 ∨ ϕ2,∆

⇒R

Γ, ϕ1 ⊢ ϕ2,∆

Γ ⊢ ϕ1 ⇒ ϕ2,∆
⇒L

Γ ⊢ ϕ1,∆ Γ, ϕ2 ⊢ ∆

Γ, ϕ1 ⇒ ϕ2 ⊢ ∆

∀R

Γ ⊢ ϕ,∆

Γ ⊢ ∀x.ϕ,∆
x /∈ FV(Γ,∆) ∀L

Γ, ϕ[t/x] ⊢ ∆

Γ,∀x.ϕ ⊢ ∆

∃R

Γ ⊢ ϕ[t/x],∆

Γ ⊢ ∃x.ϕ,∆
∃L

Γ, ϕ ⊢ ∆

Γ,∃x.ϕ ⊢ ∆
x /∈ FV(Γ,∆)

CONTRR

Γ ⊢ ϕ,ϕ,∆

Γ ⊢ ϕ,∆
CONTRL

Γ, ϕ, ϕ ⊢ ∆

Γ, ϕ ⊢ ∆

A term rewrite rule is a rewrite rule that rewrites
first-order terms into first-order terms and a proposi-

tion rewrite rule is a rewrite rule that rewrites an atomic
proposition into an arbitrary formula. For instance
plus(zero, x) → x is a term rewrite rule while
a ⊆ b → ∀x.x ∈ a ⇒ x ∈ b is a proposition rewrite
rule. We will consider two sets of rewrite rules: Th1 is a
set containing both term and proposition rewrite rules ;
Th2 is a set of proposition rewrite rules. As Th1 will
be used to extend the deduction system through deduc-
tion modulo, our intuition is that it contains the compu-
tational axioms. Dually as Th2 will be used to enrich the
deduction system through superdeduction, our intuition
is that it contains the deductive axioms. We suppose that
each rewrite rule of Th2 is associated with a name. If
P → ϕ is associated with R, it is denoted R : P → ϕ.

For i ∈ {1, 2}, the one-step rewrite reduction asso-
ciated with Thi is denoted →i. The transitive closure
of →i is denoted →+

i . The reflexive and transitive clo-
sure of →i is denoted →∗

i . The symmetric, reflexive and
transitive closure of →i is denoted ≡i. The notations
→1,2, →+

1,2, →∗
1,2, and ≡1,2 are used for Th1 ∪ Th2.

The first-order axiom associated with a proposition
rewrite rule P → ϕ is ∀x̄.(P ⇔ ϕ), where x̄ represents
the free variables of P and ϕ, denoted FV(P,ϕ). The
first-order axiom associated with a term rewrite rule l →
r is ∀x̄.(l = r), where x̄ represents the free variables of l
and r. When writing ⊢

+Th2

≡Th1

, Th1 and Th2 will represent
the rewrite rules, and when writing Th1 ⊢ or Th2 ⊢,
they will represent the first-order axioms.

For some deduction system ⊢⋆
∗, we will denote Γ ⊢⋆

∗

∆ the sentence there is a proof of Γ ⊢⋆
∗ ∆. We will de-

note Γ 0
⋆
∗ ∆ the sentence there is no proof of Γ ⊢⋆

∗ ∆.
We will denote Γ ⊢cf⋆

∗ ∆ the sequents in the correspond-
ing cut-free deduction system.

First let us recall the definition of deduction modulo.

Definition 1 (Deduction modulo [20]). The sequent cal-

culus modulo associated with Th1 is the classical se-

quent calculus where each first-order term and each

proposition is considered modulo rewriting through

Th1. The sequents in such a system are denoted Γ ⊢≡Th1

∆ or simply Γ ⊢≡1
∆.

There are two main presentations for deduction mod-
ulo. One can replace the inference rules of LK by rules
such as depicted in Figure 1 or one can use them together
with the new rules

≡1R

Γ ⊢ ψ,∆

Γ ⊢ ϕ,∆
ψ ≡1 ϕ ≡1L

Γ, ψ ⊢ ∆

Γ, ϕ ⊢ ∆
ψ ≡1 ϕ

We will use both alternatively. Deduction modulo has
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AX
Γ, ϕ ⊢ ψ,∆

ϕ ≡1 ψ

⇒R

Γ, ϕ1 ⊢ ϕ2,∆

Γ ⊢ ϕ,∆
ϕ ≡1 ϕ1 ⇒ ϕ2

CUT
Γ ⊢ ϕ,∆ Γ, ψ ⊢ ∆

Γ ⊢ ∆
ϕ ≡1 ψ

· · ·

Figure 1. Rules of deduction modulo.

been proved to be sound and complete w.r.t. classical
predicate logic.

Theorem 1 ([20]). Γ ⊢≡1
∆ if and only if Th1,Γ ⊢ ∆.

Now let us recall the definition of superdeduction.

Definition 2 (Superdeduction rules computation [7]).
Let Calc be a set of rules composed by the subset of the

sequent calculus deduction rules formed of AX, ⊥L, ⊤R,

∨L, ∨R, ∧L, ∧R, ⇒L, ⇒R, ∀L, ∀R, ∃L and ∃R, as well

as of the two following rules ⊤L and ⊥R:

⊤L

Γ ⊢ ∆

Γ,⊤ ⊢ ∆
⊥R

Γ ⊢ ∆

Γ ⊢ ⊥,∆

Let R : P → ϕ be a proposition rewrite rule of Th2.

1. To get the right rule associated with R, initialise

the procedure with the sequent Γ ⊢ ϕ,∆. Next,

apply the rules of Calc until no more open leaves

remain on which they can be applied. Then, collect

the premises, the side conditions and the conclu-

sion and replace ϕ by P to obtain the rule RR.

2. To get the left rule RL associated with R, initialise

the procedure with the sequent Γ, ϕ ⊢ ∆. Apply the

rules of Calc and get the new left rule the same way

as for the right one.

For instance, the rules associated with
⊆def : a ⊆ b→ ∀x.x ∈ a⇒ x ∈ b are

⊆defR

Γ, x ∈ a ⊢ x ∈ b,∆

Γ ⊢ a ⊆ b,∆
x /∈ FV(Γ,∆)

⊆defL

Γ, t ∈ b ⊢ ∆ Γ ⊢ t ∈ a,∆

Γ, a ⊆ b ⊢ ∆

Definition 3 (Superdeduction system [7]). The super-

deduction system associated with Th2 is formed of the

rules of classical sequent calculus and the rules built

upon Th2. The sequents in such a system are written

Γ ⊢+Th2 ∆ or simply Γ ⊢+2 ∆.

Let us notice that in order to obtain a superdeduc-
tion system which is sound and complete w.r.t. classi-
cal predicate logic, Th2 must contain no permutability
problem as defined in [7].

Definition 4 (Polarity of a subformula). The polarity

polϕ(ψ) of ψ in ϕ where ψ is an occurrence of a sub-

formula of ϕ is a boolean defined as follows:

• if ϕ = ψ, then polϕ(ψ) = true;

• if ϕ = ϕ1 ∧ ϕ2 or ϕ1 ∨ ϕ2, then polϕ(ψ) =
polϕ1

(ψ) if ψ is a subformula of ϕ1, polϕ2
(ψ) oth-

erwise;

• if ϕ = ∀x.ϕ1 or ∃x.ϕ1, then polϕ(ψ) = polϕ1
(ψ);

• if ϕ = ϕ1 ⇒ ϕ2, then polϕ(ψ) = ¬polϕ1
(ψ) if ψ

is a subformula of ϕ1, polϕ2
(ψ) otherwise.

Definition 5 (Set of permutability problems). A formula

ψ is in the set PP (ϕ) of ϕ permutability problems if

there exists ϕ′ a subformula of ϕ such that ψ is an oc-

currence of a subformula of ϕ′ and one of these propo-

sitions holds:

• ϕ′ = ∀x.ϕ′
1, ψ = ∀x.ψ′

1 and polϕ′(ψ) = false
• ϕ′ = ∃x.ϕ′

1, ψ = ∃x.ψ′
1 and polϕ′(ψ) = false

• ϕ′ = ∀x.ϕ′
1, ψ = ∃x.ψ′

1 and polϕ′(ψ) = true
• ϕ′ = ∃x.ϕ′

1, ψ = ∀x.ψ′
1 and polϕ′(ψ) = true

Completeness of superdeduction only holds if when-
ever ϕ occurs in a rewrite rule R : P → ϕ ∈ Th2 ,
PP (ϕ) is empty. Besides a procedure has been proposed
in [7] which transforms any set of proposition rewrite
rules into an equivalent one verifying this property. Con-
sequently we suppose that this property holds for Th2.
Therefore the corresponding superdeduction system is
sound and complete w.r.t. classical predicate logic.

Theorem 2 ([7]). Γ ⊢+2 ∆ if and only if Th2,Γ ⊢ ∆.

Now let us define formally superdeduction modulo.

Definition 6 (Superdeduction modulo). The superde-

duction modulo system associated with (Th1, Th2) is

the superdeduction system associated with Th2 where

each first-order term or proposition is considered mod-

ulo rewriting through Th1. Sequents in this system are

denoted Γ ⊢
+Th2

≡Th1

∆, or simply Γ ⊢+2

≡1
∆.

For instance, using the presentation of deduction
modulo depicted in Figure 1, the rules associated with
⊆def become

⊆defR

Γ, x ∈ a ⊢ x ∈ b,∆

Γ ⊢ ϕ,∆



x /∈ FV(Γ,∆)
ϕ ≡1 a ⊆ b

⊆defL

Γ, t ∈ b ⊢ ∆ Γ ⊢ t ∈ a,∆

Γ, ϕ ⊢ ∆
ϕ ≡1 a ⊆ b
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It is interesting to notice that the combination of su-
perdeduction and deduction modulo is done in the fol-
lowing order: first the superdeduction inference rules are
computed, then they are used modulo a theory. There-
fore deduction modulo does not interfere with the com-
putation of the superdeduction rules, but only with their
use. However we could have chosen to compute these
new inference rules by already using deduction mod-
ulo. This computation is deterministic if and only if
Th1 is confluent: indeed in this case, rewriting through
Th1 cannot erase the logical connectors of some for-
mula (since it only rewrites atomic predicates) and can-
not spawn distinct logical connectors at the same posi-
tion of the formula (since it is confluent). Besides the
computation is terminating if and only if Th1 is termi-
nating.

The first properties of superdeduction modulo sys-
tems that we will prove are its soundness and complete-
ness w.r.t. classical predicate logic. Soundness is a di-
rect consequence of the following lemma.

Lemma 1 (From ⊢+2

≡1
to ⊢≡1,2

).
If Γ ⊢+2

≡1
∆, then Γ ⊢≡1,2

∆.

If Γ ⊢cf+2

≡1
∆, then Γ ⊢cf

≡1,2
∆.

Proof. the superdeduction step

RR

H1 H2 . . . Hn

Γ ⊢+2

≡1
P,∆

R : P →2 ϕ

can be translated by definition into

H1 H2 . . . Hn

[LK]

Γ ⊢≡1,2
ϕ,∆

Γ ⊢≡1,2
P,∆

P ≡2 ϕ

and similarly for superdeduction steps on the left.

Theorem 3 (Soundness of superdeduction modulo).
If Γ ⊢+2

≡1
∆, then Th1, Th2,Γ ⊢ ∆.

Proof. Using Lemma 1, the proof of Γ ⊢+2

≡1
∆ is

first translated into a proof of Γ ⊢≡1,2
∆, then by

soundness of deduction modulo, we obtain a proof of
Th1, Th2,Γ ⊢ ∆.

Theorem 4 (Completeness of superdeduction modulo).
If Th1, Th2,Γ ⊢ ∆, then Γ ⊢+2

≡1
∆.

Proof. From the completeness of superdeduction, for all
ϕ ∈ Th2, there exists a proof of ⊢+2 ϕ. From the
completeness of deduction modulo, for all ϕ ∈ Th1,
there exists a proof of ⊢≡1

ϕ. Starting from a proof of
Th1, Th2,Γ ⊢ ∆, using cuts with the proofs of ⊢+2

≡1
ϕ

for all ϕ ∈ Th1 ∪ Th2, we get a proof of Γ ⊢+2

≡1
∆.

Let us now demonstrate the use of superdeduction
modulo through an example. On one hand, deduction
modulo is convenient for representing the computational
part of some theory. For instance one can define the ad-
dition and the multiplication using the following rules.

{

0 + y → y
S(x) + y → S(x+ y)

{

0 ∗ x → 0
S(x) ∗ y → y + (y ∗ x)

(1)

Let us also define sum(x) =
x−1
∑

k=0

(2 ∗ k + 1) with the

rules
{

sum(0) → 0
sum(S(x)) → S(x+ (x+ sum(x)))

(2)

We obtain a convergent rewrite system, which is suitable
for representing computation in deduction modulo.

On the other hand, superdeduction is convenient for
representing the deductive part of some theory. Yet
when Poincaré stated the difference between computa-
tion and deduction in [31], he took induction on natural
numbers as the typical example of a deduction. Let us
define natural numbers (and induction) using the rules

{

N(n) → ∀P. 0 ∈ P ⇒ H(P ) ⇒ n ∈ P
H(P ) → ∀k. k ∈ P ⇒ S(k) ∈ P

(3)

Let us also define Leibniz’s equality with the rule

x = y → ∀P. x ∈ P ⇒ y ∈ P (4)

In the three latter rules, we wrote x ∈ P instead of P (x),
for some formula P . This is allowed if we use (in Th1)
the following axioms coming from the theory of classes

x ∈ P̃ → P (x) (5)

where P̃ denotes fresh constants associated with each
formula P . The new inference rules (associated with the
rules (3) and (4)) are

NR

0 ∈ P,H(P ) ⊢+2

≡1
n ∈ P,∆

Γ ⊢+2

≡1
N(n),∆

P /∈ FV(Γ,∆)

NL

Γ ⊢+2

≡1
0 ∈ P,∆

··· Γ ⊢+2

≡1
H(P ),∆ Γ, n ∈ P ⊢+2

≡1
∆

Γ,N(n) ⊢+2

≡1
∆

HR

Γ,m ∈ P ⊢+2

≡1
S(m) ∈ P,∆

Γ ⊢+2

≡1
H(P ),∆

HL

Γ ⊢+2

≡1
m ∈ P,∆ Γ, S(m) ∈ P ⊢+2

≡1
∆

Γ,H(P ) ⊢+2

≡1
∆

=R

Γ, x ∈ P ⊢+2

≡1
y ∈ P,∆

Γ ⊢+2

≡1
x = y,∆

P /∈ FV(Γ,∆)
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=L

Γ, y ∈ P ⊢+2

≡1
∆ Γ ⊢+2

≡1
x ∈ P,∆

Γ, x = y ⊢+2

≡1
∆

Besides, the system is considered modulo the rules (1),
(2) and (5). Then one can easily prove in the system that

N(n) ⇒

n−1
∑

k=0

(2 ∗ k + 1) = n2

The proof is depicted in Figure 2. Let us notice that the
only inference rules we use are superdeduction rules and
Ax rules. The same proof where computational steps are
detailed is written in Appendix B.

3. Cut-free setting

Both cut-elimination (completeness of the cut-free
deduction system) and normalisation (normalisation of
a cut-elimination procedure) are well-studied for deduc-
tion modulo. Several proofs and criteria have been pre-
sented for cut-elimination and normalisation. Let us
cite first the seminal work of Dowek and Werner [23],
where the following theorem for classical sequent cal-
culus modulo is proved.

Theorem 5 ([23]). If the light double negation of the

rewrite system R has a pre-model then the cut rule is

redundant in the classical sequent calculus modulo R.

Both definitions of light double negation and pre-
model can be found in [23]. Dowek also proposed in
[18] an extension of Heyting algebras called truth values

algebras which allows to distinguish provable equiva-
lence from computational equivalence. A theory is said
to be superconsistent if it has a model in all truth val-
ues algebras. Superconsistency of some theory has been
proved in [18] and in [21] to imply strong normalisation
in the intuitionistic natural deduction modulo the theory.
However this criterion does not apply here since we con-
sider classical sequent calculus.

Hermant deeply studied cut-elimination for the intu-
itionistic and classical sequent calculus particularly us-
ing semantic methods in [28, 26, 27]. Among others, he
proved the following cut-elimination theorem for classi-
cal sequent calculus modulo.

Theorem 6 ([27]). If R is a rewrite system compatible

with a well-founded order, if R+ is a positive rewrite

system whose right-hand sides are R-normal forms and

if R ∪ R+ is confluent, then cut-elimination holds for

the classical sequent calculus modulo R∪R+.

The definition of a positive rewrite system can be
found in [27]. Bonichon and Hermant also developed

a constructive proof of cut-elimination for the intuition-
istic sequent calculus modulo in [4].

Finally Burel and Kirchner proposed another ap-
proach in [11] where they use abstract canonical systems
and abstract completion in order to mechanicaly trans-
form a classical sequent calculus system into an equiva-
lent one having the cut-elimination property.

Theorem 7 ([11]). A sequent has a proof in classical

sequent calculus modulo some theory R if and only if it

has a cut-free proof in the saturated theory correspond-

ing to R.

Our aim is now to relate superdeduction modulo to
deduction modulo in order to prove that all these crite-
ria are extendible to superdeduction modulo. We will
only consider cut-free deduction systems and show that
they allow to prove exactly the same sequents: a sequent

Γ ⊢
cf+Th2

≡Th1

∆ is provable if and only if Γ ⊢cf
≡Th1∪Th2

∆ is.
The translation of a proof in superdeduction modulo into
sheer deduction modulo is already shown in Lemma 1.
Now let us prove the converse: if Γ ⊢cf

≡Th1∪Th2

∆, then

Γ ⊢
cf+Th2

≡Th1

∆. To achieve this goal, we will first consider
some proposition rewrite rule R : P → ϕ of Th2 and
prove that

• if Γ ⊢cf+2

≡1
ϕ,∆, then Γ ⊢cf+2

≡1
P,∆ ;

• if Γ, ϕ ⊢cf+2

≡1
∆, then Γ, P ⊢cf+2

≡1
∆.

Then from a proof

Γ ⊢cf
≡1,2

ϕ,∆

Γ ⊢cf
≡1,2

P,∆
ϕ ≡2 P

we will construct (by induction hypothesis) a proof of
Γ ⊢cf+2

≡1
ϕ,∆ and using the above property we will ob-

tain a proof of Γ ⊢cf+2

≡1
P,∆ (and similarly for prov-

ing P on the left). The proof of the property deals with
permutability problems in classical sequent calculus: in-
deed the intuition is to unite the steps of the proof that
decompose ϕ. There are four cases for which two steps
in superdeduction modulo cannot be permuted:

∀R

∃R

Γ ⊢cf+2

≡1
P (x), Q(x),∆

Γ ⊢cf+2

≡1
P (x), ψ,∆

ψ ≡1 ∃x.Q(x)

Γ ⊢cf+2

≡1
ϕ,ψ,∆

ϕ ≡1 ∀x.P (x)

and similarly where ∀R is replaced by ∃L and/or ∃R

is replaced by ∀L. Consequently we can easily build
a proof of some sequent Γ ⊢+2

≡1
ϕ,∆ where the steps de-
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NL

=R

AX
0 ∈ A ⊢+2

≡1
0 ∈ A

⊢+2

≡1
0 = 0

HR

=L

=R

AX
S(m+ (m+ sum(m))) ∈ A ⊢+2

≡1
S(m+ (m+ sum(m))) ∈ A

⊢+2

≡1
S(m+ (m+ sum(m))) = S(m+ (m+ sum(m)))

AX
S(m+ (m+ sum(m))) = S(m+ (m+ (m ∗m))) ⊢+2

≡1
S(m+ (m+ sum(m))) = S(m+ (m+ (m ∗m)))

·······

sum(m) = m ∗m ⊢+2

≡1
S(m+ (m+ sum(m))) = S(m+ (m+ (m ∗m)))

⊢+2

≡1
H(P̃ )
···

AX
sum(n) = n ∗ n ⊢+2

≡1
sum(n) = n ∗ n

N(n) ⊢+2

≡1
sum(n) = n ∗ n

where P̃ is the first-order constant associated with the formula sum(m) = m ∗m.

Figure 2. A proof of N(n) =⇒
n−1
∑

k=0

(2 ∗ k − 1) = n2.

composing ϕ cannot be united using sheer permutations:

⇒R

∀R

∀L

∀L

∃L

∀L

...

P (y0) ⇒ Q(x0), P (y0) ⊢ Q(x0)

P (y0) ⇒ Q(x0), (∀x.P (x)) ⊢ Q(x0)

∃y.(P (y) ⇒ Q(x0)), (∀x.P (x)) ⊢ Q(x0)

∀x.∃y.(P (y) ⇒ Q(x)), (∀x.P (x)) ⊢ Q(x0)

∀x.∃y.(P (y) ⇒ Q(x)), (∀x.P (x)) ⊢ (∀x.Q(x))

∀x.∃y.(P (y) ⇒ Q(x)) ⊢ (∀x.P (x))⇒(∀x.Q(x))

where ϕ is (∀x.P (x)) ⇒ (∀x.Q(x)). A solution is to
combine the permutations with contractions as follows.

CONTRR

⇒R

∀R

∀L

∀L

∃L

⇒R

∀L

∀R

...

P (y0)⇒Q(x0), P (x0), P (y0)⊢Q(x1), Q(x0)

P (y0)⇒Q(x0), P (x0), P (y0)⊢∀x.Q(x), Q(x0)

P (y0)⇒Q(x0), P (x0),∀x.P (x)⊢∀x.Q(x), Q(x0)

P (y0)⇒Q(x0), P (x0)⊢ϕ,Q(x0)

∃y.P (y)⇒Q(x0), P (x0)⊢ϕ,Q(x0)

∀x.∃y.P (y)⇒Q(x), P (x0)⊢ϕ,Q(x0)

∀x.∃y.P (y)⇒Q(x),∀x.P (x)⊢ϕ,Q(x0)

∀x.∃y.P (y)⇒Q(x),∀x.P (x)⊢ϕ, ∀x.Q(x)

∀x.∃y.P (y)⇒Q(x)⊢ϕ, (∀x.P (x))⇒(∀x.Q(x))

∀x.∃y.(P (y)⇒Q(x))⊢(∀x.P (x))⇒(∀x.Q(x))

In this proof, all the steps decomposing (∀x.P (x)) ⇒
(∀x.Q(x)) have been duplicated and then united. It
seems that this manipulation always allows to transform
a proof using several LK inference rules to decompose
a formula ϕ into a proof using a single superdeduction
inference rule decomposing the corresponding predicate

P . However proving it remains an open problem to our
knowledge. We choose to avoid this kind of manipula-
tion by making the following hypothesis.

Definition 7. A formula which does not contain existen-

tial formulæ in positive position or universal formulæ in

negative position is said to be right-handed. A formula

which does not contain existential formulæ in negative

position or universal formulæ in positive position is said

to be left-handed. These two definitions are extended to

contexts in the obvious way.

For example ∀x.P (x) and (∃x.P (x)) ⇒ (∀y.Q(y))
are right-handed, ∃x.P (x) and (∀x.P (x))⇒ (∃y.Q(y))
are left-handed and (∀x.P (x)) ⇒ (∀y.Q(y)) and
(∃x.P (x)) ⇒ (∃y.Q(y)) are neither right-handed nor
left-handed

Hypothesis 1. If P → ϕ ∈ Th2, then ϕ is either left-

handed or right-handed.

We do not know however if the final result holds
without it. Besides, we will only consider the case where
ϕ is right-handed, since the other case is symmetrical.
Let us also remark that a set of proposition rewrite rules
can always be transformed into an equivalent one which
satisfies Hypothesis 1 in the same manner in which per-
mutability problems are avoided in [7]. We also suppose
that Th1 is confluent.

Hypothesis 2. Th1 is confluent.

Dealing with right-handed formulæ on the right
needs the following lemma, adapted from a central
lemma in Hermant’s semantic proofs of cut-elimination
for deduction modulo [27].

Lemma 2 (Kleene’s lemma adapted to ⊢+2

≡1
).
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• If Γ,¬A ⊢cf+2

≡1
∆ then Γ ⊢cf+2

≡1
A,∆.

• If Γ, A ∧B ⊢cf+2

≡1
∆ then Γ, A,B ⊢cf+2

≡1
∆.

• If Γ, A ∨B ⊢cf+2

≡1
∆ then

Γ, A ⊢cf+2

≡1
∆ and Γ, B ⊢cf+2

≡1
∆.

• If Γ, A⇒ B ⊢cf+2

≡1
∆ then

Γ, B ⊢cf+2

≡1
∆ and Γ ⊢cf+2

≡1
A,∆.

• If Γ,∃x.Q ⊢cf+2

≡1
∆ then

Γ, Q[c/x] ⊢cf+2

≡1
∆ for some fresh variable c.

• If Γ ⊢cf+2

≡1
¬A,∆ then Γ, A ⊢cf+2

≡1
∆.

• If Γ ⊢cf+2

≡1
A ∧B,∆ then

Γ ⊢cf+2

≡1
A,∆ and Γ ⊢cf+2

≡1
B,∆.

• If Γ ⊢cf+2

≡1
A ∨B,∆ then Γ ⊢cf+2

≡1
A,B,∆.

• If Γ ⊢cf+2

≡1
A⇒ B,∆, then Γ, A ⊢cf+2

≡1
B,∆.

• If Γ ⊢cf+2

≡1
∀x.Q,∆ then

Γ ⊢cf+2

≡1
Q[c/x],∆ for some fresh variable c.

Proof. For each assertion, The proof is done by induc-
tion on the derivation and detailed in Appendix A.

It implies the following lemma.

Lemma 3. If R : P → ϕ ∈ Th2 and Γ ⊢cf+2

≡1
ϕ,∆,

then there exists (cut-free) proofs of each premise of the

introduction of P on the right. Therefore Γ ⊢cf+2

≡1
P,∆.

Proof. By iteration of Lemma 2. The proof is detailed
in Appendix A. The idea is to unite the decomposition
of ϕ at the root of the proof: all these steps can move
downward since ϕ is right-handed and decomposed on
the right. The proof is detailed in Appendix A.

Now let us deal with right-handed formulæ on the
left. We need the following lemma, which is in some
sense dual to Lemma 2.

Lemma 4. Let us suppose that Γ′ is right-handed and

that ∆′ is left-handed. Then a proof of Γ,Γ′ ⊢cf+2

≡1
∆′,∆

can be transformed into a proof of the same sequent

where either no formula of Γ,∆ is decomposed, either

Γ′ and ∆′ are not decomposed at the head of the proof.

Proof. The proof is conducted by induction on the
derivation and detailed in Appendix A.

It implies the following lemma.

Lemma 5. If R : P → ϕ ∈ Th2 and Γ, ϕ ⊢cf+2

≡1
∆,

then Γ, P ⊢cf+2

≡1
∆.

Proof. By iteration of Lemma 4. The idea is to unite
the decomposition of ϕ at the leaves of the proof: all
these steps can move upward since ϕ is right-handed and
decomposed on the left.

Lemmas 3 and 5 are concentrated in the following
theorem, which proves that rewriting through Th1∪Th2

preserves provability in superdeduction modulo.

Theorem 8. If ϕ ≡1,2 ψ, then

Γ ⊢cf+2

≡1
ϕ,∆ if and only if Γ ⊢cf+2

≡1
ψ,∆

Γ, ϕ ⊢cf+2

≡1
∆ if and only if Γ, ψ ⊢cf+2

≡1
∆

Proof. First by Lemmas 3 and 5, provability is pre-
served by one-step head reduction through Th2 (i.e. if
ϕ = Pσ for some substitution σ and ψ = φσ and
P → φ ∈ Th2). By induction on ϕ, we prove that it
extends to any one-step reduction (ϕ →2 ψ). Then by
induction on ϕ ≡1,2 ψ, we obtain the final result.

Lemma 6 (From ⊢cf
≡1,2

to ⊢cf+2

≡1
). If Γ ⊢cf

≡1,2
∆, then

Γ ⊢cf+2

≡1
∆.

Proof. By induction on the proof of Γ ⊢cf
≡Th1∪Th2

∆:
The raw deductive steps and the steps modulo Th1 are
unchanged. A step

Γ ⊢cf
≡1,2

ψ,∆

Γ ⊢cf
≡1,2

ϕ,∆
ψ ≡2 ϕ

is translated (by induction hypothesis) into a proof of
Γ ⊢cf+2

≡1
ψ,∆ which is translated using Theorem 8 into a

proof of Γ ⊢cf+2

≡1
ϕ,∆.

Let us notice that the transformation from ⊢cf
≡1,2

to

⊢cf+2

≡1
includes a structuration of the proof. Hence the fi-

nal result may only use superdeduction inferences, as in
the proof of Figure 2, therefore forcing a structured use
of (superdeduction) axioms. Finally we get the equiva-
lence of deduction modulo and superdeduction modulo:

Theorem 9. Γ ⊢cf
≡Th1∪Th2

∆ if and only if Γ ⊢
cf+Th2

≡Th1

∆.

Proof. By Lemmas 1 and 6.

As a corollary we directly obtain that cut-elimination
holds for deduction modulo Th1 ∪ Th2 if and only if it
holds for the superdeduction modulo system associated
with (Th1, Th2). In particular it holds if (Th1, Th2) ver-
ifies the criterion of Theorem 5, 6 or 7.

4. A tableau method for superdeduction

An interesting use of the cut-elimination property for
superdeduction modulo is to express the system through
a sound and complete tableau method. In this section we
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choose to extend TaMeD —Tableau Method for Deduc-
tion modulo [3, 5]— whose rules are depicted in Ap-
pendix C. We use the presentation of TaMeD of [3],
where each formula ϕ is annotated with a set of first-
order variables l, denoted ϕl. This set at least contains
the free variables of ϕ. Besides each formula ψ of the
form ∀x.ϕ or ¬(∃x.ϕ) is annotated with an integer n,
denoted ψn. This integer is the maximal number of de-
composition of ψ that are allowed, in order to keep the
method terminating.

The extension of TaMeD is done in the following
manner. Each superdeduction rule on the left

(Γ,Γi ⊢ ∆i,∆)
16i6n

Γ, P ⊢ ∆
X ∩ FV(Γ,∆) = ∅

is translated into B1, P
l
nP

| T
tab
−→

B1, P
l
nP −1,Γ

′l∪Y
1 σ,¬∆′l∪Y

1 σ |

· · · | B1, P
l
nP −1,Γ

′l∪Y
n σ,¬∆′l∪Y

n σ | T if nP > 0

where Γ′
i and ∆′

i stand respectively for Γi and ∆i where
each meta-term (such as t in the ∃R-rule of LK) is re-
placed by a fresh variable. The set of these fresh vari-
ables is denoted Y . Finally σ stands for a substitution
replacing each variable xi of X = x1, x2, . . . by a fresh
skolem function fi(l). The construction of the tableau
rule corresponding to the superdeduction rules on the
right is done in a similar way.

Together with the rules of Appendix C, we obtain
a sound and complete tableau method for superdeduc-
tion modulo, provided that the superdeduction modulo
system enjoys cut-elimination: each use of a superde-
duction tableau transformation can be translated into a
use of the corresponding superdeduction inference rule
and conversely. Since it also holds for the other rules of
TaMeD (soundness and completeness of TaMeD [3, 5]),
we consequently obtain the equivalence between the
superdeduction modulo tableau method and the corre-
sponding cut-free superdeduction modulo system.

Let us show how it operates on the example of Fig-
ure 2. The tableau rule which is associated with the NL

inference rule is

B,N(n)l
n | T

tab
−→ B,N(n)l

n−1,¬(0 ∈ Y )l∪{Y }

| B,N(n)l
n−1,¬(H(Y ))l∪{Y }

| B,N(n)l
n−1, (n ∈ Y )l∪{Y } | T

It corresponds to the first step of the proof of Figure
2, except that a first-order variable Y replaces the first-
order constant P̃ which relates to sum(x) = x∗x. How-
ever Y may be instantiated to P̃ through the extended

narrowing rule (see [3] or Appendix C)

B, U | T [C]

T ′ | T [C ∪ {U|w
?
= l}]

8

<

:

l →1 r
U|w is an atomic proposition
T ′ = Tab(B, U [r]w)

whereU|w denotes the subformula ofU at some position
w and U [r]w denotes U where this subformula at this
position is replaced by r. We can use this TaMeD rule to
instantiate Y to P̃ in any t ∈ Y which may appear, using
the fact that t ∈ P̃ →1 P (t). The generated constraint

(U|w
?
= l) is then t ∈ Y

?
= t ∈ P̃ which will always be

equivalent to Y
?
= P̃ .

5. Conclusion

We have formally defined superdeduction modulo,
the combination of superdeduction and deduction mod-
ulo with both inference rules systematically derived
from an axiomatic theory and the ability to conduct de-
duction modulo computation. Then we proved that the
corresponding system is sound and complete with re-
spect to predicate logic. We also proved that cut-free de-
duction modulo can be translated into cut-free superde-
duction modulo using permutations of the applications
of the inference rules, provided that some hypothesis on
the synchrony of the superdeduction axioms are verified.
We show how this translation corresponds to a struc-
turation of the proof. The inverse translation being triv-
ial, we acquired as a corollary that cut-elimination for
superdeduction modulo is equivalent to cut-elimination
for deduction modulo, consequently obtaining that the
numerous criteria for cut-elimination in deduction mod-
ulo also hold for superdeduction modulo. Finally we
proposed a tableau method for superdeduction modulo
which is sound and complete provided that the corre-
sponding deduction system enjoys cut-elimination.

Superdeduction modulo is a promising frame-
work for proof engineering. Our tableau method
may be in particular the foundation of an auto-
mated theorem prover based on superdeduction mod-
ulo. Besides let us notice that superdeduction mod-
ulo is already the core of a small proof assis-
tant named Lemuridæ which can be downloaded at
http://rho.loria.fr/lemuridae.html .

Superdeduction modulo is also already used in [10] in
a restricted manner since modulo is only used on first-
order terms (and not first-order propositions). Its expres-
sivity is nevertheless demonstrated since an encoding of
functional PTS is proposed.

Filling the gap between superdeduction and deduc-
tion modulo has also be done in a related approach
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by Brauner and Dowek [6]. Whereas we proved the
equivalence of cut-elimination for superdeduction mod-
ulo and deduction modulo, they proved the equivalence
of normalisation for deduction modulo and supernatu-
ral deduction. Superdeduction and supernatural deduc-
tion stand for the same paradigm applied to classical se-
quent calculus for the first and to intuitionistic natural
deduction for the second. However in this latter system,
permutability problems forbid the paradigm to handle
disjunctions or existential quantifications. Therefore an
interesting extension would be to apply the approach of
[6] to (classical sequent calculus) superdeduction.
Acknowledgements: The author thanks Claude Kirchner
for his useful comments and advices. Many thanks also
to Richard Bonichon and Cody Roux for fertile discus-
sions, to the Modulo meetings and to the Pareo team for
many interactions.
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A. Proofs of theorems and lemmas

Definition 8. Γ′,∆′ is fully decomposed in some proof

of Γ,Γ′ ⊢cf+2

≡1
∆′,∆ if when applying Ax-rules in this

proof, no logical connector of Γ′,∆′ remain (they have

been fully decomposed).

Let us first prove the auxiliary lemma.

Lemma 7. A proof of Γ ⊢cf+2

≡1
∆ can be transformed

into a proof of the same sequent where Γ,∆ is fully de-

composed.

Proof. Let us consider a proof of Γ ⊢cf+2

≡1
∆. The proof

is conducted by induction on the proof, the only inter-
esting case being the Ax-rule. For instance an axiom on
a conjunction

AX
Γ, ϕ ⊢cf+2

≡1
ψ,∆

ϕ ≡1 ψ ≡1 ϕ1 ∧ ϕ2

can be turned into

∧L

∧R

AX
Γ, ϕ1, ϕ2,⊢

cf+2

≡1
ϕ1,∆

AX
Γ, ϕ1, ϕ2,⊢

cf+2

≡1
ϕ2,∆
·····

Γ, ϕ1, ϕ2 ⊢cf+2

≡1
ψ,∆

ψ ≡1 ϕ1 ∧ ϕ2

Γ, ϕ ⊢cf+2

≡1
ψ,∆

ϕ ≡1 ϕ1 ∧ ϕ2

and similarly for other connectors.

Let us prove Lemma 2

Lemma 2. • If Γ,¬A ⊢cf+2

≡1
∆ then Γ ⊢cf+2

≡1
A,∆.

• If Γ, A ∧B ⊢cf+2

≡1
∆ then Γ, A,B ⊢cf+2

≡1
∆.

• If Γ, A ∨ B ⊢cf+2

≡1
∆ then Γ, A ⊢cf+2

≡1
∆ and

Γ, B ⊢cf+2

≡1
∆.

• If Γ, A ⇒ B ⊢cf+2

≡1
∆ then Γ, B ⊢cf+2

≡1
∆ and

Γ ⊢cf+2

≡1
A,∆.

• If Γ,∃x.Q ⊢cf+2

≡1
∆ then Γ, Q[c/x] ⊢cf+2

≡1
∆ for

some fresh variable c.

• If Γ ⊢cf+2

≡1
¬A,∆ then Γ, A ⊢cf+2

≡1
∆.

• If Γ ⊢cf+2

≡1
A∧B,∆ then Γ ⊢cf+2

≡1
A,∆ and Γ ⊢cf+2

≡1

B,∆.

• If Γ ⊢cf+2

≡1
A ∨B,∆ then Γ ⊢cf+2

≡1
A,B,∆.

• If Γ ⊢cf+2

≡1
A⇒ B,∆, then Γ, A ⊢cf+2

≡1
B,∆.

• If Γ ⊢cf+2

≡1
∀x.Q,∆ then Γ ⊢cf+2

≡1
Q[c/x],∆ for

some fresh variable c.

Proof. Let us prove the first proposition.
If the last step of the proof of Γ,¬A ⊢cf+2

≡1
∆ intro-

duces ϕ ≡1 ¬A, then ϕ is not an atomic predicate, and
since Th1 is confluent (Hypothesis 2) and only rewrites

atomic propositions and first-order terms, ϕ = ¬ψ with
ψ ≡1 A. The decomposition of ϕ is consequently ¬L,
and we have a proof of Γ ⊢cf+2

≡1
ψ,∆ (which is also a

proof of Γ ⊢cf+2

≡1
A,∆ since A ≡1 ψ).

Otherwise let us proceed with an induction on the
proof of Γ,¬A ⊢cf+2

≡1
∆:

axiom if the proof is

AX
Γ,¬A ⊢cf+2

≡1
∆

then there exists some ϕ ∈ Γ and ψ ∈ ∆ such that
ψ ≡1 ϕ or some φ ≡1 ¬A appears in ∆. In the
first case we can write the proof

AX
Γ ⊢cf+2

≡1
A,∆

In the second case the proof

AX
Γ,¬A ⊢cf+2

≡1
φ,∆′

where ∆ = φ,∆′ can be transformed into

¬R

AX
Γ, A ⊢cf+2

≡1
A,∆′

Γ ⊢cf+2

≡1
A,φ,∆′

φ ≡1 ¬A

implication-right if the proof is

⇒R

. . .

Γ,¬A,B ⊢cf+2

≡1
C,∆′

Γ,¬A ⊢cf+2

≡1
ϕ,∆′

ϕ ≡1 B ⇒ C

then by induction hypothesis we obtain a proof of
Γ, B ⊢cf+2

≡1
A,C,∆′ and through ⇒R we get a

proof of Γ ⊢cf+2

≡1
A,ϕ,∆′.

implication-left if the proof is

⇒L

. . .

Γ,¬A,C ⊢cf+2

≡1
∆

. . .

Γ,¬A ⊢cf+2

≡1
B,∆

Γ,¬A,ϕ ⊢cf+2

≡1
∆

ϕ ≡1 B ⇒ C

then by induction hypothesis we obtain proofs of
Γ, C ⊢cf+2

≡1
A,∆′ and Γ ⊢cf+2

≡1
A,B, ϕ,∆′. Finally

through ⇒L we get a proof of Γϕ ⊢cf+2

≡1
A,∆.

exists-right if the proof is

∃R

. . .

Γ,¬A ⊢cf+2

≡1
Q[t/x],∆

Γ,¬A ⊢cf+2

≡1
ϕ,∆

ϕ ≡1 ∃x.Q
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then by induction hypothesis we obtain a proof of
Γ ⊢cf+2

≡1
A,Q[t/x],∆ and through ∃R we get a

proof of Γ ⊢cf+2

≡1
A,ϕ,∆.

exists-left if the proof is

∃L

. . .

Γ,¬A,Q ⊢cf+2

≡1
∆

Γ,¬A,ϕ ⊢cf+2

≡1
∆



x /∈ FV(Γ,¬A,∆)
ϕ ≡1 ∃x.Q

then by induction hypothesis we obtain a proof of
Γ, Q ⊢cf+2

≡1
A,∆ and through ∃L we get a proof of

Γ, ϕ ⊢cf+2

≡1
A,∆.

superdeduction-right if the proof is

RR

. . .

Γ,Γ1,¬A ⊢cf+2

≡1
∆1,∆
···

. . .

Γ,Γ2,¬A ⊢cf+2

≡1
∆2,∆

········· . . .

. . .

Γ,Γn,¬A ⊢cf+2

≡1
∆n,∆

···················

Γ¬A ⊢cf+2

≡1
P,∆

C

with R : P → ϕ ∈ Th2 then by
induction hypothesis we obtain proofs of the
(

Γ,Γi ⊢
cf+2

≡1
A,∆i,∆

)

i
for 1 6 i 6 n and there-

fore through RR we obtain a proof of Γ ⊢cf+2

≡1

A,P,∆ (in particular the side condition C is ver-
ified since FV(¬A) = FV(A)).

other cases are handled the same way.

Let us prove the fifth assumption.
If the proof of Γ,∃x.Q ⊢cf+2

≡1
∆ introduces ϕ ≡1

∃x.Q, then ϕ is not an atomic predicate, and since Th1

is confluent (Hypothesis 2) and only rewrites atomic
propositions and first-order terms, ϕ = ∃x.ψ with ψ ≡1

Q. The decomposition of ϕ is then ∃L, and we have
a proof of Γ, ψ[c/x] ⊢cf+2

≡1
∆ (which is also a proof of

Γ, Q[c/x] ⊢cf+2

≡1
∆] since Q ≡1 ψ) for some fresh vari-

able c.
Otherwise let us proceed with an induction on the

proof of Γ,∃x.Q ⊢cf+2

≡1
∆.

axiom if the proof is

AX
Γ,∃x.Q ⊢cf+2

≡1
∆

then there exists ϕ ∈ Γ and ψ ∈ ∆ such that ϕ ≡1

ψ or some φ ≡1 ∃x.Q appears in ∆. In the first
case we have a trivial proof of Γ, Q[c/x] ⊢cf+2

≡1
∆.

In the second case the proof is

AX
Γ,∃x.Q ⊢cf+2

≡1
φ,∆′

φ ≡1 ∃x.Q

where ∆ = ϕ,∆′ and it can be transformed into

∃R

AX
Γ, Q[c/x] ⊢cf+2

≡1
Q[c/x],∆′

Γ, Q[c/x] ⊢cf+2

≡1
φ,∆′

φ ≡1 ∃x.Q

implication-right if the proof is

⇒R

. . .

Γ,∃x.Q,B ⊢cf+2

≡1
C,∆′

Γ,∃x.Q ⊢cf+2

≡1
ϕ,∆′

ϕ ≡1 B ⇒ C

then by induction hypothesis we obtain a proof of
Γ, Q[c/x], B ⊢cf+2

≡1
C,∆′ and through ⇒R we get

a proof of Γ, Q[c/x] ⊢cf+2

≡1
ϕ,∆′.

implication-left if the proof is

⇒L

. . .

Γ,∃x.Q,C ⊢cf+2

≡1
∆

. . .

Γ,∃x.Q ⊢cf+2

≡1
B,∆

Γ,∃x.Q, ϕ ⊢cf+2

≡1
∆

ϕ ≡1 B ⇒ C

then by induction hypothesis we obtain proofs
of Γ, Q[c/x], C ⊢cf+2

≡1
∆′ and Γ, Q[c/x] ⊢cf+2

≡1

B,ϕ,∆′. Finally through ⇒L we get a proof of
Γ, Q[c/x], ϕ ⊢cf+2

≡1
∆.

exists-right if the proof is

∃R

. . .

Γ,∃x.Q ⊢cf+2

≡1
P [t/y],∆

Γ,∃x.Q ⊢cf+2

≡1
ϕ,∆

ϕ ≡1 ∃y.P

then by induction hypothesis we obtain a proof of
Γ, Q[c/x] ⊢cf+2

≡1
P [t/y],∆ and through ∃R we get

a proof of Γ, Q[c/x] ⊢cf+2

≡1
ϕ,∆.

exists-left if the proof is

∃L

. . .

Γ,∃x.Q, P ⊢cf+2

≡1
∆

Γ,∃x.Q, ϕ ⊢cf+2

≡1
∆



y /∈ FV(Γ, ∃x.Q,∆)
ϕ ≡1 ∃y.P
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then by induction hypothesis we obtain a proof of
Γ, Q[c/x], P ⊢cf+2

≡1
∆ and through ∃L we get a

proof of Γ, Q[c/x], ϕ ⊢cf+2

≡1
∆ (c being a fresh

variable, we may suppose it is not y and therefore
y /∈ FV(Γ, Q[c/x],∆)).

superdeduction-right if the proof is

RR

. . .

Γ,Γ1,¬A ⊢cf+2

≡1
∆1,∆
···

. . .

Γ,Γ2,¬A ⊢cf+2

≡1
∆2,∆

········· . . .

. . .

Γ,Γn,∃ ⊢cf+2

≡1
∆n,∆

···················

Γ,∃x.Q ⊢cf+2

≡1
P,∆

C

with R : P → ϕ ∈ Th2 then by
induction hypothesis we obtain proofs of the
(

Γ,Γi, Q[c/x] ⊢cf+2

≡1
∆i,∆

)

i
for 1 6 i 6 n and

therefore through RR we obtain a proof of Γ, Q[c/

x] ⊢cf+2

≡1
P,∆ (in particular the side condition C is

verified since c is a fresh variable and consequently
we may suppose that it is different from all the vari-
ables appearing in C).

other cases are handled the same way.

Other assumptions are proved the same way.

Before proving Lemma 3, we prove the following
lemma.

Lemma 8. If the list of sequents (Γi ⊢ ∆i)i is a step of

the decomposition of ⊢ φ where φ is right-handed, then

for all i, ∆i is right-handed and Γi is left-handed.

Proof. By routine inspection of the rules that may be
used to decompose ⊢ φ:

Base case The sequent ⊢ φ obviously verifies the con-
dition : its left-hand context is left-handed and its
right-hand context is right-handed.

Axiom The rule
AX

Γ, A ⊢ A,∆

has no premise and therefore preserves the condi-
tions on the sequents

Imply-left Let us consider the rule

⇒L

Γ, B ⊢ ∆ Γ ⊢ A,∆

Γ, A⇒ B ⊢ ∆

If Γ and A ⇒ B are left-handed and ∆ is right-
handed, then B is left-handed and A is right-
handed. Consequently both sequents Γ, B ⊢ ∆ and
Γ ⊢ A,∆ verify the conditions.

Imply-right Let us consider the rule

⇒R

Γ, A ⊢ B,∆

Γ ⊢ A⇒ B,∆

If Γ is left-handed and A ⇒ B,∆ is right-handed,
thenB is right-handed andA is left-handed. There-
fore the sequent Γ, A ⊢ B,∆ verify the condition.

Exists-left Let us consider the rule

∃L

Γ, Q ⊢ ∆

Γ,∃x.Q ⊢ ∆
x /∈ FV(Γ,∆)

If Γ,∃x.Q is left-handed and ∆ is right-handed,
then Q is left-handed and therefore the sequent
Γ, Q ⊢ ∆ verify the condition.

Exists-right Let us consider the rule

∃R

Γ ⊢ Q[t/x],∆

Γ ⊢ ∃x.Q,∆

The formula ∃x.Q cannot be right-handed and con-
sequently this case is impossible.

Other cases are handled the same way.

Then we prove the following lemma.

Lemma 9. If there is a proof of Γ ⊢cf+2

≡1
φ,∆ and

(Γ,Γi ⊢cf+2

≡1
∆i,∆)i is a list of sequents representing

a step of the decomposition of φ in Γ ⊢cf+2

≡1
φ,∆, then

for all i, there is a proof of Γ,Γi ⊢
cf+2

≡1
∆i,∆.

Proof. By induction on the number of logical connec-
tors of φ that are yet decomposed in (Γ,Γi ⊢cf+2

≡1

∆i,∆)i.

• If none of the logical connectors of φ is de-
composed, then the list of sequents contains only
Γ ⊢cf+2

≡1
φ,∆ and therefore by hypothesis there is a

proof of Γ ⊢cf+2

≡1
φ,∆.

• If the step (Γ,Γi ⊢cf+2

≡1
∆i,∆)i is obtained from

previous step (Γ,Γ′
k ⊢cf+2

≡1
∆′

k,∆)k using the rule
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axiom then all the sequents Γ,Γi ⊢cf+2

≡1
∆i,∆

are already in the list (Γ,Γ′
k ⊢cf+2

≡1
∆′

k,∆)k.
Therefore by induction hypothesis, for all i
there exists a proof of Γ,Γi ⊢

cf+2

≡1
∆i,∆.

implication left then all the sequents Γ,Γi ⊢cf+2

≡1

∆i,∆ are already in the list (Γ,Γ′
k ⊢cf+2

≡1

∆′
k,∆)k except some sequents Γ,Γ′, ψ ⊢cf+2

≡1

∆′,∆ and Γ,Γ′ ⊢cf+2

≡1
ϕ,∆′,∆ that comes

from decomposing φ ≡1 ϕ ⇒ ψ in
Γ,Γ′, φ ⊢cf+2

≡1
∆′,∆. From induction hypoth-

esis, there exists proofs of all sequents from
the previous step. Therefore there exists a
proof of Γ,Γ′, φ ⊢cf+2

≡1
∆′,∆ which is also

a proof of Γ,Γ′, ϕ ⇒ ψ ⊢cf+2

≡1
∆′,∆ since

φ ≡1 ϕ ⇒ ψ. By Lemma 2, we obtain
proofs of Γ,Γ′, ψ ⊢cf+2

≡1
∆′,∆ and Γ,Γ′ ⊢cf+2

≡1

ϕ,∆′,∆ and consequently we have proofs of
all sequents (Γ,Γi ⊢

cf+2

≡1
∆i,∆).

implication right then all the sequents Γ,Γi ⊢
cf+2

≡1

∆i,∆ are already in the list (Γ,Γ′
k ⊢cf+2

≡1

∆′
k,∆)k except some sequent Γ,Γ′, ϕ ⊢cf+2

≡1

ψ,∆′,∆ that comes from decomposing φ ≡1

ϕ ⇒ ψ in Γ,Γ′ ⊢cf+2

≡1
φ,∆′,∆. From in-

duction hypothesis, there exists proofs of all
sequents from the previous step. Therefore
there exists a proof of Γ,Γ′ ⊢cf+2

≡1
φ,∆′,∆

which is also a proof of Γ,Γ′ ⊢cf+2

≡1
ϕ ⇒

ψ,∆′,∆ since φ ≡1 ϕ ⇒ ψ. By Lemma 2,
we obtain a proof of Γ,Γ′, ϕ ⊢cf+2

≡1
ψ,∆′,∆

and consequently we have proofs of all se-
quents (Γ,Γi ⊢

cf+2

≡1
∆i,∆).

forall right then all the sequents Γ,Γi ⊢cf+2

≡1

∆i,∆ are already in the list (Γ,Γ′
k ⊢cf+2

≡1

∆′
k,∆)k except some sequent Γ,Γ′ ⊢cf+2

≡1

ψ[c/x],∆′,∆ that comes from decomposing
ϕ ≡1 ∀x.ψ in Γ,Γ′ ⊢cf+2

≡1
ϕ,∆′,∆ where

c is a fresh variable. By induction hypothe-
sis, there exists proofs of all sequents from the
previous step. Therefore there exists a proof
of Γ,Γ′ ⊢cf+2

≡1
ϕ,∆′,∆ which also is a proof

of Γ,Γ′ ⊢cf+2

≡1
∀x.ψ,∆′,∆ since ϕ ≡1 ∀x.ψ.

By Lemma 2, we obtain a proof of Γ,Γ′ ⊢cf+2

≡1

ψ[c/x],∆′,∆ and hence we have proofs of all
sequents (Γ,Γi ⊢

cf+2

≡1
∆i,∆).

exists right this case is contradictory by
Lemma 8.

forall left this case is contradictory by Lemma 8.

forall right then all the sequents Γ,Γi ⊢cf+2

≡1

∆i,∆ are already in the list (Γ,Γ′
k ⊢cf+2

≡1

∆′
k,∆)k except some sequent Γ,Γ′, ψ[c/

x] ⊢cf+2

≡1
∆′,∆ that comes from decompos-

ing ϕ ≡1 ∃x.ψ in Γ,Γ′, ϕ ⊢cf+2

≡1
∆′,∆ where

c is a fresh variable. By induction hypothe-
sis, there exists proofs of all sequents from the
previous step. Therefore there exists a proof
of Γ,Γ′, ϕ ⊢cf+2

≡1
∆′,∆ which also is a proof

of Γ,Γ′,∃x.ψ ⊢cf+2

≡1
∆′,∆ since ϕ ≡1 ∃x.ψ.

By Lemma 2, we obtain a proof of Γ,Γ′, ψ[c/

x] ⊢cf+2

≡1
∆′,∆ and henve we have proofs of

all sequents (Γ,Γi ⊢
cf+2

≡1
∆i,∆).

other cases are handled the same way.

Let us prove now Lemma 3.

Lemma 3. If R : P → ϕ ∈ Th2 and Γ ⊢cf+2

≡1
ϕ,∆,

then there exists (cut-free) proofs of each premise of the

introduction of P on the right. Therefore Γ ⊢cf+2

≡1
P,∆.

Proof. Since there exists a proof of Γ ⊢cf+2

≡1
ϕ,∆, by

Lemma 9 and since the premises of the RR rule represent
a step (the last one) of the decomposition of ϕ in Γ ⊢cf+2

≡1

ϕ,∆, by Lemma 9 there exists proofs of each premise
(where the variables appearing in the side condition of
RR are replaced by fresh variables: consequently this
side condition is verified). Therefore through RR we
obtain a proof of Γ ⊢cf+2

≡1
P,∆.

Let us prove now (an extension of) Lemma 4.

Lemma 4. Let us suppose that Γ′ is right-handed and

that ∆′ is left-handed. Then a proof of Γ,Γ′ ⊢cf+2

≡1
∆′,∆

can be transformed into a proof of the same sequent

where either no formula of Γ,∆ is decomposed, either

Γ′ and ∆′ are not decomposed at the head of the proof.

Besides this transformation preserves the full decom-

position of Γ′,∆′ (Definition 8). Finally if the proof

changes, the maximal number of steps decomposing for-

mulæ of Γ,∆ in a path from a decomposition of Γ′,∆′

to a leaf is strictly decreasing or during this transforma-

tion.

Proof. The proof is conducted by induction on the
derivation of Γ,Γ′ ⊢cf+2

≡1
∆′,∆. We suppose we are not

in the case where no formula of Γ,∆ is decomposed and
that Γ′,∆′ are decomposed at the head of the proof. This
decomposition can be ¬L, ∧L, ∨L, ⇒L, ∀L or ¬R, ∧R,
∨R, ⇒R, ∃R. It cannot be ∃L or ∀R since Γ′ is right-
handed and ∆′ is left-handed. Therefore we deal with
all theses cases.

Disjunction on the left Let us assume that the proof is
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· · ·

Γ, φ1,Γ
′′ ⊢cf+2

≡1
∆′,∆

· · ·

Γ, φ2,Γ
′′ ⊢cf+2

≡1
∆′,∆

Γ, φ1 ∨ φ2,Γ
′′ ⊢cf+2

≡1
∆′,∆

with φ1 ∨ φ2,Γ
′′ = Γ′. By induction hypothesis, there

exists a proof of Γ, φ1,Γ
′′ ⊢cf+2

≡1
∆′,∆ and a proof

of Γ, φ2,Γ
′′ ⊢cf+2

≡1
∆′,∆ where either no formula of

Γ,∆ is decomposed, either respectively φ1,Γ
′′,∆′ and

φ2,Γ
′′,∆′ are not decomposed at the head of the proof.

Besides the maximal number of steps decomposing for-
mulæ of Γ,∆ in a path from a decomposition of Γ′,∆′

to a leaf is (non-strictly) decreasing during this transfor-
mation. These proofs either start with a decomposition
of a formula of Γ,∆, either do not decompose Γ,∆ at
all. If both proofs do not start with a decomposition of a
formula of Γ,∆, then we are done since we are therefore
in the case where no formula of Γ,∆ is decomposed. Let
us assume then that one of these proofs starts with a de-
composition of Γ,∆. In particular the path containing
the maximal number of decompositions of Γ,∆ from a
decomposition of Γ′,∆′ to a leaf which is in the first
premise is contained in a proof which starts with a de-
composition of Γ,∆. In fact both proofs can contain
such a path. We will assume that only the first proof
contains such a path. The case where only the second
contains such a path is symmetrical. The case where
both contain such a path is handled by combining the
two previous cases. Now if only the first one contains
such a path, we assume that it starts with a decomposi-
tion of ψ1 ∨ ψ2 in Γ = ψ1 ∨ ψ2,Γ

′′′ (other connectors
are handled similarly). The proof is

...
[π1]

ψ1,Γ
′′′, φ1,Γ

′′ ⊢cf+2

≡1
∆′,∆

...
[π2]

ψ2,Γ
′′′, φ1,Γ

′′ ⊢cf+2

≡1
∆′,∆
······

ψ1 ∨ ψ2,Γ
′′′, φ1,Γ

′′ ⊢cf+2

≡1
∆′,∆

······

...
[π3]

ψ1 ∨ ψ2,Γ
′′′, φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆

ψ1 ∨ ψ2,Γ
′′′, φ1 ∨ φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆

Then this proof can be transformed into

...
[π1]

ψ1, ψ1 ∨ ψ2,Γ
′′′, φ1,Γ

′′ ⊢cf+2

≡1
∆′,∆

...
[π3]

ψ1, ψ1 ∨ ψ2,Γ
′′′, φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆

······

ψ1, ψ1 ∨ ψ2,Γ
′′′, φ1 ∨ φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆

················

...
[π2]

ψ2, ψ1 ∨ ψ2,Γ
′′′, φ1,Γ

′′ ⊢cf+2

≡1
∆′,∆

...
[π3]

ψ2, ψ1 ∨ ψ2,Γ
′′′, φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆
······

ψ2, ψ1 ∨ ψ2,Γ
′′′, φ1 ∨ φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆

ψ1 ∨ ψ2,Γ
′′′, φ1 ∨ φ2,Γ

′′ ⊢cf+2

≡1
∆′,∆

Here the maximal number of steps decomposing for-
mulæ of Γ,∆ in a path from a decomposition of Γ′,∆′

to a leaf is strictly decreasing during this transformation
since this unique path was in π1 and containing the de-
composition of ψ1 ∨ ψ2 and now is still in π1 (which is
unchanged) but does not contain the decomposition of
ψ1 ∨ ψ2 anymore.

Finally it is easy to check thath the full decomposition
of Γ′,∆′ is preserved.

It implies the following lemma.

Lemma 10. If φ is right-handed, then a proof of

Γ, φ ⊢cf+2

≡1
∆ can be transformed into a proof of the same

sequent where all the logical connectors of φ are decom-

posed and either no formula of Γ,∆ is decomposed, ei-

ther they are entirely decomposed before decomposing

φ.

Proof. First of all, by Lemma 7, there exists a proof of
Γ, φ ⊢cf+2

≡1
∆ which fully decomposes φ. Let us consider

this proof now. By induction on the couple composed by
the maximal number of steps decomposing formulæ of
Γ,∆ in a path from a decomposition of φ to a leaf and
the size of the proof, ordered lexically: since φ is right-
handed, by Lemma 4 there exists a proof of Γ, φ ⊢cf+2

≡1
∆

where all the logical connectors of φ are decomposed
and either no formula of Γ,∆ is decomposed, either φ
is not decomposed at the head of the proof. Besides this
proof still fully decomposes φ. In the first case, we con-
sequently obtain the proof we were looking for. In the
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second case, the proof is

...
[π1]

Γ1, φ ⊢cf+2

≡1
∆1 . . .

...
[πn]

Γn, φ ⊢cf+2

≡1
∆n

Γ, φ ⊢cf+2

≡1
∆

Either this proof is equal to the initial one, either Lemma
4 has changed it. In both cases we can apply the induc-
tion hypothesis on the proofs of the premises since

• in the first case, the maximal number of steps de-
composing formulæ of Γ,∆ in a path from a de-
composition of φ to a leaf is equal and the size of
the proof is strictly decreasing;

• in the second case,the maximal number of steps de-
composing formulæ of Γ,∆ in a path from a de-
composition of φ to a leaf is strictly decreasing.

Therefore by induction hypothesis applied on the proofs
πi for each i, there exists a proof π′

i of Γi, φ ⊢cf+2

≡1
∆i

where either no formula of Γi,∆i is decomposed, ei-
ther they are entirely decomposed before decomposing
φ. Finally we can construct the proof

...
[π′

1]

Γ1, φ,⊢
cf+2

≡1
∆1 . . .

...
[π′

1]

Γn, φ,⊢
cf+2

≡1
∆n

Γ, φ ⊢cf+2

≡1
∆

In this proof, all the logical connectors of φ are decom-
posed and Γ and ∆ are entirely decomposed before de-
composing φ.

It allows us to prove Lemma 5.

Lemma 5. If R : P → ϕ ∈ Th2 and Γ, ϕ ⊢cf+2

≡1
∆,

then Γ, P ⊢cf+2

≡1
∆.

Proof. Since R : P → ϕ ∈ Th2, ϕ is right-handed, by
Lemma 10 we obtain a proof of Γ, ϕ ⊢cf+2

≡1
∆ where all

the logical connectors of ϕ are decomposed and either
no formula of Γ,∆ is decomposed, either they are en-
tirely decomposed before decomposing ϕ. The proof is
conducted by induction on the decompositions of Γ,∆.

Let us suppose first that no formula of Γ,∆ is decom-
posed. Since all the logical connectors of ϕ are decom-
posed in the proof, it only consists of all these decompo-
sitions. ϕ is right-handed, therefore we may suppose
that the decompositions are contraction-free. Conse-
quently the proof can directly be replaced by one single
inference rule RL: we obtain a proof of Γ, P ⊢cf+2

≡1
∆.

Let us suppose now that some formula of Γ,∆ is de-
composed (before decomposing ϕ). The proof is

Γ1, ϕ ⊢cf+2

≡1
∆1 . . . Γn, ϕ ⊢cf+2

≡1
∆n

Γ, ϕ ⊢cf+2

≡1
∆

By induction hypothesis, we obtain proofs of the
Γi, P ⊢cf+2

≡1
∆i for all 1 6 i 6 n. Consequently we

have a proof of Γ, P ⊢cf+2

≡1
∆.

B. A proof in Superdeduction Modulo

The proof of Figure 2 where computational steps are
detailed is written in Figure 3.

C. TaMeD

Tableau form transformation Tab(T )

B, (ϕ1 ∨ ϕ2)
l | T

tab
−→ B, ϕl

1 | B, ϕl
2 | T

B,¬(ϕ1 ∧ ϕ2)
l | T

tab
−→ B,¬ϕl

1 | B,¬ϕl
2 | T

B, (ϕ1 ∧ ϕ2)
l | T

tab
−→ B, ϕl

1, ϕ
l
2 | T

B,¬(ϕ1 ∨ ϕ2)
l | T

tab
−→ B,¬ϕl

1,¬ϕ
l
2 | T

B, (ϕ1 ⇒ ϕ2)
l | T

tab
−→ B,¬ϕl

1 | B, ϕl
2 | T

B,¬(ϕ1 ⇒ ϕ2)
l |T

tab
−→ B, ϕl

1,¬ϕ
l
2 | T

B,¬⊥l | T
tab
−→ B | T

B,⊤l | T
tab
−→ B | T

B,¬¬ϕl | T
tab
−→ B, ϕl | T

B,⊥l | T
tab
−→ T

B,¬⊤l | T
tab
−→ T

B, (∀x.P )l
nx

| T
tab
−→ B, (∀x.P )l

nx−1, P
l,x | T

(x fresh and nx > 1)

B,¬(∃x.P )l
nx

| T
tab
−→ B,¬(∃x.P )l

nx−1,¬P
l,x |T

(x fresh and nx > 1)

B, (∃x.P )l | T
tab
−→ B, (P [f(l)/x])l | T

(f fresh skolem symbol)

B,¬(∀x.P )l | T
tab
−→ B, (¬P [f(l)/x])l | T

(f fresh skolem symbol)

TaMeD rules

B, ϕ1,¬ϕ2 | T [C]

T [C ∪ {ϕ1
?
= ϕ2}]

B, U | T [C]

T ′ | T [C ∪ {U|w
?
= l}]

if l →1 r, U|w is an atomic proposition and
T ′ = Tab(B, U [r]w)
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≡

≡

=R

AX
0 ∈ A ⊢+2

≡1
0 ∈ A

⊢+2

≡1
0 = 0

⊢+2

≡1
sum(0) = 0 ∗ 0

⊢+2

≡1
0 ∈ P̃

HR

≡

=L

=R

AX
S(m+ (m+ sum(m))) ∈ A ⊢+2

≡1
S(m+ (m+ sum(m))) ∈ A

⊢+2

≡1
S(m+ (m+ sum(m))) = S(m+ (m+ sum(m)))

AX
S(m+ (m+ sum(m))) = S(m+ (m+ (m ∗m))) ⊢+2

≡1
S(m+ (m+ sum(m))) = S(m+ (m+ (m ∗m)))

·········

sum(m) = m ∗m ⊢+2

≡1
S(m+ (m+ sum(m))) = S(m+ (m+ (m ∗m)))

sum(m) = m ∗m ⊢+2

≡1
sum(S(m)) = S(m) ∗ S(m)

⊢+2

≡1
H(P̃ )
················

≡

AX
sum(n) = n ∗ n ⊢+2

≡1
sum(n) = n ∗ n

n ∈ P̃ ⊢+2

≡1
sum(n) = n ∗ n

N(n) ⊢+2

≡1
sum(n) = n ∗ n

Figure 3. A proof where computational steps are detailed
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