N

N

A semantic normalization proof for a system with
recursors

Lisa Allali, Paul Brauner

» To cite this version:

Lisa Allali, Paul Brauner. A semantic normalization proof for a system with recursors. 2008. inria-
00211877

HAL 1d: inria-00211877
https://inria.hal.science/inria-00211877v1

Preprint submitted on 22 Jan 2008

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00211877v1
https://hal.archives-ouvertes.fr

Inria-00211877, version 1 - 22 Jan 2008

A semantic normalization proof for a system with recursors

Lisa Allali Paul Brauner
Ecole Polytechnique & INRIA INPL & LORIA
Abstract ries that meet cut elimination property.

More recently, a link between such semantic methods and
Semantics methods have been used to prove cut eliminanormalizationresults has been done in the framedefiuc-
tion theorems for a long time. It is only recently that they tion modulo[13]. This semantic criterion, called super-
have been extend to prove strong normalization results, inconsistency, implies the normalization property of every
particular for theories in deduction modulo. However such theory expressed as a rewrite system. This has led for in-
semantic methods did not apply for systems with recursorsstance to the semantic proofs that Heyting’s arithméiic (
like Godel system T. We show in this paper how super nat-Peano axioms considered in an intuitionistic setting) is no
ural deduction provides a bridge between superconsistencyonly consistent, but also verifies the strong normalization
of arithmetic and strong normalization of system T. We then property [1][14]. Although systems with recursors enjoy
generalize this result to a family of inductive types before syntacticproofs of strong normalizationcf Tait's proof
discussing the dependant case. for Godel system T [27]), they have been reluctant to this
method so far.
Recursors are used to compute with inductive types on
which today’s proof-assistants heavily rely to expresstmos
theories. This is especially the case of the@proof assis-
o ~ tant[29, 24, 16]. Also many recent programming languages
When building a new theory, there are several criteria yith support for dependant types such aspa[21] include
one wants this theory to meet. In particular the elimi-  gych recursors. Recursors allow the user to easily describe
nationproperty which means that the cut rule is redundant. recursive functions and properties while ensuring thenstro

This property ensures the consistency of the theory. In anpgrmalization of the system, which is proved (syntactjdall
intuitionistic framework (as it is the case in the present pa gnce for all in the metatheory.

per) it also gives the so-calledtness propertyif a proof is
ending by the introduction of the existential quantifier one
can exhibit a witness of this existenc&lormalizationof

1. Introduction

In this paper we propose to bridge the gap between de-
duction modulo and systems with recursors by exhibiting
a theory is also a desirable property. It ensures the termi_gnénte_rmedla_te system. This system rehesopernat_ural
nation of the proof reduction process, gives a way to con- eduction an mstz_ince of the superdeduct!on _prlnC|pIe [5]

for natural deduction. Supernatural deduction is yet agroth

struct witnesses, and eases the potential implementattion o . ! L
the theory. In a system where all the cuts are captured byV& to integrate a theory into natural deduction in the form

the reduction rules (like in the typed lambda calculus), cut of inferenc_es rules_and had initially been _iljtroduced in or-
elimination is a consequence of normalization. der to provide a typing system for the rewriting calculus [7]

Gentzen was the first to prove, with a syntactic method, theFortunater,_system T computational behaviour is nayrall
theorem of cut elimination in sequent calculus(Hauptsatz) captured (with no complexity speed-up) by some terms of

[15]. More recently semantics approaches have been intro-this calculus whose typing rules exactly match those of the

duced (for instance in [26, 28, 25, 18]) for building proof recursors. It is therefore sufficient to prove normalizatio
with respect to some notion of model that has been usedof supernatural deduction for this particular theory to ob-

by De Marco and Lipton [9] to prove cut elimination of the _taln that of system T. That's where semantic methods come
Intuitionistic Higher-Order Logic, and by Okada [22] forin into play.

tuitionistic Linear Logic (first and higher-order). The dpinit Indeed, a precedent paper [4] has shown that deduc-
side of semantic proofs is that they abstract from synatacti tion modulo and supernatural deduction are equivalently
details intrinsic to the type system and concentrate on es-normalizing for the same theory. In other words: the way

sential arguments. Therefore, they obediently adapt to lan a theory is injected into a deduction system is immate-
guage extentions and allow to characterize classes of theorial for the normalization property. We shall then use



super-consistency arguments to ensure normalization ofminded below.
the supernatural deduction system simulating system T

reductions. This is done by providing a family of so-called
B-models for the theory from which this later supernatural
deduction system has been derived.

The semantics arguments being clearly identified, we
then generalize the whole reasoning to a system with
recursorsa la system T for a certain family of mutu-
ally inductive types. This confirms the validity of our
approach and provides the foundations of a possible
implementation (this system has actually already been
played with inlemuridae, a proof-assistant prototype for
the sequent calculus counterpart of supernatural dedh)ctio

(Aa.my m2) > m{a:=m}
fSt(<7T1,7T2>) > m
snd({m1,m2)) > mo
d (i(m)) ame s > mo{a:=m1}
§ (j(m)) aume Bomrs > m{f:=m1}
Azrt) > m{z:=t}
o3 (t,m) x.am’ > m{r =t a:=m}

Deduction Modulo (DM)

Deduction Modulo is a formalism that aims at distinguish-
ing reasoning from computation in proofs. Modern type
systems feature a rule so-callednversion rulewhich al-
lows to identify propositions which are equal modulo beta-

System T being rather a programming language than aconversion.

deduction system, we finally discuss the extension of our
approach to dependant typés. predicate logic. Simu-
lation through supernatural deduction is still valid. Oe th

I'Ht:T TEQTI

Conv
( ) Lt T

semantic side, the system T being in some way a impover-

ished version of arithmetic, its super-consistency [1]diis
needs. We show how our method adapts to deduction sys
tem with rewriting. The paper ends with a conjecture that a
much larger family of inductive types could be captured by
rewriting, as pioneered in [3].

2. Framework

2.1. Deduction systems

Predicate logic
Our starting point is natural deduction for predicate logic
The proof-term language is given by the following gram-

mar, whose constructs are respectively typed by the usual

typing rules(Ax), (= 1), (= E), (AI), (AE1), (AE),
(VL), (VL), (VE), (LE), (VI), (VE), (3I) and(3E) (see
[17] for instance).

) | snd(7)
0 m .y B.73)

The variableg:, y, . .. are variables of the first-order theory
while «, 3, . .. are proof variables. Notice that the variables
o, andz are bound iMa.m, A\x.m, (§ 71, a.mq, B.73) and
(63 m,z.a.m"). As usual, the process of cut elimination is
modeled by (generalized)-reduction, whose rules are re-

A side-effect of this rule is to alloeomputatiorinside the
proof, the computation being performed by proof reduc-
tion. The idea of deduction modulo [11] is to study the phe-
nomenon of computation inside a proof in a simpler frame-
work: predicate logic, where propositions are identified by
a congruence. The congruence depends on the theory. It
is usually defined as the symmetric and transitive closure
of a rewrite system over first-order terms and propositions.
Therefore, the typing rules of deduction modulo are those
of natural deduction, modulo the congruence. This may be
explicited by a rephrasing of the inference rules, as shown
for the implication elimination below.

'ecC '-A
I'kEB

(=E) C=A=B

The other rules of deduction modulo are build in the same
way upon natural deduction (see figure 3 in appendix for
the full system). In this paper, we restrict ourselves to the
ories expressed by proposition rewrite systems defined as
follows. We call thentomputational theories

Definition 1 (Proposition rewrite system). We callpropo-
sition rewrite ruleevery ruleR : P — ¢ rewriting atomic
propositions into propositions build upon the language of
predicate logic restricted to the connectives and V.
Moreover, we suppose tha&t) (o) C FV(P).

We define groposition rewrite systeras an orthogonal,
hence confluent set pfoposition rewrite rules

We shall call DMz the deduction modulo system
parametrized by the rewrite systeéf The proof-terms are
left unchangedw.r.t natural deduction, only the types are
identified.



Example 1 (Equality on naturals). Let us consider the o if ¢ is atomicarity(p) =[],

rewrite systenR formed by the proposition rewrite rule o if ¢ = 1 = oy thenarity(yp) = (=,arity(¢2)),
Req : (Sz) = (Sy) — x« = y. Then the terma.a e if o = Va ; thenarity(y) = (V,arity(p1)).
has type(100 = 100) = (0 = 0) (among others) iM%

with only one step of reasoning but 100 steps of rewriting L&t be & formula, a sequence foris a sequence of dis-
that are transparent in the proof: tinct variables such that the-th variable of the sequence

is a proof variable if then-th element of the arity a is =
AX 100 100Fa-0=0 (100=100)=(0=0) and a term variable otherwise.

FAa.a: (100=100)=(0=0)

(=1)

We notez variable sequences. Moreover for any vari-

=

In deduction modulo, proof reduction may however not ablet, (¢ []) = ¢t and if 7 = (z,2’) then(t 7') =
terminate, depending on the theory defined/y This is ((t =) ;'))_ If C has type¢p and = is a sequence fog,
the case for very simple (and even consistent) theories likewe may say thak’ is a sequence fdt.
the one defined by — (P = P) [13]. On the other hand,
the strong normalization dPM implies the consistency of ~ Definition 3 (Computation of the introduction rules).
R. Therefore, finding criteria which entails the strong nor- Consider a proposition rewrite rul& : P — ¢. Consider
malization of deduction modulo is an active research topic, @ sequencefor ¢ of variables that do not occur in the rule.
which has lead to elegant proofs of normalization for arith- We associate t& an introduction rule for?” of the form
metic and set theory [14, 1, 12].

premI(T, p,1)

Supernatural deduction (SND) ' (AR().7w) : P
While deduction modulo succeeds in hiding purely com-
putational steps of reasoning, it fails at getting rid of the
“noise” of trivial proof steps. Supernatural deduction,[2P

cond(T,p,l)

Where the sequenpreml(T',p,l) and the condition
cond(T', ,1) are defined by induction on the structure of

addresses this issue by turning a the@rynto new infer-  as follows
ence rules for natural deduction. As an example, the rewrite _ premI(T, 0, 1) = (T F 7 : @)
ruleRc : A C B — Vz (r € A= z € B) is translated o ifpisatomicthen 11 o)) — g

into the following inference rules.
premI(T'; A = B, (a,l)) = premI((T', o : A), B, 1)

Nre Az eB ¢ FV(D) cond(T', A = B, (a,l)) =cond((T, A), B,1)

T

'FACB preml(T',Vz A, (y,1)) = premI(T", A{x := y},1)
L ACB FhtcA e cond(I',Vx A, (y,l)) = cond(T', A{x :=y},l)
RcE — U Fv(T

(Rc T ich {y ¢ FV(I)}

L o Definition 4 (Computation of the elimination rules).
The original idea of supernatural deduction is to Propose aconsider a proposition rewrite rulg : P — . Consider a
proof-term language that keeps trace of new rules duringsequencéfor ¢ of names. We associateRan elimination

(Rel)

proof-reduction while raising the notion otitto the level rule for P of the form
of predicates(Rc ) — (Rc E) cuts for the example above).
Let us see the formal definition of this system. We call 'm:P premE(T, ¢, 1)
SND?® the supernatural deduction system associatégl.to (RE) concl(T, (r R(1)), ¢, 1)
The proof-terms are those of natural deduction extended ’ s
with two constructs: Where the multiset of sequentssmE(T, p,1) and the se-

N — quent concl(I', 7', ¢, 1) are defined by induction on the
™= AR(Z) [ (mR(m)) | .. structure ofy as follows
'I;]hey allow to intgrpret}.he super-rules. In th;e pafﬂlé(lﬁ’) A . it ois atomic then concl(T, 7, ¢,1) = (T - 7' : )
the constructoR is applied to a sequence of variables that ¥ premE(T, 0, 1) = &

)

may be either term or proof variables. In the teRifn:) it

is applied to a sequence of terms that may be either terms concl(I', 7', A = B, (7,l)) = concl(I', ", B, )

of the theory or proof-terms. We can now define the typing ® premE(I''A= B,(r,l)) ={['F7:A4}

rules that correspond to the terms above. UpremE(L, B, 1)
Definition 2. Thearity of a formulay is a sequence of o concl(T’, 7", Var A, (,0)) = concl(l', n’, Afz:=1},1)
and=- symbols defined by induction gras follows premE(I,Vz A, (,1)) = premE(l', A{z:=t},1)



Example 2 (Proof-terms for the inclusion). Our defini- Proposition 2 (Strong normalization property transfer).
tion of C uses a witness and charges an assumption into theLet R; andR. be two proposition rewrite systems. Strong
context. Thus, the associated proof-terms are those givermormalization ofDMz, %, implies that otS‘NDM;;f.

by the following typing rules: i i _ -
Proof. The idea is to translate theR("2").m R(ni) redexes

Ta(zeX)FA:(zeY) of SND by \Z .7 m ones in deduction modulo which re-
Rel) 7R o)A (XCy)” ¢ FV(I) duce tor{z:=m} in a finite number of steps. The trans-
S\ A - lation is well-typed thanks to the congruence of deduction
'FA:(XCY) TFB:(teX) modulo. O

(RcE) T'HARc(t,B): (teY)

2.2. Semantic tools

Definition 5 (Generalized cut elimination). The elimina- o _
tion of a generalized cut is represented by a reduction which ~ Let us see now a semantic criterion over computational

transmits the witnesses and the lemmas to the proof. theories that implies deduction modulo (thus supernatural
deduction) strong normalization. It has been introduced in
(AR(T).7 R(m)) >, m{z :=m} [10] and used in [1] to prove strong normalization of a com-

putational presentation of Heyting's arithmetic.
When seeing supernatural deduction proof-termsasvery )
simplep-terms of the rewriting calculus [8], the generalized Definition 7 ((full) Pseudo Heyting algebra). Let B

cut elimination is then a-reduction step. Hence the nota- P€ @ Set and< a relation on B. A structure (B, <
tion. AV, L, T,V,3,=) is aPseudo Heyting algebi&forall

x,y,z, cin Bandain p(B),

< is a preorder onB,

Supernatural deduction modulo (SNDM) *
We finally definesupernatural deduction moduylavhich e L isa minimum off for <,
combines both systems. e T isamaximum of3 for <,
e xAyis a lower bound of: andy,
Definition 6 (Supernatural deduction modulo). Let R4 e zVyis a upper bound of andy,
and R, be two rewrite systems composed of proposition e V and 3 (infinite lower and upper bounds) are func-
rewrite rules. We calsupernatural deductioR; modulo tions fromgp(B) to B such that:
Ra (SNDM%) the deduction system formed BWD™*1 v (infinite lower bound) is a function from(B) to B
where the propositions are considered mod@l afterthe such that:
computation of the supernatural deduction rules.

—an:Qagw,

Notice that we fall back in the case of deduction mod- - (zcac<z)=c<Va,

ulo (resp. supernatural deduction) whég, (resp. R») is - ‘Tve a= xf da, 2 <
empty. Let us now state the main result about supernatural - (Vrear<c)=>das<ec
deduction modulo. o r <y=z& Ay < 2.

Proposition 1 (SNDM soundness and completeness)et ~ Definition 8 (Ordered pseudo Heyting algebra). An or-

R1 andR; be two proposition rewrite systemSNDM ! dered pseudo Heyting algebra is a pseudo Heyting algebra
is sound and complete with respect to natural deduc- together with a relatioric on B such that

tion within the theory formed by axioms of the form
VT (P(Z) < (7)) for each proposition rewrite rule
P — ppresentinR; UR,.

e L is an order relation,
e T <bandbCb'thenT <V, 3
e T is a maximal element far and_L is a minimal ele-

Proof. By combining the similar results for deduction mod- ment forL,

ulo and supernatural deduction respectively stated in [11] ® 7V 7,3 are monotonouss- is left anti-monotonous
and [19]. 0 and right monotonous.

o . Definition 9 (Complete ordered PHA). An ordered
. Several criteria have been studn_ad that ensure d?duc'pseudo Heyting algebra is said to bempleteif every sub-
tion modulo or supernatural deduction strong normaliza- ¢et ofB has a greatest lower bound fer.
tion. Transferring them from one system to another has B
been extensively studied in [4]. We adapt here one of the Definition 10 (Modulo intuitionistic model). Let £ be a

results that suits our needs. language. Arintuitionist modelM of L is :



a setM, e the reduction rules
a complete ordered pseudo Heyting algetira

o for each function symbdf of arity n a functionf from Artu >tz = u}
M"to M, rec"af0 > a

e for each predicate symbdP of arity n a function P rec"a f(Sn) > fn(recafn)
from M™ to B.

Example 3 (Functions in System T).
Definition 11 (Denotation). Let M be a model,A be a

proposition and¢ be an assignment. We defifid]; as +=Aa:nat.\b:nat.(rec”® 0 Az:nat.Ay:nat.(S y) b)
follows: X = Aa:nat.\b:nat.(rec" 0 Az:nat.\y:nat.(+ y a) b)
[z]ls = o(x) The aim of this section is to provide an original seman-
[Lle = N tic proof of system T normalization: we will first intro-
[Tle = T duce a rewrite system defining a deduction m_odulo sys-
Lt t)e = F(Itides - [tale) tem DM pat.- _The_n we show the super-consistency of
[P(tr, ... t)]s = 13([[151]}(;5, e [tnls) DM, n,e Which implies its normalization. Flna!ly we mi-
[AABls = [AlsALBls grate from DM nat 10 @ super_natural deduction system
[AVB]ls = [AlsV[Bls SNDM:at.WhICh falthfully mimics system T proofs and
[A= Bls = [Alo=[B]s comput.atlonal behavior. A final lemma reduces_strqng nor-
¥z Ay = V{[Alyae | v € M} malization for the system T to strong normalization for
¢ ~ ri=v SNDM Pt and permits to conclude that system T is normal-
Bz Als = HAlswi=o [v e M} izing, as the process of migrating from deduction modulo
Definition 12 (Models for computational theory). A t_o supernatural dedqqtion preserves the strong normaliza-
model of a computational theomyhose rewrite rules are 10N Property (proposition 2).
Ry, — R}, ..., R, — R] is such that for each assign-
mente, [Ri]s = [Ri]s for1 <i < n. 3.1. The DM, n.x System

Definition 13 (Super-consistency).A computational the-
ory issuper-consisterit, for each compete ordered Heyting
algebraB, there exists #8-model of this theory.

Definition 15 (DM, n.t). For any propositionP we can
form withnat and= we add a constani. We add a con-
stante. The rewrite rules are:

Finally, the main property of a super-consistent theory ()
is to bear a model valuated in the reducibility candidates
algebra and thus to normalize [13].

Proposition 3 (Normalization). If a computational theory ~ 1heorem 1. The DM »,: System is super-consistent.
R is super-consistent, then each proof i/, strongly
normalizes.

— P
nat — Vp (e(p) = (nat = €(p) = €(p)) = nat = €(p))

Proof. Let B be an ordered and complete PHA. We build a
B-modelM of DM, nat as follows:

As a consequence, by proposition 2, if a computational The domain\/ of M is B. [¢] = id.
theoryR, UR, is super-consistent thé’jVDMgf strongly We look for an interpretation ofiat such that[nat] =

normalizes. [Vp (e(p) = (nat = €(p) = €(p)) = nat = €(p))]. For
any elemeny of B, we build a mode/M ; wherenat is in-
3. Godel System T terpreted byf. Let ® be a function fromB to B mappingf

to [Vp (e(p) = (nat = €(p) = €(p)) = nat = €(p))] M.
B is ordered and complete addis monotone (becauset
only appears in positive position ip (e(p) = (nat =
e(p) = €(p)) = nat = €(p))). Thus® has a fixpointF'.

We introduce in this section a theoB)/, .« and prove
that its super-consistency implies the strong normabrati

of system T. We chose thig” to interpretnat in M.
Definition 14. The system T is a subset of natural deduction Finally for eachy we chose p = [P]*.
restricted to( Az), (=) and (=E). We add By constructionM is a B-model of DM, nat. ThUSDM ¢ nat
o is super-consistent. O
e the constantsat, 0, S and a infinity of symbolgec™
wherer is formed withnat and=- Corollary 1. DM, nat is strongly normalizing.
e the axiomsD : nat, S : nat = nat and the axiom -
schemeec™ : 7 = (nat = 7= 7) = nat = 7 Proof. By proposition 3. L



3.2. From DM, ;. to SNDMPt Lemma 3 (Simulation). Let7 and=’ be two proofs in sys-
tem T such that > 7/, then||x|| > ||7'[| in SNDpat.

Definition 16 (SNDM"™'). We keep the rewrite rule . .
( ) P Proof. By induction onr.

scheme: - .
. The non trivial cases are the following:.
€(p) — P
We replace the rewrite rule o reci uv0 >u
nat — ¥p (e(p) = (nat = ¢(p) = €(p)) = nat = ¢(p)) [recrae wv O
= Az AY.A2.(2 Raat (7, 2,9)) [Jull[|v] vo
by the inference rules of figure 1. The associated instance >3 1o Ruat (7, [Jull, |v])

ARnat (p, @, ).(Rnas (7, [[ul], [[v]]))

[l

of thep reduction rule is :
>

A

ARnat(za «, 6)7T Rnat(t7 0, 7Ts)\>p7'r{$v «, ﬂ :=t, 7o, Ws}

: . erecl uv(Sn) >un(recl,,uvn
Lemma 1. SNDM " is normalizing. na 14V (S 1) (rechar )

[[rectar wv (Sn)l
= AuwAvA(t Rma.t(T',u,v)) [l vl (vs |Inl])
Our goal is to deduce from this normalization theorem %  (vs [|n]]) Raat(7, [ul, [|v])

Proof. By proposition 2. O

that system T is terminating. To do so, we need to provethat =  (AM.ARnat(p, @, 3).

we can simulate the computational behaviour of the system (Bn (Ar.Ay.Az.(2 Ruat(p, y, 2) @ B n))) [[n]])

T in SNDM "™, in particular that the two reduction rules of Ruat (7, [|ull, [[v]])

the re cursor are simulated in the oplyule. The construc- > [|v]| ]| (Az.Ay.Az.(z Ruat (7, y, 2) [Jull [[v]] [[n]]))

tors0 andS are encoded by the following proof-termsin =~ = |[v n (rec],, u v n)||

SNDM™t,

[l

v = ARnat(p,a, ).« Theorem 2 (Relative normalization). The strong normal-
vs = AMARuat(p, @, 8). ization of SNDM @t implies that of System T.

(81 (A2.Ay.Az.(2 Ruat(p, ¥, 2) @ B n))) , : .
Proof. Consider a reduction sequenee my > mo > ... in
The reader may point up here that is not in system T. By lemma 3 || >} ||| > |7 > ... isa
normal form and could be have been reduced to reductionsequence SiVDM " and thus is finite according
A ARpat (p, @, 8).(8 1 (n Rpat(p, @, 8))). Thisis dueto  tolemma 1. So is the one in system T. O
the fact that we have chosen to curey™, unlike other pre-
sentations of system T which impose that the recursor is4, Inductive types
always applied to three arguments at once. As a conse-
guence, thg-expanded version ok presented above eases
the proof of lemma 3. We recognize theniinandvs the
number0 and the successor function defined on Parigot in-
tegers [23], which are a recursive (compared to iterative)
version of Church integers.

We now generalize this result to a family of mutually
inductive types. This opens the door to an implementation
of a proof assistant with recursors but no primitive redurcti
rule for recursors.

Definition 17 (Translation from system T to SNDM ™). 4.1. Simple types with recursors
ltul = [[¢] [Jul Let 7Y be a set ofypesymbols and’ a set ofconstruc-
Nt = Azt tor symbols:
[[recill = Az Ay.Az.(z Rpat(7, 2,9))
IO = wo 7Y := nat,btree,list,...
ISl = ws C == 0,S,Cons,...
lz|| = =« ifxisavariable

Definition 18 (Very strictly positive types). LetR7 be a

Lemma 2 (Soundness).For all = : T in System T then subsetof7’}. The set of very strictly positive types associ-
l=c|| : T in SNDM 2, ated toR7 is defined by:

Proof. By induction onr. O PT(RT) :==RT | RT = PT(RT)



(Rue]) T,a:e(x),0: nat = e(x)

=e(x) b 7:e(x)

Ik 7:nat k7o :e(t)

(Rnat )

'+ ARpat(z, «, B).7 : nat

z ¢ FY(I)

'k 75 nat = €(t) = €(t)

I'F 7 Ruat(t, mo, 7s) : €(t)

Figure 1. Typing rules of SND,

Definition 19 (Signature). A signatureX. is a set of pairs
of typed constructorgC; : P;) € C x PT(RT) where
RT C T)Y. We say thaC; is a constructor fort if the
conclusion type of; isrt,i.e. P, = ... = rt.

Example 4 (Trees and Forests)In the signature: consti-
tuted by the follwing set:

Node frst = tree
Leaf frst
Cons tree = frst = frst

Node is a constructor fortree, Leaf and Cons are con-
structors forfrst.

From here on let be a signature for a subsg7 of
TY. We call ST (simple types) the set of propositions
formed byR7 and=-. We call ML (minimal propositional
logic) the subset of natural deduction restricted( o),
(= I) and (= E).
restricted to variables, abstractions and applications.

For everyrt € R7, 7 € ST andyp € P7 we define a
propositionA7, (¢) by induction onp as follows.

A;rt(A) =
AL (A = B)

AL (rt = B)

if A e RT
if A 1t

-
A = AL (B)
rt = 7= AL(B)

This intuitively corresponds to the part of a constructor in
the elimination scheme we will associaterto As an ex-
ample A7 ;(nat = nat) = nat = 7 = 7.

nat

Definition 20 (Elimination scheme). To every recursive
typert € R7 we associate an elimination scherae
parametrized by € S7:

eT(rt) = AL (t1) = ... = AL(tn) =1t =7
wherety, ..., t, ={P;| (Ci: P;) € £}

We then enrich the deduction system with respect to
by adding an axiom for each constructorXfas well as
recursor constants for each recursive type typed by the cor
responding elimination scheme.

Definition 21 (Simple type system with recursors).

MLy, =ML U X U {rec}; :¢"(rt) |[rt € RT }

In particular the proof-terms are g

Example 5 (Trees and Forests) Given the signaturé. of
the previous exampl@/Ly. is the type system/L enriched
with the axioms$\ode : frst = tree, Leaf : frst, Cons :
tree = frst = frst as well as the two axiom schemes
parametrized by

frst = tree = 7
T = (tree = frst == 7=17) = frst = 1

-
r€C¢ree
i

F€Cerst

4.1.1 Reduction rules

Let 7 be some type. Lett € R7, (C : P) be one of his
constructors(w , t) a sequence faecl,, = a sequence for
C, andf a variable. We define the ter@n:tﬂ,(?, P, f) by

induction on bothz and P as follows.

:t,ﬂ)([Lﬁ; f) :f N
(@), A= B, [)=0] («/,B,(f x)) if A#rt
Im((m,?),rt = B, f) :935’(;}’ B,(f « (rec, @ x)))

This corresponds to the right hand-side of the reductiaa rul
we will associate to a constructor of. As an example, we
get the following term for the type of the constructor

@;at,(a’f)((n), nat = nat, f) = fn (rec; . a f n)

Definition 22 (Reduction rules associated to a type)Let
7 be some type. Latt € R7. We nameR], the set of
reduction rules composed of

(recy W (Ci 7)) > O (i, Py wi)

for every(C; : P;) constructor ofrt, wherez; is a sequence
for C;and@ is a sequence, ... ., u, of variables such that
for all variablet, (', t) is a sequence faecZ, .

The setR(X) of reduction rules scheme parametrized by
7 associated to a signatu¥eis then naturally defined as:

RE) = U Rk
rteRT

Example 6 (Trees and Forests) For the signature: pro-

posed in example 5, we get the following reduction system.

> wupt
> ul
> ug tl t2 (recgrst U1 U tg)

-
reci.ee U1 (Nodety)
T
recf.o U1 Uz Leaf
T
reci... 1 w2 (Consty to)



Definition 23 (MLy, proof reduction). The proof-terms of
MLy, are identified by the union 62(X) and 3-reduction.

Proposition 4 (Subject reduction). For all signaturey:,
MLy, enjoys the subject reduction property.

Proof. The rules ofR(X) are type preserving. O
4.2. Translation to SNDM

We will now encode both\/Ls. judgments and compu-
tational behaviour into thé‘NDMgf supernatural deduc-

tion modulo system. The predicate symbols are those of

RT along with a unary predicate To each proposition
7 € 87T we associate a constant symbobf sortx. We

finally defineR; as the infinite proposition rewrite system

which reifies them to the propositional level:
Ri={e(t) > 7| 7€ 8T}

Remark 1. The infinite nature ok is not intrinsic of our

encoding. We could actually have used a finite one consist-
ing in one constantt per recursive type symbol and its a

decoding rulec(rt) — rt, along with a binary predicate
symbol=- decoded by the rules(z,y) — = = y. As an
example, the propositios>(=-(nat, nat), nat) would be
congruent to(nat = nat) = nat in this setting. How-
ever, for the sake of simplicity, we stick to the infinite igrs

in this paper.

Let us now definék, according to the signatut®. For
everyrt € R7,p € P7T and first-order variable, we
define a proposition’, (¢) by induction on the structure
of ¢ as follows.

5ft(A) =
(A= B) =
. (rt = B) =

if AeRT
if A#rt

e(p)
A = 0% (B)
rt = ¢(p) = 6%,(B)

Definition 24 (Proposition rewrite rules associated to rt).
To every recursive typet € R7 we associate proposition
rewrite ruleR,; parametrized by € S7:

Ret it — Vp oL (t1) = ... = 05 (tn) = €(p)
wherety, ..., t, = {P; | (Gi: P;) € ¥}
Let us state the essential property of these rules.
Lemma 4. Positivity For everyrt type inR7 and R, :
rt — ¢ the associated rewrite rule, the occurrencestf

are in positive position irp.

Proof. By induction on the type oft constructors. O

These rules constituti,:
Ro ={Ryt | rt € X}

which means that for eaalt € R7 we get two inference
rules (rt/) and (rtE) whose general shape is given by
figure 2.

Let us see now how we encode the constructor®/6f-
with proof-terms of SNDM 2. Let (C : P) be a con-
structor ofrt € RT, (p, W) a sequence foR., = a se-
guence forC, and f a proof variable. We define the term
67 _ (7', P, f) by induction on bothz” and P as follows.

—
rt,u

oftyﬂ’([]aiaf) =f _
oftyﬂ’((zai)vA = vi)zoftyﬂ’(iva(f $)) If A%rt
Hftﬂ((z,:r’),rt = vi) :oft77($/,B, (f € T(p,IE, 7)))

Wherer(p,z, W) = A7 .M\y.(y Res(p, V) U )

Definition 25 (Proof-term encoding a constructor). Let
(G : P;) be a constructor oft € R7, 2" a sequence for
Ciand (p) = p,u1,...,u, asequence foR,;. We define
the proof-term

ve, = AT ARpe(p, W).0%, — (0, Py, uy)
as the proof-term encoding the constructor

Example 7 (Trees and Forests).The proposition rewrite
rules R¢ree and Res¢ respectively associated taree and
forest are:

reciree — Vp frst = €(p)
reci.st — VD €(p) = (tree = frst = €(p) = €(p)) = €(p)

The constructordlode, Leaf and Cons are encoded by the
following proof-terms in supernatural deduction.

UNode = AZ.ARtree (p, a)'(a :E)
Vleasf = ARprst (pa «, 6)04
VCons — )\CC.)\y.)\Rfrst(p) «, ﬁ)

(Bxy (AOAY.Az.(2 Reest (9, 6,7)) @ B y))

Definition 26 (Translation from MLy to SNDM%).

[Ewl =] [Ju]

INzt|| = N[t

reckll = AT Mt(tRpt(7, 7))
€l = w

lz|| = =« ifaisavariable

Lemma 5 (Soundness).For all proof-terms in MLy, if
7 : T then|x|| : T in SNDMJ?.,

Proof. By induction onr. O



Tyaq : 08 (t), ... ap : 08 (tn) B e(p)
I'F ARyt (z,01,...,ap).m: 1t

(rtI) p & FV(I)

T'Fr:rt I'F 7o 68 (t1) I'E oy 68 (tn)
I'F 7 Ret(t, 7o, .., 7s) @ €(t)

(rtE)
Figure 2. General shape of SNDM%2 typing rules

Theorem 3 (Simulation). Let = and =’ be two proofs in 5. Extension to Heyting arithmetic
MLy, such thatr o> 7, then||z || > |||

The next natural extension of this system is to anno-
tate types with dependant information. A dependant ver-
sion of System T would be Heyting arithmetic. The type of
the recursor is then decorated into the following induction
scheme, wher@ is a proposition:

Proof. The interesting case is that efc, u t which is
treated by induction on the constructorsrof O

Corollary 2 (Relative normalization). The strong-
normalization otS‘ND% implies that ofMLs,.
P{0} = (Vy P{y} = P{Sy}) = Vn P{n}

4.3. Strong normalization . .
Let us see how to encode this system in supernatural

. deduction modulo as we have done for system T.
We shall now prove the super-consistencydfiz, iz, ,

. . RZ
therefore strong normalization SNDMy . We first introduce a unary predicaté(n) which ex-

presses the fact thatis a natural number. This is the depen-
dent counterpart afat. The associated proposition rewrite
Proof. Let B be an ordered and complete PHA. We build a rule is then:

B-modelM of Ry U R, as follows. The domaid/ of M
is B. We therefore interpretby the identity on.

To give an interpretation to the zero-ary predicates \wherehered is defined as follows.

rty,...,rt, of R7, the proof slightly differs from the

one for System T since we have to handle mutually recur-  heredn(p) = Vm (N(m) = m € p = (Sm) € p)

sive types (trees and forests for instance). For every tuple .
ypes ( ) y P The associated super-rules are then

Theorem 4. R, U R is superconsistent.

Ry : N(n) — Vp0 € p= heredn(p) = n€p

(fi,- .-, fn) of B™ we can define a modeW,;, ;. of

the languag®, =, rt4, ..., rt, wherert, isinterpreted by Ia:0€x, 3 heredn(z) Fmin€a

f1, rt2 by f2, etc. We cal€y, the set made of of these mod- (Rn/ I COR N xz & FY(T)
els for every(fi,.. ., f) of B". We then define a function n(@; @, f).m: N(n)

@ from Exq to Exq which maps a modeMy,, . 1,) 10 & Ta:N(n) Thm:0et Tk, : heredn(t)
modelM /.. sy Wheref] is the interpretation of the right (RNE)

hand-side oRy, In My, 1) [ 7 RN(t mo,m) :n €4

and the instance of the-calculus reduction rule foRy is
fi = [vp...=rt1 = ... = e(p)]MUrmm still the same as foRat .

ARN (2, o, B).7 Rn(t, 70, 7)) Dy {x, o0, B :=t, Mo, ms }

= [Vp...=rtp = ... = e(p)[MUrtn)
In X B ®)] The real differencev.r.t. the non-dependant version is

We extend now the ordeE to £, the following way: the type of which now takes as an argument a first-order

Mg gy EMpr gy if LT .. fa T fh. Then termn along with the proof olN () that it is a natural num-
by lemma 4,® is monotone foi— and thus we can build a  ber. This is reflected by the type 6fandS encodings:
fixpoint Mg, ... r,) of ®. B )

We complete this modeM r, .. r,) by interpreting every v = ARn(z,0,0).0:N(0)

# by [] to obtain M. ' 0 = A, ARN(z, o, 8).(8 n vy (v Ra(z, @, 5)))

Vn N(n) = N(Sn)

Corollary 3. For all signatureX’, MLy, enjoys the strong  An interesting point here is that, contrary to the non-
normalization property. dependent case, the typesgf and vs left us no choice



concerning their implementation. Indeed, the only way to simulating system T for superdeduction applied to sequent
get a proof ofN(0) is througha while we are forced to  calculus [5]. This probably would provide a good intuition
re-uses to inhabit the type ofis. Since thep-reduction of what a classical calculus with recursors could looks.like
rule is generic and naid-hocfor this particular case, this
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A. Deduction modulo typing rules

(Ax)ma:AGFandAzB

(=1) Ta:AF=7:B
I't= dam:C

C= (A= B)

I't=n:C IF'kF=7n': A

(=E) Tre (nn):B ¢C=(4=B)
(nD) ”571::%: <w,w?>F;:0F/:B C=(AnE)
O
(AEY) FE;;;(%)C: —C=(AB)
(vlﬁ%cafwm
(vzz)ri;%c;(mm

I'b=m : D Ta:Ar=my: C I'6:BbF=mn3:C

D=(AvVB)

(VE) TF— (6 m aums Bmg) : C
(TN A=T
ISP
(V) FILS% B=(Vz A), z ¢ FV(T)
VB T (F;; :WA:{]j = 2=
an L ;EFZ k:i”; :;t} B =3z A)
@p)Lr=r:C  Ta:Ar-m':B . _ (g, A)ands ¢ FV(T, B)

= (037 x.an'): B

Figure 3. Typing rules for deduction modulo with a congruence =

12



