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Un algorithm de faisceaux avec linéarisations alternées pour
l’optimisation convexe et les multiflots non linéaires

Résumé : Nous donnons une méthode de faisceaux pour minimiser la somme de deux fonctions
convexes, dont l’une n’est connue que par un oracle arbitrairement imprécis. Chaque itération consi-
dère deux sous-problèmes, dans lesquels les fonctions sontalternativement représentées par leur li-
néarisation. Notre approche est motivée par l’applicationau problème du multiflot non linéaire. Des
expériences numériques sur des problèmes de grande taille se révèlent encourageantes.

Mots-clés : Optimisation non différentiable, optimisation convexe, méthode de faisceaux proximale,
sous-gradients approchés, problèmes de flot dans un réseau
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1 Introduction

We give a bundle method for the structured convex minimization problem

θ∗ := inf{θ(·) := σ(·)+π(·)}, (1.1)

whereσ : R
m → (−∞,∞] andπ : C→ R are closed proper convex functions, andC := domσ := {u :

σ(u) < ∞} is the effective domain ofσ . Such problems may appear via duality when the primal has
a certain structure. For instance, consider the minimization problems

f∗ := inf{ f (Ax) : x∈ X} = inf{ f (y) : y = Ax,x∈ X }, (1.2)

whereX ⊂ R
n andA is anm×n matrix. For the LagrangianL(x,y;u) := f (y)+ 〈u,Ax− y〉, mini-

mization over(x,y) ∈ X×R
m yields a dual problem of the form (1.1) with

σ(u) := f ∗(u) := supy{〈u,y〉− f (y)} and π(u) := sup{〈−ATu,x〉 : x∈ X}. (1.3)

We assume thatσ is “simple”, i.e., minimizingσ plus a separable convex quadratic function is
“easy”. On the other hand,π is only known via an oracle, which at anyu ∈ C delivers an affine
minorant ofπ (e.g.,〈−Ax, ·〉 for a possibly inexact maximizerx in (1.3)).

Our method is an approximate version of the proximal point algorithm [17, 20] which generates a
sequence

ûk+1 = argminσ(·)+π(·)+ 1
2tk
| ·−ûk|2 for k = 1,2, . . . , (1.4)

starting from a point ˆu1 ∈C, where| · | is the Euclidean norm andtk > 0 are stepsizes. It combines two
basic ideas:bundlingfrom the proximal bundle methods [8], [6, Sect. XV.3] and their extensions [11,
12] to inexact oracles, andalternating linearization(AL for short) from [10, 12, 15]. Here bundling
means replacingπ in (1.4) by its polyhedral modeľπk ≤ π derived from the past oracle answers.
Since the resulting subproblem may still be too difficult, wefollow the AL approach in which a
subproblem involving the sum of two functions (hereσ andπ̌k) is replaced by two subproblems in
which the functions are alternately represented by linear models. Thus, (1.4) is replaced by the two
easier subproblems

ǔk+1 := argminσ̄k−1(·)+ π̌k(·)+ 1
2tk
| ·−ûk|2, (1.5)

uk+1 := argminσ(·)+ π̄k(·)+ 1
2tk
| ·−ûk|2. (1.6)

The first subproblem (1.5) employs a linearization̄σk−1 ≤ σ obtained at the previous iteration. Its
solution yields by the usual optimality condition a linearizationπ̄k≤ π̌k which may a posteriori replace
π̌k in (1.5) without changing its optimal value and solution. Similarly, the solution of (1.6) provides a
linearizationσ̄k ≤ σ which may replaceσ in (1.6).

Our method coincides with that of [12] in the special case ofσ being the indicator functioniC of
C (iC(u) = 0 if u ∈ C, ∞ otherwise). Thenuk+1 in (1.6) is the projection ontoC of ûk− tk∇π̄k; this
projection is straightforward if the setC is “simple”. For more difficult cases, it is crucial to allow for
approximate solutions in (1.6). We show (cf. Sect.4.2) that such solutions can be obtained by solving
the Fenchel dual of (1.6) approximately; this is conceptually related to the use of Fenchel’s duality in
[6, Prop. XV.2.4.3 and p. 306].

For dual applications, we restrict our attention to the setup of (1.2)–(1.3) with f closed proper
convex andX compact and convex (since other examples of [15] could be treated in similar ways).
As in [12], even when the dual has no solutions, our method can still asymptotically findεπ -optimal
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4 Krzysztof C. Kiwiel

primal solutions, whereεπ is an upper bound on the oracle’s errors; in fact only the asymptotic oracle
errors matter, as discussed in [12, Sect. 4.2].

Actually, our theoretical contributions outlined above were motivated by applications to nonlinear
multicommodity flow problems (NMFP for short); more concretely, by the good experimental results
of [1], where the analytic center cutting plane method (ACCPM forshort) exploited “nice” second-
order properties ofσ in (1.1). We show that our method can exploit such properties as well, obtaining
significant speedups on most instances used in [1].

As for the state-of-the-art in NMFP, we refer the reader to [1] for the developments subsequent to
the review of [18], adding the more recent references of [13, 16].

The paper is organized as follows. In Sect.2 we present our method for general models ofπ .
Its convergence is analyzed in Sect.3. Useful modifications, including approximate solutions of
(1.6), are given in Sect.4. Application to the Lagrangian relaxation of (1.2) is studied in Sect.5.
Specializations to NMFP are given in Sect.6. Implementation issues are discussed in Sect.7. Finally,
numerical comparisons with ACCPM are given in Sect.8.

2 The alternating linearization bundle method

We first explain our use of approximate objective values in (1.5), (1.6). Our method generates a
sequence oftrial points{uk}∞

k=1⊂C at which the oracle is called. We assume that for a fixedaccuracy
toleranceεπ ≥ 0, at eachuk ∈ C the oracle delivers anapproximate valueπk

u and anapproximate
subgradient gkπ of π that produce theapproximate linearizationof π :

πk(·) := πk
u + 〈gk

π , ·−uk〉 ≤ π(·) with πk(u
k) = πk

u ≥ π(uk)− επ . (2.1)

Thusπk
u ∈ [π(uk)− επ ,π(uk)], whereasgk

π lies in theεπ -subdifferential ofπ at uk

∂επ π(uk) :=
{

gπ : π(·) ≥ π(uk)− επ + 〈gπ , ·−uk〉
}

.

Thenθk
u := σk

u +πk
u is the approximate value ofθ at uk, whereσk

u := σ(uk).
At iterationk ≥ 1, the currentprox (or stability) centerûk := uk(l) ∈C for somek(l) ≤ k has the

valueθk
û := θk(l)

u (usuallyθk
û = mink

j=1θ j
u); note that, by (2.1),

θk
û ∈ [θ(ûk)− επ ,θ(ûk)]. (2.2)

If πk
û < π̄k(ûk) in (1.6) due to evaluation errors, thepredicted descent

vk := θk
û −

[

σ(uk+1)+ π̄k(u
k+1)

]

(2.3)

may be nonpositive; hence, if necessary,tk is increased and (1.5)–(1.6) are solved again untilvk ≥
|uk+1− ûk|2/2tk as in [11, 12, 14]. A descentstep to ˆuk+1 := uk+1 is taken if

θk+1
u ≤ θk

û −κvk (2.4)

for a fixedκ ∈ (0,1). Otherwise, anull stepûk+1 := ûk occurs; then̄πk and the new linearizationπk+1
are used to produce a better modelπ̌k+1 ≥ max{π̄k,πk+1}.

Specific rules of our method will be discussed after its formal statement below.

Algorithm 2.1

INRIA



An alternating linearization bundle method for convex optimization 5

Step 0 (Initiation). Selectu1 ∈ C, a descent parameterκ ∈ (0,1), a stepsize bound tmin > 0 and a
stepsize t1 ≥ tmin. Call the oracle atu1 to obtainπ1

u andg1
π of (2.1). Setπ̄0 := π1 by (2.1),

andσ̄0(·) := σ(u1)+ 〈p0
σ , ·−u1〉 with p0

σ ∈ ∂σ(u1). Setû1 := u1, θ1
û := θ1

u := σ1
u +π1

u with
σ1

u := σ(u1), i1t := 0, k := k(0) := 1, l := 0 (k(l)−1 will denote the iteration of thel th descent
step).

Step 1 (Model selection). Chooseπ̌k : R
m → R convex and such that

max{π̄k−1,πk} ≤ π̌k ≤ π. (2.5)

Step 2 (Solving theπ–subproblem). Find ǔk+1 of (1.5) and theaggregate linearizationof π̌k

π̄k(·) := π̌k(ǔ
k+1)+ 〈pk

π , ·− ǔk+1〉 with pk
π := (ûk− ǔk+1)/tk− pk−1

σ . (2.6)

Step 3 (Solving theσ–subproblem). Finduk+1 of (1.6) and theaggregate linearizationof σ

σ̄k(·) := σ(uk+1)+ 〈pk
σ , ·−uk+1〉 with pk

σ := (ûk−uk+1)/tk− pk
π . (2.7)

Computevk of (2.3), and theaggregate subgradientandlinearization errorof θ

pk := (ûk−uk+1)/tk and εk := vk− tk|pk|2. (2.8)

Step 4 (Stopping criterion). If max{|pk|,εk} = 0, stop (θk
û ≤ θ∗).

Step 5 (Noise attenuation). If vk < −εk, settk := 10tk, ikt := k and go back to Step 2.
Step 6 (Oracle call). Call the oracle atuk+1 to obtainπk+1

u andgk+1
π of (2.1).

Step 7 (Descent test). If the descent test (2.4) holds withθk+1
u := σ(uk+1)+πk+1

u , setûk+1 := uk+1,
θk+1

û := θk+1
u , ik+1

t := 0, k(l + 1) := k+ 1 and increasel by 1 (descent step); otherwise, set
ûk+1 := ûk, θk+1

û := θk
û , andik+1

t := ikt (null step).
Step 8 (Stepsize updating). If k(l) = k+ 1 (i.e., after a descent step), selecttk+1 ≥ tmin; otherwise,

either settk+1 := tk, or choosetk+1 ∈ [tmin, tk] if ik+1
t = 0.

Step 9 (Loop). Increasek by 1 and go to Step 1.

Several comments on the method are in order. Step 1 may choosethe simplest modeľπk =
max{π̄k−1,πk}. More efficient choices are discussed in [12, Sect. 4.4] and [14, Sect. 2.3]. For poly-
hedral models, Step 2 may use the QP methods of [3, 7, 9], which can handle efficiently sequences of
subproblems (1.5).

We now use the relations of Steps 2 and 3 to derive an optimality estimate, which involves the
aggregate linearization̄θk := σ̄k + π̄k and theoptimality measure

Vk := max
{

|pk|,εk + 〈pk, ûk〉
}

. (2.9)

Lemma 2.2 (1) The vectors pkπ and pk
σ defined in(2.6) and (2.7) are in fact subgradients:

pk
π ∈ ∂ π̌k(ǔ

k+1) and pk
σ ∈ ∂σ(uk+1), (2.10)

and the linearizations̄πk and σ̄k defined in(2.6) and (2.7) provide the minorizations

π̄k ≤ π̌k, σ̄k ≤ σ and θ̄k := π̄k + σ̄k ≤ θ . (2.11)

RR n° 0123456789



6 Krzysztof C. Kiwiel

(2) The aggregate subgradient pk defined in(2.8) and the linearization̄θk above satisfy

pk = pk
π + pk

σ = (ûk−uk+1)/tk, (2.12)

θ̄k(·) = θ̄k(u
k+1)+ 〈pk, ·−uk+1〉. (2.13)

(3) The predicted descent vk of (2.3) and the aggregate linearization errorεk of (2.8) satisfy

vk = θk
û − θ̄k(u

k+1) = tk|pk|2+ εk and εk = θk
û − θ̄k(û

k). (2.14)

(4) The aggregate linearization̄θk is expressed in terms of pk andεk as follows:

θk
û − εk + 〈pk, ·− ûk〉 = θ̄k(·) ≤ θ(·). (2.15)

(5) The optimality measure Vk of (2.9) satisfies Vk ≤ max{|pk|,εk}(1+ |ûk|) and

θk
û ≤ θ(u)+Vk

(

1+ |u|
)

for all u. (2.16)

(6) We have vk ≥−εk ⇔ tk|pk|2/2≥−εk ⇔ vk ≥ tk|pk|2/2. Moreover, vk ≥ εk, −εk ≤ επ and

vk ≥ max
{

tk|pk|2/2, |εk|
}

if vk ≥−εk, (2.17)

Vk ≤ max
{

(2vk/tk)
1/2,vk

}(

1+ |ûk|
)

if vk ≥−εk, (2.18)

Vk < (2επ/tk)
1/2(

1+ |ûk|
)

if vk < −εk. (2.19)

Proof. (1) Let φk
π andφk

σ denote the objectives of (1.5) and (1.6). By (2.6), the optimality condition
0∈ ∂φk

π(ǔk+1) for (1.5) with ∇σ̄k−1 = pk−1
σ by Step 0 and (2.7), i.e.,

0∈ ∂φk
π(ǔk+1) = ∂ π̌k(ǔ

k+1)+ pk−1
σ +(ǔk+1− ûk)/tk = ∂ π̌k(ǔ

k+1)− pk
π ,

and the equalitȳπk(ǔk+1) = π̌k(ǔk+1) yield pk
π ∈ ∂ π̌k(ǔk+1) andπ̄k ≤ π̌k. Similarly, by (2.7),

0∈ ∂φk
σ (uk+1) = pk

π +∂σ(uk+1)+(uk+1− ûk)/tk = ∂σ(uk+1)− pk
σ

(using∇π̄k = pk
π ) and σ̄k(uk+1) = σ(uk+1) give pk

σ ∈ ∂σ(uk+1) and σ̄k ≤ σ . Combining both mi-
norizations, we obtain that̄πk + σ̄k ≤ π̌k +σ ≤ θ by (2.5) and (1.1).

(2) Use the linearity of̄θk := π̄k + σ̄k, (2.6), (2.7) and (2.8).
(3) Rewrite (2.3), using the fact that̄θk(ûk) = θ̄k(uk+1)+ tk|pk|2 by (2).
(4) We haveθk

û − εk = θ̄k(ûk) by (3), θ̄k is affine by (2) and minorizesθ by (1).
(5) Use the Cauchy–Schwarz inequality in the definition (2.9) and in (4).
(6) The equivalences follow from the expression ofvk = tk|pk|2 + εk in (3); in particular,vk ≥ εk.

Next, by (2.14), (2.11) and (2.2), we have

−εk = θ̄k(û
k)−θk

û ≤ θ(ûk)−θk
û ≤ επ .

Finally, to obtain the bounds (2.17)–(2.19), use the equivalences together with the facts thatvk ≥ εk,
−εk ≤ επ and the bound onVk from assertion (5).

The optimality estimate (2.16) justifies the stopping criterion of Step 4:Vk = 0 yieldsθk
û ≤ inf θ =

θ∗; thus, the point ˆuk is επ -optimal, i.e.,θ(ûk) ≤ θ∗ + επ by (2.2). If the oracle is exact (επ = 0), we
havevk ≥ εk ≥ 0 by Lemma2.2(6), and Step 5 is redundant. When inexactness is discoveredat
Step 5 viavk < −εk and the stepsizetk is increased, thestepsize indicator ik

t 6= 0 prevents Step 7
from decreasingtk after null steps until the next descent step occurs (cf. Step6). At Step 6, we have
uk+1 ∈ C andvk > 0 (by (2.17), since max{|pk|,εk} > 0 at Step 4), so that ˆuk+1 ∈C andθk+1

û ≤ θk
û

for all k.

INRIA



An alternating linearization bundle method for convex optimization 7

3 Convergence

With Lemma2.2replacing [12, Lem. 2.2], it is easy to check that the convergence results of [12, Sect.
3] will hold once we prove [12, Lem. 3.2] for our method. To this end, as usual in bundle methods,
we assume that the oracle’s subgradients arelocally bounded:

{gk
π} is bounded if{uk} is bounded. (3.1)

Further, as in [12], we assume that the model subgradientspk
π ∈ ∂ π̌k(ǔk+1) in (2.10) satisfy

{pk
π} is bounded if{uk} is bounded. (3.2)

Remark 3.1 Note that (3.1) holds if C = R
m or if π can be extended to become finite-valued on a

neighborhood ofC, sincegk
π ∈ ∂επ π(uk) by (2.1), whereas the mapping∂επ π is locally bounded on

C in both cases [6, Sect. XI.4.1]. As discussed in [12, Rem. 4.4], typical modelšπk satisfy condition
(3.2) automatically when (3.1) holds.

A suitable modification of the proof of [12, Lem. 3.2] follows.

Lemma 3.2 Suppose there exists̄k such that for all k≥ k̄, only null steps occur and Step5 doesn’t
increase tk. Then Vk → 0.

Proof. Let φk
π andφk

σ denote the objectives of subproblems (1.5) and (1.6). First, using partial lin-
earizations of these subproblems, we show that their optimal valuesφk

π(ǔk+1) ≤ φk
σ (uk+1) are nonde-

creasing and bounded above fork≥ k̄.
Fix k≥ k̄. By the definitions in (1.5) and (2.6), we haveπ̄k(ǔk+1) = π̌k(ǔk+1) and

ǔk+1 = argmin
{

φ̄k
π(·) := π̄k(·)+ σ̄k−1(·)+ 1

2tk
| ·−ûk|2

}

(3.3)

from ∇φ̄k
π(ǔk+1) = 0. Sinceφ̄k

π is quadratic and̄φk
π(ǔk+1) = φk

π(ǔk+1), by Taylor’s expansion

φ̄k
π(·) = φk

π(ǔk+1)+ 1
2tk
| ·−ǔk+1|2. (3.4)

Similarly, by the definitions in (1.6) and (2.7), we haveσ̄k(uk+1) = σ(uk+1),

uk+1 = argmin
{

φ̄k
σ (·) := π̄k(·)+ σ̄k(·)+ 1

2tk
| ·−ûk|2

}

, (3.5)

φ̄k
σ (·) = φk

σ (uk+1)+ 1
2tk
| ·−uk+1|2. (3.6)

Next, to bound the objective values of the linearized subproblems (3.3) and (3.5) from above, we use
the minorizations̄πk ≤ π andσ̄k−1, σ̄k ≤ σ of (2.11) for θ := π +σ :

φk
π(ǔk+1)+ 1

2tk
|ǔk+1− ûk|2 = φ̄k

π(ûk) ≤ θ(ûk), (3.7a)

φk
σ (uk+1)+ 1

2tk
|uk+1− ûk|2 = φ̄k

σ (ûk) ≤ θ(ûk), (3.7b)

where the equalities stem from (3.4) and (3.6). Due to the minorization̄σk−1 ≤ σ , the objectives of
subproblems (3.3) and (1.6) satisfyφ̄k

π ≤ φk
σ . On the other hand, since ˆuk+1 = ûk, tk+1 ≤ tk (cf. Step

RR n° 0123456789



8 Krzysztof C. Kiwiel

7), andπ̄k ≤ π̌k+1 by (2.5), the objectives of (3.5) and the next subproblem (1.5) satisfyφ̄k
σ ≤ φk+1

π .
Altogether, by (3.4) and (3.6), we see that

φk
π(ǔk+1)+ 1

2tk
|uk+1− ǔk+1|2 = φ̄k

π(uk+1) ≤ φk
σ (uk+1), (3.8a)

φk
σ (uk+1)+ 1

2tk
|ǔk+2−uk+1|2 = φ̄k

σ (ǔk+2) ≤ φk+1
π (ǔk+2). (3.8b)

In particular, the inequalitiesφk
π(ǔk+1) ≤ φk

σ (uk+1) ≤ φk+1
π (ǔk+2) imply that the nondecreasing se-

quences{φk
π(ǔk+1)}k≥k̄ and{φk

σ (uk+1)}k≥k̄, which are bounded above by (3.7) with ûk = ûk̄ for all

k≥ k̄, must have a common limit, sayφ∞ ≤ θ(ûk̄). Moreover, since the stepsizes satisfytk ≤ tk̄ for all
k≥ k̄, we deduce from the bounds (3.7)–(3.8) that

φk
π(ǔk+1),φk

σ (uk+1) ↑ φ∞, ǔk+2−uk+1 → 0, (3.9)

and the sequences{ǔk+1} and{uk+1} are bounded. Then the sequences{gk
π} and{pk

π} are bounded
by (3.1) and (3.2).

We now show that theapproximation errorε̄k := πk+1
u − π̄k(uk+1) vanishes. Using the form (2.1)

of πk+1, the minorizationπk+1 ≤ π̌k+1 of (2.5), the Cauchy–Schwarz inequality, and the optimal
values of subproblems (1.5) and (1.6) with ûk = ûk̄ for k≥ k̄, we estimate

ε̄k := πk+1
u − π̄k(u

k+1) = πk+1(ǔ
k+2)− π̄k(u

k+1)+ 〈gk+1
π ,uk+1− ǔk+2〉

≤ π̌k+1(ǔ
k+2)− π̄k(u

k+1)+ |gk+1
π ||uk+1− ǔk+2|

= φk+1
π (ǔk+2)−φk

σ (uk+1)+∆k
u+∆k

σ + |gk+1
π ||uk+1− ǔk+2|, (3.10)

where∆k
u := |uk+1− ûk̄|2/2tk−|ǔk+2− ûk̄|2/2tk+1 and∆k

σ := σk+1
u − σ̄k(ǔk+2); in fact, we have∆k

σ =
−〈pk

σ , ǔk+2−uk+1〉 by (2.7). To see that∆k
u → 0, note that

|ǔk+2− ûk̄|2 = |uk+1− ûk̄|2+2〈ǔk+2−uk+1,uk+1− ûk̄〉+ |ǔk+2−uk+1|2,

|uk+1− ûk̄|2 is bounded, ˇuk+2−uk+1 → 0 by (3.9), andtmin ≤ tk+1 ≤ tk for k ≥ k̄ by Step 7. These
properties also give∆k

σ → 0, since by (2.7) and the Cauchy–Schwarz inequality,

|∆k
σ | ≤ |pk

σ ||ǔk+2−uk+1| with |pk
σ | ≤ |uk+1− ûk̄|/tk + |pk

π |,

where{pk
π} is bounded. Hence, using (3.9) and the boundedness of{gk+1

π } in (3.10) yieldslimk ε̄k ≤
0. On the other hand,̄εk = θk+1

u − θ̄k(uk+1) from σ̄k(uk+1) = σk+1
u in (2.7), while for k ≥ k̄ the null

step conditionθk+1
u > θk

û −κvk gives

ε̄k =
[

θk+1
u −θk

û

]

+
[

θk
û − θ̄k(u

k+1)
]

> −κvk +vk = (1−κ)vk ≥ 0

by (2.14), whereκ < 1 by Step 0; we conclude thatε̄k → 0 andvk → 0. Finally, sincevk → 0, tk ≥ tmin

(cf. Step 7) and ˆuk = ûk̄ for k≥ k̄, we haveVk → 0 by (2.18).

We may now state our principal result on theasymptotic objective valueθ ∞
û := limk θk

û .

Theorem 3.3 (1) We haveθk
û ↓ θ ∞

û ≤ θ∗, and additionallylimkVk = 0 if θ∗ > −∞.
(2) θ∗ ≤ limk θ(ûk) ≤ limk θ(ûk) ≤ θ ∞

û + επ .

Proof. Use the proof of [12, Thm. 3.5], with obvious modifications.

INRIA



An alternating linearization bundle method for convex optimization 9

4 Modifications

4.1 Looping between subproblems

To obtain a more accurate solution to the prox subproblem (1.4) with π replaced byπ̌k, we may cycle
between subproblems (1.5) and (1.6), updating their data as if null steps occured without changing
the modelπ̌k. Specifically, for a givensubproblem accuracy thresholďκ ∈ (0,1), suppose that the
following step is inserted after Step 5.

Step 5′ (Subproblem accuracy test). If

σ(uk+1)+ π̌k(u
k+1) > θk

û − κ̌vk, (4.1)

setσ̄k−1(·) := σ̄k(·), pk−1
σ := pk

σ and go back to Step 2.

The main aim of this modification is to avoid “unnecessary” null steps. Namely, if the test (4.1)
holds with κ̌ ≤ κ and the oracle is exact enough to deliverπk+1

u ≥ π̌k(uk+1), then the descent test
(2.4) can’t hold and a null step must occur, which is bypassed by Step 5′.

When the oracle is expensive, the optional use of Step 5′ with κ̌ ∈ [κ,1) gives room for deciding
whether to continue working with the current modelπ̌k before calling the oracle.

Convergence for this modification can be analyzed as in [12, Rem. 4.1]. Omitting details for
brevity, here we just observe that for the test (4.1) written as (cf. (2.14))

ε̌k := π̌k(u
k+1)− π̄k(u

k+1) > (1− κ̌)vk,

the ε̌k above may play the role of̄εk in (3.10).

4.2 Solving theσ -subproblem approximately

For a given toleranceκN ∈ (0,1−κ), suppose Step 3 is replaced by the following.

Step 3′ (Solving theσ–subproblem approximately). Find a linearization̄σk ≤ σ such that

φk
π(ǔk+1) ≤ φ̄k

σ (uk+1), (4.2)

σ(uk+1)− σ̄k(u
k+1) ≤ κNvk, (4.3)

for uk+1 given by (3.5) andvk by (2.14). Setpk andεk by (2.8), andpk
σ := ∇σ̄k.

Before discussing implementations, we show that Step 3′ does not spoil convergence. In Sect.2,
σ̄k(uk+1) replacesσ(uk+1) in (2.3), (2.7) and (2.10). In Sect.3, it suffices to validate Lemma3.2.

Lemma 4.1 Lemma3.2still holds for Step3 replaced by Step3′ above.

Proof. We only sketch how to modify the proof of Lemma3.2. First, referring to (3.5) instead of
(1.6), replaceφk

σ by φ̄k
σ throughout, and (3.8a) by (4.2). Second, let∆k

σ := σ̄k(uk+1)− σ̄k(ǔk+2) in
(3.10). Third, by (4.3), the null step condition yields

σ̄k(u
k+1)+πk+1

u > θk
û −κvk + σ̄k(u

k+1)−σ(uk+1) ≥ θk
û − κ̃vk

for κ̃ := κ +κN < 1, and hence

ε̄k = σ̄k(u
k+1)+πk+1

u − θ̄k(u
k+1) > (1− κ̃)vk ≥ 0,

so that the proof may finish as before.
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10 Krzysztof C. Kiwiel

Step 3′ can be implemented by solving the Fenchel dual of (1.6) approximately. Indeed, using the
representationσ(·) = supz{〈z, ·〉−σ∗(z)} in (1.6), consider the Lagrangian

L(u,z) := 〈z,u〉−σ∗(z)+ π̄k(u)+ 1
2tk
|u− ûk|2, (4.4)

and associate with each dual pointz∈ domσ∗ the following quantities:

ū(z) := argminuL(u,z) = ûk− tk
(

pk
π +z

)

, (4.5)

σ̄(·;z) := 〈z, ·〉−σ∗(z), (4.6)

ε(z) := σ(ū(z))− σ̄(ū(z);z) = σ(ū(z))+σ∗(z)−〈z, ū(z)〉, (4.7)

v(z) := θk
û −

[

π̄k(ū(z))+ σ̄(ū(z);z)
]

, (4.8)

whereū(z) is the Lagrangian solution (withpk
π = ∇π̄k), σ̄(·;z) is the linearization ofσ , ε(z) is its

linearization error at ¯u(z), andv(z) is the predicted descent. MaximizingL(ū(z),z) or equivalently
minimizingw(z) = −L(ū(z),z) leads to the following dual problem:

w∗ := minz
{

w(z) := σ∗(z)+ tk
2 |p

k
π +z|2−〈z, ûk〉− π̄k(û

k)
}

, (4.9)

with a unique solutionz∗ giving u∗ := ū(z∗) such thatu∗ ∈ ∂σ∗(z∗), z∗ ∈ ∂σ(u∗) and

σ(u∗)+σ∗(z∗)−〈z∗,u∗〉 = 0; (4.10)

not suprisingly,u∗ is the exact solution of (1.6) andz∗ is the correspondingpk
σ in (2.7). Note that

(4.9) can be restricted to the setD := dom∂σ∗ := {z : ∂σ∗(z) 6= /0}, which containsz∗.
Now, suppose that we have a method for solving (4.9) with the following properties:

(1) It starts from the pointz1 := pk−1
σ ∈ D such thatσk−1(·) = 〈z1, ·〉−σ∗(z1); thus, by (3.3), (3.4)

and (4.4)–(4.6), the initialw(z1) = −φk
π(ǔk+1) from w(z1) = −L(ū(z1),z1).

(2) It generates pointszi ∈ D with w(zi) ≤ w(z1) such thatzi → z∗, σ∗(zi) → σ∗(z∗) andσ(ū(zi)) →
σ(u∗), whereū(zi) → u∗ by (4.5).
Thenε(zi) → 0 by (4.7) and (4.10), whereasv(zi) → v(z∗) by (4.8). Thus, ifv(z∗) > 0, we will

eventually haveε(zi) ≤ κNv(zi). Then the method may stop withuk+1 := ū(zi), vk := v(zi), σ̄k(·) :=
σ̄(·;zi) and pk

σ := zi to meet the requirements of Step 3′, with (4.2) following from −φ̄k
σ (uk+1) =

w(zi) ≤ w(z1) = −φk
π(ǔk+1); see (1) above and (3.5).

As for the assumptions in (2) above, note thatσ∗(zi) → σ∗(z∗) if σ∗ is continuous onD :=
dom∂σ∗ (e.g., in Sect.6.3). Similarly, σ(ū(zi)) → σ(u∗) holds if σ is continuous on dom∂σ and
ū(zi) ∈ dom∂σ for largei.

5 Lagrangian relaxation

We now consider the application of our method to (1.2) treated as theprimal problem

ϕ∗ := sup{ϕ(y) := − f (y)} s.t. ψ(x,y) := y−Ax= 0, x∈ X, (5.1)

assuming thatf is closed proper convex and the setX 6= /0 is compact and convex. In view of (1.3)
and (2.1), suppose that, at eachuk ∈C, the oracle delivers

gk
π := −Axk and πk(·) := 〈−Axk, ·〉 for somexk ∈ X. (5.2)

INRIA



An alternating linearization bundle method for convex optimization 11

For simplicity, let Step 1 retain only selected past linearizations for itskth model

π̌k(·) := max
j∈Jk

π j(·) with k∈ Jk ⊂ {1, . . . ,k}. (5.3)

Then (see (2.10) and [12, Sect. 4.4]) there are convex weightsνk
j ≥ 0 such that

(π̄k, pk
π ,1) = ∑

j∈Ĵk

νk
j (π j ,g

j
π ,1) with Ĵk := { j ∈ Jk : νk

j > 0}, (5.4)

and for convergence it suffices to chooseJk+1 ⊃ Ĵk∪{k+1}. Using these weights and (2.7), we may
estimate a solution to (5.1) via theaggregate primal solution(x̂k, ŷk) with

x̂k := ∑
j∈Jk

νk
j x

j and ŷk := pk
σ . (5.5)

We first derive useful expressions ofϕ(ŷk) andψ(x̂k, ŷk).

Lemma 5.1 We havêxk ∈ X, ϕ(ŷk) = θk
û − εk−〈pk, ûk〉 andψ(x̂k, ŷk) = pk.

Proof. First, x̂k ∈ co{x j} j∈Ĵk
⊂ X, π̄k(·) = 〈−Ax̂k, ·〉 andpk

π = −Ax̂k by convexity ofX, (5.2), (5.4)

and (5.5). Thenpk = ŷk−Ax̂k = ψ(x̂k, ŷk) by (2.12), (5.1) and (5.5). Next, by [19, Thm. 23.5], the
inclusionŷk := pk

σ ∈ ∂σ(uk+1) of (2.10) with σ := f ∗ in (1.3) yieldsσ(uk+1) = 〈uk+1, ŷk〉− f (ŷk);
thusϕ(ŷk) := − f (ŷk) = σ̄k(0) by (5.1) and (2.7). Sinceπ̄k(0) = 0 in (2.11), (2.15) givesσ̄k(0) =
θ̄k(0) = θk

û − εk + 〈pk, ûk〉, as required.

In terms of the optimality measureVk of (2.9), the expressions of Lemma5.1imply

x̂k ∈ X with ϕ(ŷk) ≥ θk
û −Vk, |ψ(x̂k, ŷk)| ≤Vk. (5.6)

We now show that{(x̂k, ŷk)} has cluster points in the set ofεπ -optimal solutionsof (5.1)

Zεπ := {(x,y) ∈ X×R
m : ϕ(y) ≥ ϕ∗− επ ,ψ(x,y) = 0} , (5.7)

unlessϕ∗ =−∞, i.e., the primal problem is infeasible. Note that (5.2) with X compact and (5.4) yield
(3.1)–(3.2), as required for Theorem3.3.

Theorem 5.2 Either θ∗ = −∞ andθk
û ↓ −∞, in which case the primal problem(5.1) is infeasible, or

θ∗ > −∞, θk
û ↓ θ ∞

û ∈ [θ∗−επ ,θ∗], limk θ(ûk) ≤ θ ∞
û +επ and limkVk = 0. In the latter case, let K⊂ N

be a subsequence such that Vk
K−→ 0. Then:

(1) The sequence{(x̂k, ŷk)}k∈K is bounded and all its cluster points lie in the set X×R
m.

(2) Let (x̂∞, ŷ∞) be a cluster point of the sequence{(x̂k, ŷk)}k∈K. Then(x̂∞, ŷ∞) ∈ Zεπ .

(3) dZεπ ((x̂k, ŷk)) := inf(x,y)∈Zεπ
|(x̂k, ŷk)− (x,y)| K−→ 0.

(4) If επ = 0, thenθk
û ↓ θ∗, ϕ(ŷk)

K−→ ϕ∗ = θ∗, andψ(x̂k, ŷk)
K−→ 0.

Proof. The first assertion follows from Theorem3.3 (sinceθ∗ = −∞ implies primal infeasibility by

weak duality). In the second case, usingθk
û ↓ θ ∞

û ≥ θ∗−επ andVk
K−→ 0 in the bounds of (5.6) yields

limk∈K ϕ(ŷk) ≥ θ∗− επ and limk∈K ψ(x̂k, ŷk) = 0.
(1) By (5.6), {x̂k} lies in the compactX; then{ŷk}k∈K is bounded by (5.1) and (5.6).
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12 Krzysztof C. Kiwiel

(2) We have ˆx∞ ∈ X, ϕ(ŷ∞) ≥ θ∗− επ andψ(x̂∞, ŷ∞) = 0 by closedness ofϕ and continuity ofψ.
Sinceθ∗ ≥ ϕ∗ by weak duality (cf. (1.1), (1.3), (5.1)), we getϕ(ŷ∞) ≥ ϕ∗− επ . Thus(x̂∞, ŷ∞) ∈ Zεπ
by the definition (5.7).

(3) This follows from (1), (2) and the continuity of the distance functiondZεπ .
(4) In the proof of (2),θ∗ ≥ ϕ∗ ≥ ϕ(ŷ∞) ≥ θ∗ yieldsϕ∗ = ϕ(ŷ∞) = θ∗, and forK′ ⊂ K such that

ŷk K′
−→ ŷ∞ we haveϕ(ŷ∞) ≥ limk∈K′ ϕ(ŷk) ≥ limk∈K′ ϕ(ŷk) ≥ θ∗, i.e., ϕ(ŷk)

K′
−→ ϕ∗. So considering

convergent subsequences in (1) givesϕ(ŷk)
K−→ ϕ∗.

6 Application to multicommodity network flows

6.1 The nonlinear multicommodity flow problem

Let (N ,A ) be a directed graph withN := |N | nodes andm := |A | arcs. LetE ∈ R
N×m be its

node-arc incidence matrix. There aren commodities to be routed through the network. For each
commodityi there is arequired flow ri > 0 from itssourcenodeoi to its sink nodedi . Let si be the
supply N-vector of commodityi, having componentssioi = r i, sidi = −r i , sil = 0 if l 6= oi ,di. Our
nonlinear multicommodity flow problem(NMFP for short) is:

min f (y) :=
m

∑
j=1

f j(y j) (6.1a)

s.t. y =
n

∑
i=1

xi , (6.1b)

xi ∈ Xi := {xi : Exi = si,0≤ xi ≤ x̄i }, i = 1: n, (6.1c)

where eacharc costfunction f j is closed proper convex,y is thetotal flowvector,xi is theflow vector
of commodityi, andx̄i is a fixed positive vector offlow boundsfor eachi.

Our assumptions seem to be weaker than those employed in the literature. We add that if domf ∗ ⊂
R

m
+, then the flow bounds ¯xi are not needed in (6.1c): Even if they are absent, our algorithm will

proceed as if we had ¯xi j = r i for all i and j; cf. [13, Sect. 7.2].

6.2 Primal recovery

We may treat problem (6.1) as (5.1) with Ax= ∑n
i=1xi , X = ∏n

i=1Xi, and the oracle solving shortest
path problems to evaluateπ(uk) = −∑n

i=1min{〈uk,xi〉 : xi ∈ Xi} at eachuk. Thus the results of Sect.
5 hold. Yet, as in [13, Sect. 7.3], for stopping criteria it is useful to employ another aggregate solution
(x̂k, y̆k) with x̂k given by (5.5) and

y̆k := Ax̂k =
n

∑
i=1

x̂k
i , (6.2)

which satisfies the constraints of (6.1). Thus f (y̆k) ≥ f∗, where the optimal valuef∗ of (6.1) satisfies
− f∗ = ϕ∗ ≤ θ∗ by weak duality. Hence, if the oracle is exact,θk

û ≥ θ∗ implies that the method may
stop whenf (y̆k)+θk

û ≤ ε for a given toleranceε > 0, in which case(x̂k, y̆k) is anε-solutionof (6.1).
This stopping criterion will be met for somek under conditions similar to those in [13, Prop. 7.1].

Proposition 6.1 Suppose problem(6.1) is feasible and has a unique optimal total flow y∗ (e.g., f
is strictly convex onRm

+ ∩ dom f ) that satisfies y∗ ∈ [0,c) ⊂ dom f for some c∈ R
m
+. Further, let
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επ = 0 (i.e., the oracle is exact), and let K⊂ N be a subsequence such that Vk
K−→ 0. Theny̆k K−→ y∗,

f (y̆k)
K−→ f∗ = −θ∗ and f(y̆k)+θk

û
K−→ 0.

Proof. By Theorem5.2(3) and the uniqueness ofy∗, ŷk K−→ y∗. Hence ˘yk K−→ y∗ from ŷk − y̆k =

ψ(x̂k, ŷk)
K−→ 0 (cf. Theorem5.2(4)), where ˘yk ≥ 0 by (6.2) with x̂k ∈ X (Lem. 5.1). Consequently,

y∗ ∈ [0,c) gives y̆k ∈ [0,c) for all large k ∈ K. Since each functionf j in (6.1a) is continuous on

dom f j ⊃ [0,c j), we havef (y̆k)
K−→ f (y∗) = f∗. The conclusion follows from Theorem5.2(4) with

θ∗ = ϕ∗ = − f∗.

An extension to the case where some arc costs are linear follows.

Proposition 6.2 Let problem(6.1) be feasible. Suppose that the firstm̆ components of any optimal
total flow y∗ are unique(e.g., fj are strictly convex onRm

+ ∩ dom f j for j ≤ m̆) and satisfy y∗j ∈
[0,c j) ⊂ dom f j for some cj > 0, whereas the costs fj are linear for j> m̆. Further, letεπ = 0 (i.e.,

the oracle is exact), and let K⊂ N be a subsequence such that Vk
K−→ 0. Theny̆k

j
K−→ y∗j for j ≤ m̆,

f (y̆k)
K−→ f∗ = −θ∗ and f(y̆k)+θk

û
K−→ 0.

Proof. The proof of Proposition6.1givesŷk
j , y̆

k
j

K−→ y∗j and f j(ŷk
j), f j(y̆k

j)
K−→ f j(y∗j ) for j ≤ m̆, since

ŷk ∈ dom f by (5.6). For j > m̆, f j(y j) = α jy j for someα j ∈ R; thusσ j(u j) := f ∗j (u j) = i{α j}(u j).

Thenuk+1
j = ûk

j = α j in (1.6) yields pk
j = 0 in (2.8), soψ j(x̂k, ŷk) = 0 by Lemma5.1; sinceŷk− y̆k =

ψ(x̂k, ŷk), we have ˆyk
j = y̆k

j for j > m̆. Therefore, by (6.1a),

f (y̆k) = f (ŷk)+ ∑
j≤m̆

[ f j(y̆
k
j)− f j(ŷ

k
j)],

where the sum vanishes ask
K−→ ∞; Theorem5.2(4) with ϕ := − f gives the conclusion.

6.3 Specific arc costs

For specific arc costs, as in [1, 13], we shall considerKleinrock’s average delays

f j(y j) :=







∞ if y j ≥ c j ,
y j/(c j −y j) if y j ∈ [0,c j),
y j/c j if y j < 0,

(6.3a)

f ∗j (u j) :=

{
(√

c ju j −1
)2

if u j ≥ 1/c j ,
∞ if u j < 1/c j ,

(6.3b)

with arc capacitiesc j > 0, theBPR(Bureau of Public Roads) nonlinear delays

f j(y j) :=

{

α jy j +β jy
γ j
j if y j ≥ 0,

α jy j if y j < 0,
(6.4a)

f ∗j (u j) :=

{

γ j−1
γ j

(u j −α j)
γ j/(γ j−1)/(β jγ j)

1/(γ j−1) if u j ≥ α j ,

∞ if u j < α j ,
(6.4b)

RR n° 0123456789



14 Krzysztof C. Kiwiel

with parametersα j ≥ 0, β j > 0, γ j ≥ 2, as well as BPRlinear delays withα j ≥ 0:

f j(y j) := α jy j for all y j , (6.5a)

f ∗j (u j) :=

{

0 if u j = α j ,
∞ if u j 6= α j .

(6.5b)

Our costs arelinearly extrapolatedversions of the “standard” costs used in [13], where f j(y j) is
set to∞ for y j < 0, so thatf ∗j (u j) becomes 0 instead of∞ for u j < f ′j(0). Note that the value off j at
y j < 0 does not matter for (6.1), where the constraints yieldy j ≥ 0. Further, if (6.1) is feasible, the
assumptions of Propositions6.1 and6.2 hold for our Kleinrock and nonlinear BPR costs, and for a
mixture of our nonlinear and linear BPR costs, respectively. Finally, since domσ = dom f ∗ ⊂ R

m
+ for

our costs, the oracle has to solve shortest path problems with nonnegative arc lengthsuk only; hence,
we may assume thatεπ = 0.

6.4 Solving theσ -subproblem for specific arc costs

We now specialize the results of Sect.4.2with σ∗ := f for the costs of Sect.6.3. Sinceσ∗ is separable,
we may handle (4.9) by solving m one-dimensional subproblems to determine components of an
approximate solution, say ˜z. Thus we need a stopping criterion for each subproblem. To this end, we
replace the criterionε(zi) ≤ κNv(zi) by ε(z̃) ≤ κNv̄(z̃) for

v̄(z) := σk
û − σ̄ (ûk;z)+ tk|pk

π +z|2 = v(z)−
[

πk
û − π̄k(û

k)
]

, (6.6)

where the second equality follows from (4.5), (4.6) and (4.8) with θk
û = σk

û + πk
û. Moreover,σk

û −
σ̄(ûk;z) ≥ 0 yieldsv̄(z) ≥ 0, whereas by the results of Sect.4.2, v̄(z) = 0 only if z= z∗ = −pk

π ; since
checking ifv̄(−pk

π) = 0 is easy, we may assume that ¯v(z∗) > 0. Finally,v̄(z)≤ v(z) from επ = 0. The
resulting “natural” subproblem criteria are discussed below.

To simplify notation, we assume temporarily thatm= 1, drop the subscriptj in (6.3)–(6.5) and
let t := tk in (4.5). We first consider the Kleinrock and nonlinear BPR costs in (6.3)–(6.4). For finding
an approximate solution ˜z, we exploit the following properties:

• f (z) = f ′(0)z for z≤ 0 with f ′(0) ≥ 0;
• f ′′(z) > 0 for z> 0 in F := dom f = (−∞,c), with c := ∞ in the BPR case;
• σ∗ = f is continuous onF with dom∂σ∗ = F;
• σ := f ∗ is continuous on domσ = [ f ′(0),∞) with dom∂σ = domσ ;
• w′(z) = f ′(z)− ū(z) andw′′(z) = f ′′(z)+ t for z∈ F in (4.9) by (4.5).

If w′(0) ≥ 0, thenz̃ := −w′(0)/t is optimal (w′(z̃) = 0), ε(z̃) = 0 andū(z̃) = f ′(0).
If w′(0) < 0, thenz∗ ∈ (0,−w′(0)/t), since forz≥−w′(0)/t, f ′(z) > f ′(0) yields

w′(z) = f ′(z)− ū(z) > f ′(0)− ū(z) = w′(0)+ tz≥ 0.

Further,z∗ ∈ (0,zup) for zup := min{−w′(0)/t,c} from z∗ ∈ F, and ū(z) ∈ domσ for z∈ (0,zup),
sinceū(z) > f ′(0) iff z< −w′(0)/t. These properties and the results of Sect.4.2yield the following.
Suppose we minimizew over(0,zup) via a descent method, starting fromz1 := pk−1

σ if pk−1
σ ∈ (0,zup)

or anyz1 ∈ (0,zup) otherwise, which generates pointszi ∈ (0,zup) such thatzi → z∗. Thenε(zi) → 0
andv̄(zi) → v̄(z∗) > 0 in (6.6) imply that we will eventually haveε(zi) ≤ κNv̄(zi), in which case the
method may stop with ˜z := zi.

Next, for the linear BPR costs in (6.5) with w′(z) = f ′(0)− ū(z), z̃:=−w′(0)/t is optimal (w′(z̃) =
0), ε(z̃) = 0 andū(z̃) = f ′(0) (as in the case ofw′(0) ≥ 0 above).

INRIA



An alternating linearization bundle method for convex optimization 15

For m> 1, expressingε(z) in (4.7), w(z) in (4.9) andv̄(z) in (6.6) as sums ofε j(zj), w j(zj) and
v̄ j(zj) respectively overj = 1, . . . ,m, for each j we may findz̃j as above so thatε j(z̃j) ≤ κNv̄ j(z̃j),
andw(z̃) ≤ w(pk−1

σ ); sincev̄(z) ≤ v(z) in (6.6), we also haveε(z̃) ≤ κNv(z̃). Thus, as in Sect.4.2, we
may setuk+1 := ū(z̃), vk := v(z̃), σ̄k(·) := σ̄(·; z̃) andpk

σ := z̃.

7 Implementation issues

We now describe the main issues in our implementation of eachstep of Algorithm2.1for the network
applications of Sect.6. We also highlight aspects where our implementation could be less efficient
than that of [1]; improving these aspects is left for future work.

7.1 Initial settings

In the Kleinrock case of (6.3), the initial u1
j := (1−ρ∗)−2/c j for all j, with ρ∗ := 1

4 estimating the
maximum traffic intensity maxj y∗j /c j as in [5, 13]; then p0

σ := ∇σ(u1). In the BPR case of (6.4)–
(6.5), u1

j := α j for all j, and we letp0
σ := 0.

As usual in bundle methods, we use the descent parameterκ = 0.1 in (2.4). We set the initial
stepsize tot1 := 1, corresponding to the inverse of the initial proximal coefficient of [1], and let
tmin := 10−20t1.

7.2 Subproblem solution

For the polyhedral modelšπk of (5.3), subproblem (1.5) is solved by the QP routine of [9]. This
routine has at least two drawbacks. First, being designed for bound-constrained problems, it employs
data structures that are not efficient in the unconstrained case. Second, its linear algebra is behind the
current state of the art (in contrast with the MATLAB implementation of [1], where linear equations
are solved more efficiently).

The one-dimensional subproblems of Sect.6.4are solved for the toleranceκN = 10−3 by Newton’s
method with Armijo’s backtracks for a descent tolerance of 10−6, where at each iteration the initial
unit stepsize is reduced if necessary to 0.9 times the maximum feasible stepsize, and the stepsize is
divided by 2 for each Armijo’s failure. This works quite well, but implementations based on self-
concordant ideas (as in [1]) could be more efficient.

The looping Step 5′ of Sect.4.1 employs the tolerancĕκ = 0.2, but the number of loops at any
iteration is limited to 30.

7.3 Shortest-path oracle

Let S≤ n be the number of common sources (different source nodes) in (6.1). To evaluateπ(uk+1),
we callS times subroutine L2QUE of [4], which finds shortest paths from a given source to all other
nodes. Being quite old, L2QUE is unlikely to be competitive with Dijkstra’s algorithm with binary
heap structures employed in [1].

7.4 Termination criterion

In view of Sect.6.2, we stop after Step 6 when the relative optimality gap is small enough:

γk
rel :=

(

f k
up− f k

low

)

/max{ f k
low,1} ≤ εopt, (7.1)
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whereεopt = 10−5 as in [1], whereasf k
up and f k

low are the best upper and lower bounds onf∗ obtained

so far. Specifically,f k
low :=−min j≤k+1 θ j

u, whereasf k
up is the minimum off (y̆ j) over iterationsj ≤ k,

j = 10,20, . . ., at which f (y̆ j) is computed. A more frequent computation off (y̆ j) could save work
on small instances.

7.5 Stepsize updating

Our implementation of Step 8 uses the following procedure, in whichγk
rel is the relative gap of (7.1),

γk := f k
up− f k

low is the absolute gap,lk is the number of loops made on iterationk, andnk counts
descent or null steps since the latest change oftk, with n1 := 1.

Procedure 7.1 (Stepsize updating)

(1) Settk+1 := tk.
(2) If ûk+1 = ûk or lk > 0 go to (5).
(3) If nk ≥ 10, orvk < γk/2 andγk

rel ≤ 0.01, settk+1 := 2tk.
(4) Setnk+1 := max{nk +1,1}. If tk+1 6= tk, setnk+1 := 1. Exit.
(5) If ik+1

t = 0, nk ≤−10, and eithervk > γk/2 or γk
rel > 0.01, settk+1 := max{tk/5, tmin}.

(6) Setnk+1 := min{nk−1,−1}. If tk+1 6= tk, setnk+1 := −1. Exit.

The counternk introduces some inertia, which smooths out the stepsize updating. In general,
tk should be increased (respectively decreased) if “too many”descent (respectively null) steps are
occuring, butvk should be of orderγk, since descent steps withvk ≪ γk bring little. Of course, our
procedure is just an example and there is still room for improvement.

8 Numerical illustrations

To get a feeling for the practical merits and drawbacks of ourapproach, we benchmark our AL
implementation against the ACCPM results of [1].

8.1 Test problems

We used the same four sets of test problems as in [1]. Their features are given in Table8.1, whereN
is the number of nodes,m is the number of arcs,n is the number of commodities,S is the number of
common sources, andf Kleinrock

∗ and f BPR
∗ are the optimal values of (6.1) for the Kleinrock and BPR

costs respectively, with relative optimality gaps of at most 10−5. Table8.1corrects some values of [1,
Tab. 2]; see [2] and below.

For the first two sets of planar and grid problems1, the cost functions are generated as in [1, Sect.
8.1]; we add that problem planar150 is missing in [1].

The third set of telecommunication problems includes a corrected version of problem ndo22 [2];
the BPR costs are generated as in [1].

The fourth set of transportation problems2 uses original BPR costs, and Kleinrock costs generated
as in [1]. To clarify the description of [1], we add that in the Kleinrock case the demands are divided
by 2 for Sioux-Falls, 2000 for Winnipeg, 5100 for Barcelona,2.5 for Chicago-sketch, 6 for Chicago-
region, and 7 for Philadelphia. We also observe that although [1, Tab. 2] gives wrong Kleinrock

1Available at http://www.di.unipi.it/di/groups/optimize/Data/MMCF.html.
2Available at http://www.bgu.ac.il/bargera/tntp/.
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Table 8.1: Test problems

Problem N m n S fKleinrock
∗ f BPR

∗
Planar problems
planar30 30 150 92 29 40.5668 4.44549×107

planar50 50 250 267 50 109.478 1.21236×108

planar80 80 440 543 80 232.321 1.81906×108

planar100 100 532 1085 100 226.299 2.29114×108

planar150 150 850 2239 150 715.309 5.27985×108

planar300 300 1680 3584 300 329.120 6.90748×108

planar500 500 2842 3525 500 196.394 4.83309×109

planar800 800 4388 12756 800 354.008 1.16952×109

planar1000 1000 5200 20026 1000 1250.92 3.41859×109

planar2500 2500 12990 81430 2500 3289.05 1.23827×1010

Grid problems
grid1 25 80 50 23 66.4002 8.33599×105

grid2 25 80 100 25 194.512 1.72689×106

grid3 100 360 50 40 84.5618 1.53241×106

grid4 100 360 100 63 171.331 3.05543×106

grid5 225 840 100 83 236.699 5.07921×106

grid6 225 840 200 135 652.877 1.05075×107

grid7 400 1520 400 247 776.566 2.60669×107

grid8 625 2400 500 343 1542.15 4.21240×107

grid9 625 2400 1000 495 2199.83 8.36394×107

grid10 625 2400 2000 593 2212.89 1.66084×108

grid11 625 2400 4000 625 1502.75 3.32475×108

grid12 900 3480 6000 899 1478.93 5.81488×108

grid13 900 3480 12000 900 1760.53 1.16933×109

grid14 1225 4760 16000 1225 1414.39 1.81297×109

grid15 1225 4760 32000 1225 1544.15 3.61568×109

Telecommunication problems
ndo22 14 22 23 5 103.412 1.86767×103

ndo148 61 148 122 61 151.926 1.40233×105

904 106 904 11130 106 33.4931 1.29197×107

Transportation problems
Sioux-Falls 24 76 528 24 600.679 4.23133×106

Winnipeg 1067 2836 4344 135 1527.41 8.25673×105

Barcelona 1020 2522 7922 97 845.872 1.22856×106

Chicago-sketch 933 2950 93135 386 614.726 1.67484×107

Chicago-region 12982 39018 2296227 1771 3290.49 2.58457×107

Philadelphia 13389 40003 1149795 1489 2557.42 2.24926×108
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Table 8.2: Peformance of AL for Kleinrock costs

Problem k l Sigma Newton CPU %Si %Or AC/AL
planar30 125 62 4.7 1.9 0.1 60 0 11.0
planar50 214 73 3.2 2.2 0.2 31 10 11.0
planar80 308 80 3.0 2.2 0.6 28 28 10.8
planar100 312 75 3.9 2.4 0.8 24 28 7.5
planar150 979 95 1.7 2.1 12.2 3 17 10.8
planar300 303 84 6.4 2.7 4.7 27 46 4.7
planar500 253 77 8.3 2.6 9.7 23 55 2.5
planar800 341 82 7.7 2.7 28.1 16 69 2.7
planar1000 648 104 4.1 3.0 74.8 8 73 4.1
planar2500 1530 103 2.5 2.6 1092.1 2 86 2.2
grid1 92 65 8.2 2.3 0.1 20 20 5.0
grid2 185 62 2.9 2.4 0.0 0 0 8.0
grid3 222 74 6.7 2.2 0.4 43 13 5.7
grid4 247 79 5.3 2.7 0.4 43 9 7.7
grid5 290 82 5.5 2.3 1.2 40 19 10.0
grid6 453 89 2.9 2.5 2.3 17 26 10.6
grid7 646 98 3.0 2.4 8.3 12 32 11.0
grid8 940 102 2.1 2.3 21.0 8 42 18.3
grid9 900 99 2.2 2.4 24.3 7 49 12.6
grid10 730 100 2.8 2.7 22.0 9 54 9.1
grid11 424 85 5.6 3.3 14.0 19 51 6.9
grid12 458 96 5.8 3.4 26.9 16 59 4.0
grid13 423 94 6.4 3.7 26.0 20 58 4.8
grid14 470 106 7.1 3.9 49.2 18 62 3.4
grid15 451 102 7.7 4.1 49.4 19 62 3.3
ndo22 361 187 17.9 2.0 0.1 30 0 2.0
ndo148 94 53 2.3 2.0 0.0 0 0 8.0
904 240 58 7.5 3.1 1.5 53 22 5.1
Sioux-Falls 497 252 2.4 2.1 0.1 8 0 16.0
Winnipeg 1298 482 4.6 1.8 123.7 4 10 1.1
Barcelona 2611 434 1.7 1.6 127.6 2 17 0.6
Chicago-sketch 375 92 8.1 2.5 18.3 18 60 1.6
Chicago-region 303 73 7.7 2.1 901.0 4 88 9.6
Philadelphia 433 89 8.4 3.2 1431.3 5 85 9.1

values for Chicago-sketch, Chicago-region and Philadelphia, their entries in [1, Tab. 5] are apparently
correct. In contrast, for the BPR versions of Barcelona and Philadelphia, [1, Tab. 6] must be corrected
as in [2].

8.2 Numerical results

Tables8.2and8.3give our results for the problems of Sect.8.1. In these tables,

• k andl are the numbers of iterations and descent steps respectively;
• Sigmais the average number of subproblems solved at Step 3 per iteration;
• Newtonis the average number of Newton’s iterations for the one-dimensional subproblems solved

approximately at Step 3 (cf. Sect.7.2);
• CPU is the total CPU time in seconds;
• %Si is the percentage of CPU time spent on the subproblems of Step3;
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Table 8.3: Peformance of AL for BPR costs

Problem k l Sigma Newton CPU %Si %Or AC/AL
planar30 75 69 1.3 1.1 0.0 66 33 12.0
planar50 105 64 1.4 1.3 0.0 66 33 29.0
planar80 150 59 1.1 1.3 0.2 8 73 33.5
planar100 108 44 1.4 1.3 0.2 20 54 21.5
planar150 194 52 1.1 1.5 0.9 12 67 24.7
planar300 97 31 1.3 1.2 1.4 8 86 9.0
planar500 50 23 1.7 1.0 3.3 4 92 2.6
planar800 108 33 1.9 1.2 25.4 2 94 1.3
planar1000 209 41 1.4 1.3 32.6 2 88 4.1
planar2500 264 52 1.3 1.6 411.8 0 97 4.0
grid1 48 29 3.6 2.2 0.0 25 0 4.0
grid2 61 27 1.7 2.2 0.0 0 0 8.0
grid3 43 23 2.5 1.3 0.0 100 0 7.0
grid4 59 26 1.8 2.2 0.1 50 50 15.0
grid5 86 28 2.1 1.7 0.3 44 35 8.0
grid6 150 33 2.0 2.0 0.6 47 35 11.3
grid7 108 31 2.1 2.3 0.9 35 56 10.2
grid8 143 36 1.6 2.3 2.4 22 58 12.8
grid9 183 37 1.7 2.4 4.0 21 60 11.6
grid10 200 34 2.3 2.5 5.4 22 57 8.4
grid11 120 32 4.2 3.2 4.1 40 48 7.3
grid12 122 31 5.8 3.4 8.8 40 47 3.9
grid13 140 30 5.5 3.6 10.1 37 48 4.4
grid14 111 28 8.0 4.0 16.1 42 45 3.3
grid15 115 26 8.0 4.3 17.1 44 45 3.5
ndo22 11 8 2.2 2.2 0.0 0 0 1.0
ndo148 14 11 2.4 2.1 0.0 0 100 2.0
904 116 32 1.2 2.8 0.5 27 62 12.4
Sioux-Falls 105 37 6.3 2.6 0.1 83 0 14.0
Winnipeg 127 31 8.4 1.8 4.5 53 37 2.4
Barcelona 92 24 14.3 3.0 5.5 72 18 1.4
Chicago-sketch 129 32 7.0 2.2 7.1 32 55 2.6
Chicago-region 300 51 3.6 2.6 891.0 5 89 9.2
Philadelphia 671 62 2.7 1.9 3239.7 2 94 2.6
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• %Or is the percentage of CPU time spent on the oracle’s shortest path subproblems;
• AC/AL is the ratio of the CPU times of ACCPM from [1, Tabs. 5 and 6]3, [2, Tab. 1] and our AL,

with our times increased to 0.1 if necessary.

As for CPU comparisons, we used a Dell M60 notebook (Pentium M755 2 GHz, 1.5 GB RAM)
under MS Windows XP and Fortran 77, with SPECint2000 of 1541 and SPECfp2000 of 1088. On the
other hand, [1] used a desktop PC (P4 2.8 GHz, 2 GB RAM) under Linux, Matlab for linear algebra
and C for the shortest path computation, with SPECint2000 of1254 and SPECfp2000 of 1327. Hence
our CPU times are comparable with those of [1].

Thus it is interesting to compare the CPU performance of ACCPM and AL. Here we ignore the
smallest problem ndo22. In the Kleinrock case (Tab.8.2), AL is substantially faster than ACCPM on
most instances, and slower than ACCPM on a single instance ofBarcelona. In the BPR case (Tab.
8.3), AL is substantially faster than ACCPM on all instances except for planar800 and Barcelona,
where its speedups over ACCPM are quite modest.

In conclusion, AL is competitive with ACCPM.
Acknowledgements. I would like to thank F. Babonneau, H. Bar-Gera and J.-P. Vial for numerous

discussions and help with the test problems.
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[15] Kiwiel, K.C., Rosa, C.H., Ruszczyński, A.: Proximal decomposition via alternating lineariza-
tion. SIAM J. Optim.9, 668–689 (1999)

[16] Lemaréchal, C., Ouorou, A., Petrou, G.: A bundle-type algorithm for routing in telecommuni-
cation data networks. Comput. Optim. Appl.? (2007). To appear

[17] Martinet, B.: Régularisation d’inéquations variationelles par approximations successives.
RAIRO Rech. Opér.4(R3), 154–158 (1970)

[18] Ouorou, A., Mahey, P., Vial, J.Ph.: A survey of algorithms for convex multicommodity flow
problems. Management Sci.46, 126–147 (2000)

[19] Rockafellar, R.T.: Convex Analysis. Princeton University Press, Princeton, NJ (1970)

[20] Rockafellar, R.T.: Monotone operators and the proximal point algorithm. SIAM J. Control
Optim.14, 877–898 (1976)

RR n° 0123456789



Unité de recherche INRIA Rhône-Alpes
655, avenue de l’Europe - 38334 Montbonnot Saint-Ismier (France)

Unité de recherche INRIA Futurs : Parc Club Orsay Université- ZAC des Vignes
4, rue Jacques Monod - 91893 ORSAY Cedex (France)

Unité de recherche INRIA Lorraine : LORIA, Technopôle de Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lès-Nancy Cedex (France)

Unité de recherche INRIA Rennes : IRISA, Campus universitaire de Beaulieu - 35042 Rennes Cedex (France)
Unité de recherche INRIA Rocquencourt : Domaine de Voluceau- Rocquencourt - BP 105 - 78153 Le Chesnay Cedex (France)

Unité de recherche INRIA Sophia Antipolis : 2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis Cedex (France)

Éditeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Le Chesnay Cedex (France)http://www.inria.fr

ISSN 0249-6399


	Introduction
	The alternating linearization bundle method
	Convergence
	Modifications
	Looping between subproblems
	Solving the -subproblem approximately

	Lagrangian relaxation
	Application to multicommodity network flows
	The nonlinear multicommodity flow problem
	Primal recovery
	Specific arc costs
	Solving the -subproblem for specific arc costs

	Implementation issues
	Initial settings
	Subproblem solution
	Shortest-path oracle
	Termination criterion
	Stepsize updating

	Numerical illustrations
	Test problems
	Numerical results


