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Un algorithm de faisceaux avec linéarisations alternées po
I'optimisation convexe et les multiflots non linéaires

Résumé : Nous donnons une méthode de faisceaux pour minimiser la soderdeux fonctions
convexes, dont 'une n’est connue que par un oracle an@treant imprécis. Chaque itération consi-
déere deux sous-problemes, dans lesquels les fonctionakbemtativement représentées par leur li-
néarisation. Notre approche est motivée par I'applicatioprobléme du multiflot non linéaire. Des
expériences numeériques sur des problemes de grande ¢ailgédent encourageantes.

Mots-clés : Optimisation non différentiable, optimisation convexe&thode de faisceaux proximale,
sous-gradients approchés, problemes de flot dans un réseau
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1 Introduction
We give a bundle method for the structured convex minimiragpiroblem
6. :=inf{8(:):=0(-)+m()}, (1.2)

whereo : R™ — (—o, 0] and: C — R are closed proper convex functions, @&d= domo := {u:
o(u) < «o} is the effective domain ofi. Such problems may appear via duality when the primal has
a certain structure. For instance, consider the mininoegtroblems

fo=inf{ f(AX) :xe X} =inf{ f(y) :y=Axxe X}, (1.2)

whereX C R" andA is anm x n matrix. For the Lagrangiab(x,y;u) := f(y) + (u,Ax—y), mini-
mization over(x,y) € X x R™Myields a dual problem of the forni (1) with

o(u):= f*(u) :=sug{(uy) - f(y)} and m(u):= sup{ (—ATu,x) : xe X }. (1.3)

We assume that is “simple”, i.e., minimizingo plus a separable convex quadratic function is
“easy”. On the other handt is only known via an oracle, which at amye C delivers an affine
minorant ofrt (e.g.,(—AX, -) for a possibly inexact maximizerin (1.3)).

Our method is an approximate version of the proximal poigoathm [17, 20] which generates a
sequence

~k+1

0t = argming(-) + () + |- —0* fork=1,2,..., (1.4)

starting from a pointt € C, where| - | is the Euclidean norm artg> 0 are stepsizes. It combines two
basic ideasbundlingfrom the proximal bundle method8][ [6, Sect. XV.3] and their extension¥],
12] to inexact oracles, andlternating linearization/AL for short) from [L0, 12, 15]. Here bundling
means replacingr in (1.4) by its polyhedral modefg < m derived from the past oracle answers.
Since the resulting subproblem may still be too difficult, fséow the AL approach in which a
subproblem involving the sum of two functions (hereand 7%) is replaced by two subproblems in
which the functions are alternately represented by lineadeats. Thus,1.4) is replaced by the two
easier subproblems

i+l :=arg minEkf1(~)+f¢<(~)+2tik\-—0k|2, (1.5)

U= argmino () + 7&(-) + 5| - —0% (1.6)

The first subproblemi(5) employs a linearizatiowy_, < ¢ obtained at the previous iteration. Its
solution yields by the usual optimality condition a line@ationrg, < 7§ which may a posteriori replace
T in (1.5) without changing its optimal value and solution. Simyathe solution of {.6) provides a
linearizationoy < g which may replace in (1.6).

Our method coincides with that o] in the special case af being the indicator functior of
C (ic(u) = 0 if u € C, » otherwise). Then/*! in (1.6) is the projection ont€ of G — t,O7%; this
projection is straightforward if the s€tis “simple”. For more difficult cases, it is crucial to allowrf
approximate solutions ir(6). We show (cf. Sect.2) that such solutions can be obtained by solving
the Fenchel dual ofl(6) approximately; this is conceptually related to the useafdhel’s duality in
[6, Prop. XV.2.4.3 and p. 306].

For dual applications, we restrict our attention to the petti(1.2)—(1.3) with f closed proper
convex andX compact and convex (since other exampleslaf fould be treated in similar ways).
As in [12], even when the dual has no solutions, our method can syathptotically finde-optimal
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4 Krzysztof C. Kiwiel

primal solutions, wherey is an upper bound on the oracle’s errors; in fact only the gégtit oracle
errors matter, as discussed ir?[ Sect. 4.2].

Actually, our theoretical contributions outlined abovereienotivated by applications to nonlinear
multicommodity flow problems (NMFP for short); more conelgt by the good experimental results
of [1], where the analytic center cutting plane method (ACCPMstwort) exploited “nice” second-
order properties ofr in (1.1). We show that our method can exploit such properties as wlgthining
significant speedups on most instances usedi]in [

As for the state-of-the-art in NMFP, we refer the readerlidgr the developments subsequent to
the review of [L8], adding the more recent references 13,[16].

The paper is organized as follows. In Settwe present our method for general modelgwof
Its convergence is analyzed in Se8t. Useful modifications, including approximate solutions of
(1.6), are given in Sect4. Application to the Lagrangian relaxation df.) is studied in Sect5.
Specializations to NMFP are given in Se&timplementation issues are discussed in Sedtinally,
numerical comparisons with ACCPM are given in Sé&ct.

2 The alternating linearization bundle method

We first explain our use of approximate objective valueslifp)( (1.6). Our method generates a
sequence dfial points{uk}ff:1 C C atwhich the oracle is called. We assume that for a fa@liracy
tolerances; > 0, at eachuX € C the oracle delivers aapproximate valuegt and anapproximate
subgradient Q of rrthat produce thapproximate linearizatioof .

= (0K, — U <m(h) with  m(uk) = ¢ > (k) — e (2.1)
ThusT € [n(u") — &, n(uk)], Whereasj;T lies in thee,-subdifferential ofrr at Uk
ﬁfn - { Or - > T[( ) Ent <gTT7 T uk> }

ThenBX := of + r¥ is the approximate value & atu*, whereg := o(u).
At iterationk > 1, the currenprox (or stability) centerd := uk!) € C for somek(1) < k has the
valuegy := gk() (usually6% = mink_; 64); note that, by 2.1),

B < [6(0°) — £r, 6(aY)]. (2.2)
If nfj < 1i(0X) in (1.6) due to evaluation errors, tipgedicted descent
Vici= 65 — [o (U 4 (Ut h)] (2.3)

may be nonpositive; hence, if necessdgyis increased andL(5—(1.6) are solved again until >
|utl — gK12/2t  asin [L1, 12, 14]. A descenstep touf! := Ukt is taken if

Okt < 6% — kv (2.4)

for a fixedk € (0,1). Otherwise, aull stepuft1:= 0K occurs; therm and the new linearizatiory 1
are used to produce a better modl; > max{ 1, T 1}.
Specific rules of our method will be discussed after its fdret@ement below.

Algorithm 2.1

INRIA



An alternating linearization bundle method for convex oytiation 5

Step 0 [nitiation). Selectu® € C, a descent parametex < (0,1), a stepsize bound, > 0 and a
stepsizeit> tmin. Call the oracle at! to obtainrt andgl, of (2.1). Setrm := m by (2.1),
anday(-) := a(ut) + (pd,- —ul) with pd € do(ul). Setu :=ul, 8} := 6} := g} + it with
or:=a(ul),il:=0,k:=k(0):=1,1 :=0 (k(I) — 1 will denote the iteration of thth descent
step).

Step 1 Model selection Chooser, : R™ — R convex and such that

max{ 71, Ti} < & < TT. (2.5)
Step 2 Bolving ther—subproblem Find ukt1 of (1.5) and theaggregate linearizatioof 73
TR(-) o= TR0+ (ply, - — 0 with  pli= (0 =0 p—pl . (2.6)
Step 3 Bolving theo—subproblem Find ukt1 of (1.6) and theaggregate linearizationf o
Ok(-) 1= o (U (oK, — U with = (@ U -l @)
Computevi of (2.3), and theaggregate subgradiemtndlinearization errorof 6
pki= (B —u )/t and g = v —t|p¥%. (2.8)

Step 4 Gtopping criterio. If max{|p*|, &} = 0, stop O < 6,).

Step 5 Noise attenuation If vi < —&, setty := 10t i := k and go back to Step 2.

Step 6 Qracle call). Call the oracle at**? to obtainr<t! andgk™? of (2.1).

Step 7 Descent te$t If the descent tes2(4) holds withgX+1 := g (UH1) + mk+l, setukt? .= uk+1,
gEtt = gk, ikt := 0, k(I + 1) := k+1 and increasé by 1 (descent stejp otherwise, set
L=k, 98 = gk, andif ™ := i (null step.

Step 8 Gtepsize updating If k(1) = k+1 (i.e., after a descent step), sel&ct > tmin; otherwise,
either sety, 1 := ty, or choosé. 1 € [tmin, t] if it =0.

Step 9 [oop). Increasek by 1 and go to Step 1.

Several comments on the method are in order. Step 1 may chbesemplest modefg =
max{7§_1, i }. More efficient choices are discussed 12, Sect. 4.4] and14, Sect. 2.3]. For poly-
hedral models, Step 2 may use the QP method3,af, B], which can handle efficiently sequences of
subproblems1.5).

We now use the relations of Steps 2 and 3 to derive an optynedtimate, which involves the
aggregate linearizatio) := oy + 1 and theoptimality measure

Vi := max{ | p¥], &+ (p*, 0 }. (2.9)

Lemma 2.2 (1) The vectors band d; defined in(2.6) and (2.7) are in fact subgradients
pk e am () and € do(ukth), (2.10)
and the linearizationsy and gy defined in(2.6) and (2.7) provide the minorizations

W< ox<o and O :=Tik+0c<0. (2.11)
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6 Krzysztof C. Kiwiel

(2) The aggregate subgradienf gefined in(2.8) and the linearizatior§ above satisfy

P = Pt P = (T — U/, (2.12)
B() = B(U ) + (P, — U, (2.13)
(3) The predicted descent of (2.3) and the aggregate linearization errak of (2.8) satisfy
= 0K — B (UL =ty PN 2+ & and & = B — B(0). (2.14)
(4) The aggregate linearizatiof is expressed in terms of¢ pnd & as follows
O — &+ (P, — 0) = B(-) < 6(-). (2.15)
(5) The optimality measurg\of (2.9) satisfies ¥ < max{|pX|, &} (1+|0¥|) and
BY < 6(u) +Vi(1+1u) forallu. (2.16)
(6) We have y> —g¢ < ti|pX%/2 > —& < v > t|pX|?/2. Moreover, ¥ > g, —& < &7 and
Vi > max{ti| p¥[%/2, |&q } if Vi > —&, (2.17)
Vi < max{ (2vie/t) Y2, vk (L+]0Y)  if - v > —&, (2.18)
Vi < (2&n/t) M2 (14 |0X)) it V< —&. (2.19)

Proof. (1) Let ¢k andgk denote the objectives of (5) and (L.6). By (2.6), the optimality condition
0 € o@f(T*) for (1.5 with Ook1 = pls* by Step 0and.7), ie.,

0 9gfi() = aFR(UHH) + p5 o+ (U — ) /i = 97 (UHH) — i,
and the equalityg (0*1) = 7 (t*+1) yield p& € 75 (0K1) and 7 < 7&. Similarly, by @.7),
0€ agh(UHh) = ply+ o (U h) + (U = 04/t = 9o (U — pf§

(using 075 = pX) and g (U 1) = o (k) give pf € do (1) and gy < 0. Combining both mi-
norizations, we obtain thak + oy < 7+ 0 < 6 by (2.5 and (L.1).

(2) Use the linearity 0By := 1+ 0k, (2.6), (2.7) and @.98).

(3) Rewrite @.3), using the fact tha (0K) = 6c(ut1) +t | pX|2 by (2).

(4) We havedf — g = 6¢(0¥) by (3), 6 is affine by (2) and minorize8 by (1).

(5) Use the Cauchy—Schwarz inequality in the definitid®)and in (4).

(6) The equivalences follow from the expressiorvpt= ty|pX|2 + g in (3); in particularyy > &.
Next, by €.14), (2.11) and .2), we have

—&c= 6 (0 — 6K < 6(0) — 65 < &

Finally, to obtain the bound£(17—(2.19, use the equivalences together with the factsvhat &,
—& < &r and the bound oW from assertion (5).]

The optimality estlmateZ( 16 justifies the stopping criterion of StepV¥ =0 yleldse" <inf@ =
6.; thus, the pointXis e-optimal i.e., 8(0K) < 8, + &, by (2.2). If the oracle is exactg; = 0), we
havevg > g > 0 by Lemma2.2(6), and Step 5 is redundant. When inexactness is discoatred
Step 5 viavk < —& and the stepsizg is increased, thetepsize indicatorfi 0 prevents Step 7
from decreasing after null steps until the next descent step occurs (cf. et Step 6, we have
Ukl € C andv > 0 (by (2.17), since mag|p¥|, &} > 0 at Step 4), so that*! € C and %! < gk
for all k.

INRIA



An alternating linearization bundle method for convex oytiation 7

3 Convergence

With Lemma2.2replacing L2, Lem. 2.2], itis easy to check that the convergence restiJts? Sect.
3] will hold once we prove12, Lem. 3.2] for our method. To this end, as usual in bundle oegh
we assume that the oracle’s subgradientdarally bounded

{d“} is bounded if{ U} is bounded (3.1)
Further, as in]2], we assume that the model subgradiguis= 975 (0<t1) in (2.10 satisfy

{pX} is bounded if{u*} is bounded (3.2)

Remark 3.1 Note that 8.1) holds if C = R™ or if 7T can be extended to become finite-valued on a
neighborhood o€, sinced’, o"'gnn(uk) by (2.1), whereas the mapping:,, 1T is locally bounded on

C in both casesd, Sect. XI.4.1]. As discussed iA?, Rem. 4.4], typical models satisfy condition
(3.2) automatically when3.1) holds.

A suitable modification of the proof ofip, Lem. 3.2] follows.

Lemma 3.2 Suppose there exiskssuch that for all k> k, only null steps occur and St&pdoesn't
increaseg. Then ¥ — 0.

Proof. Let (p,"T and (p}} denote the objectives of subproblemss and (L.6). First, using partial lin-
earizations of these subproblems, we show that their optiataesek(i<+1) < @k (u*?) are nonde-
creasing and bounded above kor k.

Fix k > k. By the definitions in1.5) and @.6), we haverg (t*+1) = 7 (0t1) and

0t = argminf @() := 7&() + G- 1() + 5| - — 0%} (3.3)
from Og@k(tkt1) = 0. SincegX is quadratic andk(tk+1) = @(ik+1), by Taylor's expansion
() = () + & |- —U 2. (3.4)
Similarly, by the definitions in1.6) and @.7), we havegy(u“t1) = g (ukt),
Ut = argmin{ @ (+) == T () + 0(-) + 2| - — 0%}, (3.5)

() = @b (U + 5| - —u (3.6)

Next, to bound the objective values of the linearized sublgros (3.3) and @.5) from above, we use
the minorizationgg, < mandoy_1, 0k < o of (2.11) for 6 := m+ o

() 4 2| — 0% = () < B(0"), (3.7a)

@ (WD) 2 U — a2 = () < B(aY), (3.7b)

where the equalities stem frori.{) and @3.6). Due to the minorizatiowy_; < o, the objectives of
subproblems3.3) and (L.6) satisfy @< < ¢gk. On the other hand, sina&** = 0¥, t, 1 <ty (cf. Step

RR n° 0123456789



8 Krzysztof C. Kiwiel

7), andr < 7,1 by (2.5), the objectives of3.5) and the next subproblen.€) satlsfygo < @kt
Altogether, by 8.4) and @3.6), we see that

qoilf((ukJrl)_i_l|uk+1_uk+l|2 _ qEik_(( k+l> < ¢f ( k+l> (3.88.)
(pg(ukﬂ) 2tk|vk+2 k+1|2 (po(vk+2> < (p,|(1+1(l]k+2). (3.8b)

In particular, the inequalitiegk(it1) < @k (u+1) < @k+t1(0K2) imply that the nondecreasing se-
quences{ g(0*"1)},. i and { @k (U*™1) },. i, which are bounded above bg.7) with Gk = d* for all

k> E must have a common limit, say, < 8(0¥). Moreover, since the stepsizes satigfy t; for all
k > k, we deduce from the bound3.7)—(3.9) that

U, @ (U T, T Ut 0, (3.9)

and the sequencdsi“t1} and{u**!} are bounded. Then the sequen¢gs} and{pk} are bounded
by (3.1 and @.2).

We now show that thepproximation errorg, == 1<t — 1 (UtY) vanishes. Using the forn2(1)
of 71, the minorizationrg 1 < 7&,1 of (2.9, the Cauchy-Schwarz inequality, and the optimal
values of subproblem4.(5) and (L.6) with 0K = 0K for k > k, we estimate

& = T (U = g (02) - (U (gl Uk - k)
< TE(+1( +2> m( k+l)_|_|gk+1Huk+l k+2‘
= @R) - (U A 0l (g U — i, (3.10)

wherenk := [uk+L — gk[2/2t — |2 — GX[2/2t 4 andAX = g+ — G (UK2); in fact, we havedk =
—(pk, 42 ukt1) by (2.7). To see thahX — 0, note that

k+2 f|2 k+1 Gi‘z I 2<uk+2 kL gkl OE) I mk+2 _ uk+l‘2’

G =u

uktT — OE|2 is bounded 2 — ukt1 — 0 by (3.9), andtmin < tys1 < tg for k > k by Step 7. These
properties also givak — 0, since by 2.7) and the Cauchy—Schwarz inequality,

A] < [PSI|0T2 =Y with  [p§| < Tt — 0| ftc+ | P,

where{pX} is bounded. Hence, using.Q) and the boundedness {1} in (3.10 yieldslimy g <
0. On the other handy = 851 — G (U+1) from gy (U<Tt) = gX* L in (2.7), while for k > k the null
step conditior8X*! > 6% — kv gives

= [651 - 6K] + [8— B(UHY)] > —kw+ W= (1—K)% >0

by (2.14), wherek < 1 by Step 0; we conclude thgt— 0 andv, — 0. Finally, sinces — 0, t > tmin
(cf. Step 7) andi= X for k > k, we havev — 0 by (2.19. 0

We may now state our principal result on tgymptotic objective valug]® := lim 9}}.

Theorem 3.3 (1) We have@l'j‘ 1 65 < 6,, and additionallim, Vx = 0 if 6, > —oo.
(2) 6. <lim, 8(0¥) <Timy 6(0) < 65 + &n.

Proof. Use the proof of {2, Thm. 3.5], with obvious modification§!

INRIA



An alternating linearization bundle method for convex oytiation 9

4 Modifications

4.1 Looping between subproblems

To obtain a more accurate solution to the prox subprobled) With 7 replaced by, we may cycle
between subproblem4.6) and (L.6), updating their data as if null steps occured without clang
the modelr. Specifically, for a giversubproblem accuracy thresholde (0,1), suppose that the
following step is inserted after Step 5.

Step % (Subproblem accuracy tgstf
o (U + R (U > 0% — kv, (4.1)
setdy_1(-) := ak(-), P§t := p& and go back to Step 2.

The main aim of this modification is to avoid “unnecessaryll steps. Namely, if the testi(1)
holds withk < k and the oracle is exact enough to delivét® > 75 (ukt1), then the descent test
(2.4) can't hold and a null step must occur, which is bypassed bp St

When the oracle is expensive, the optional use of Steyith k € [k, 1) gives room for deciding
whether to continue working with the current modglbefore calling the oracle.

Convergence for this modification can be analyzed aslih Rem. 4.1]. Omitting details for
brevity, here we just observe that for the tektl) written as (cf. 2.14))

E i= TR (U — TR (U > (1— K)w,

the & above may play the role af in (3.10).

4.2 Solving theo-subproblem approximately
For a given tolerancey € (0,1— k), suppose Step 3 is replaced by the following.

Step 3 (Solving theo—subproblem approximatélyFind a linearizatioroy, < o such that

(i) < g (), (4.2)
o (U — G (U < ki, (4.3)
for Ut given by 8.5 andvi by (2.14). SetpX andg, by (2.8), andpk := Oa.

Before discussing implementations, we show that Stefn8s not spoil convergence. In Sett.
Ok (Ut1) replaceso (UKt1) in (2.3), (2.7) and @.10). In Sect.3, it suffices to validate Lemma.2.

Lemma 4.1 Lemma3.2still holds for Ste8 replaced by Step’ above.

Proof. We only sketch how to modify the proof of Lemn3a2. First, referring to 8.5 instead of
(1.6), replacegk by ¢ throughout, and3.89 by (4.2). Second, lef\ := g (ukt1) — g (IKF2) in
(3.10. Third, by @.3), the null step condition yields

Ok (U + L > 0K — kv + g (UL — o (U > 5 — R
for K .= K+ kN < 1, and hence
gk _ O.k k+1 nlljJrl k+l (1_ I’Z)Vk >0,

so that the proof may finish as beforé.

RR n° 0123456789



10 Krzysztof C. Kiwiel

Step 3 can be implemented by solving the Fenchel duallof)(approximately. Indeed, using the
representatiow(-) = sup{(z-) — 0*(2)} in (1.6), consider the Lagrangian

L(u,2) i= (zU) — 0%(2) + T&(U) + 5. [u— 0“2, (4.4)
and associate with each dual pazrd domo™* the following quantities:
U(2) := argmin,L(u,2) = 0t (p +2), (4.5)
(2 :=(z-)—0%(2), (4.6)
£(2):=0(U(2) —o(U(2);2) = o(u(2)) + 0*(2) — (zU(2), (4.7)
V(2) == 6§ — [7&(U(2) + 0(U(2); 2) ], (4.8)

whereu(z) is the Lagrangian solution (witpX. = 07%), 0(-;2) is the linearization obr, £(2) is its
linearization error ati(z), andv(z) is the predicted descent. Maximizihgu(z),z) or equivalently
minimizingw(z) = —L(u(z), z) leads to the following dual problem:

W, = min{ w(2) i= 0" (2) + | ply +2° — (2.09) — 7R(09) ). (4.9)

with a unigue solutioz* giving u* := u(z*) such thau* € do*(z*), z* € do(u*) and

o(u")+0*(z")—(zZ',u") =0; (4.10)

not suprisingly,u* is the exact solution ofl(6) andz* is the corresponding in (2.7). Note that
(4.9 can be restricted to the sBt:= domdo* := {z: do*(z) # 0}, which containg".

Now, suppose that we have a method for solvifag)(with the following properties:

(1) It starts from the point® := pl<1 € D such thatoy_1(-) = (z4,-) — o*(Z}); thus, by 8.3), (3.4)
and @.4)—(4.6), the initialw(z!) = — k(1) fromw(zt) = —L(a(Z}), ).
(2) It generates pointa € D with w(Z) < w(z!) such that? — z*, 0%(Z) — 0*(z*) ando(u(Z)) —

o(u*), whereu(Z) — u* by (4.5).

Thene(Z) — 0 by (4.7) and @.10, whereas/(Z) — v(z*) by (4.8). Thus, ifv(z*) > 0, we will
eventually have(Z) < kyv(Z). Then the method may stop witht! := G(Z), v == v(Z), 6k(-) ==
o(-;7) and p¥ := Z to meet the requirements of Stefy @ith (4.2) following from — g (ukt?) =
w(Z) <w(Z') = —@k(01); see (1) above an@ ().

As for the assumptions in (2) above, note tgt(Z) — o*(z") if o* is continuous orD :=
domdo* (e.g., in Sect6.3). Similarly, o(U(Z)) — o(u*) holds if o is continuous on doma and

u(Z) € domao for largei.

5 Lagrangian relaxation
We now consider the application of our method1d| treated as thprimal problem

¢, :=sup{p(y):=—Ff(y)} s.t. Yy :=y—Ax=0, xeX, (5.1)

assuming that is closed proper convex and the 3et£ 0 is compact and convex. In view of.Q)
and @.1), suppose that, at each € C, the oracle delivers

o= —AX and m():=(—AX) forsomexfe X. (5.2)
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For simplicity, let Step 1 retain only selected past lineations for itskth model

i) ;= maxm () with ke c{1,....k}. (5.3)

j€k

Then (seeZ.10 and [L2, Sect. 4.4]) there are convex WeigMSZ 0 such that

(TR, P<, 1) =3 V(. gl 1) with  Je:={j € J: vi> o}, (5.4)

jed

and for convergence it suffices to chodge; D JcU {k+1}. Using these weights and.(’), we may
estimate a solution td(1) via theaggregate primal solutiofigk, ) with

Rk::_ v and Y= pf. (5.5)
Jek

We first derive useful expressions @fy*) and (=X, ).
Lemma 5.1 We haver® € X, ¢ () = 05 — g — (pX, 0¥) and @(RK, §¥) =

Proof. First, X € co{x}}; 5 C X, nk( ) = (—AR ) and p¥ = —AK by convexity ofX, (5.2), (5.4)

and 6.5). Thenp = K — AR = (R ¥¥) by (2.12), (5.1) and 6.5). Next, by [19, Thm. 23. 5] the
inclusiony® := p§ € da(ukt1) of (2.10 with o := f* in (1.3) yields a(U+1) = (uk+L 9%) — £(9%);

thus ¢ (§%) := —f(¥%) = 6x(0) by (5.1) and @.7). SinceTi(0) =0 in (2. 1]) (2 15) gives ax(0) =
6k(0) = 8% — &+ (p*, %), as required]

In terms of the optimality measu¥g of (2.9), the expressions of Lemnialimply

Rex with @) >0 —Vi, [WEST) <V (5.6)

We now show thaf (%%, ¥%)} has cluster points in the set ef-optimal solutionsf (5.1)

Ze, = {(x,y) eXXRM: d(y) > ¢ — &, Y(x,y) =0}, (5.7)

unlessp, = —oo, i.e., the primal problem is infeasible. Note thatd) with X compact andg.4) yield
(3.1)—(3.2), as required for Theore 3.

Theorem 5.2 Either 6, = —o and 6" | —oo, in which case the primal proble(®.1) is infeasible, or
0, > —o0, 6 | 62 € [0, — £, 6], Ilmk 6(0¥) < 6 + e andlim, Vi = 0. In the latter case, let KK N

be a subsequence such th@tA'f—> 0. Then

(1) The sequencg(%X,¥%) }c is bounded and all its cluster points lie in the setOR™.
(2) Let(%*,¥°) be a cluster point of the sequenf&*, ) }kek. Then(X*,¥) € Ze,.

(3) dz,, (R,5%) == infry ez, [(RET) — (xy)| 0.
(4) If £7=0,thengf | 6., ¢ (§5) — ¢, = 6., and (%K, §5) - 0.

Proof. The first assertion follows from Theoredn3 (sincef, = — implies primal infeasibility by

weak duality). In the second case, us#ig| 65 > 6. — e andVy X, 0in the bounds ofH.6) yields

limy - $(§%) > 6, — e and limes YR 3) = 0.
(1) By (5.6), {%¥} lies in the compacX;; then{y*}xck is bounded byg.1) and 6.6).
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12 Krzysztof C. Kiwiel

(2) We havex” € X, ¢(§°) > 6, — egand(X*,¥”) = 0 by closedness af and continuity ofy.
Sincef, > ¢. by weak duality (cf. {.1), (1.3), (5.2)), we getd (y°) > ¢. — &z Thus(X*,¥”) € Z,
by the definition §.7).

(3) This follows from (1), (2) and the continuity of the distae functiondz, .

(4) In the proof of (2),6, > ¢. > ¢ (y°) > 6, yields ¢. = ¢ (¥*°) = 6., and forK’ C K such that

g K5 e we haveg (§°) > limyck: ¢ (F5) > limy . @ () > 6., i.e., d(¥%) K #.. So considering
convergent subsequences in (1) gigeg*) —— ¢,. 0

6 Application to multicommodity network flows

6.1 The nonlinear multicommodity flow problem

Let (.#,.</) be a directed graph witN := |.#'| nodes andn:= |.<7| arcs. LetE € RN*™ pe its
node-arc incidence matrix. There areeommodities to be routed through the network. For each
commodityi there is arequired flow r > 0 from itssourcenodeg; to its sinknoded;. Lets be the
supply Nvector of commodityi, having componentsg, = ri, Sg, = —ri, Si = 0 if | # 0;,d;. Our
nonlinear multicommodity flow proble(NMFP for short) is:

m
min  f(y):= 3 fi(y;) (6.1a)
=1
n
st.  y=Y3% X, (6.1b)
2
X EX ={x: Ex=8,0<x<x} i=1:n, (6.1c)

where eaclarc costfunction fj is closed proper convey,is thetotal flowvector,x; is theflow vector
of commodityi, andx; is a fixed positive vector dfow boundgor eachi.

Our assumptions seem to be weaker than those employed itetlagre. We add that if dorii C
RTM, then the flow bounds; are not needed in6(19: Even if they are absent, our algorithm will
proceed as if we haxl; = r; for all i and j; cf. [13, Sect. 7.2].

6.2 Primal recovery

We may treat problemg(1) as 6.1) with Ax= 3 ;X, X =[]iL, X, and the oracle solving shortest
path problems to evaluamg(u®) = — 1 min{(u¥,x) : x € X} at eachu®. Thus the results of Sect.

5hold. Yet, asin13, Sect. 7.3], for stopping criteria it is useful to employ #rey aggregate solution

(%K, ¥¥) with X given by 6.5) and

n
A ::mzk:_zlx-k, (6.2)
1=
which satisfies the constraints @.{). Thusf(y%) > f., where the optimal valué, of (6.1) satisfies
—f, = ¢. < 6, by weak duality. Hence, if the oracle is exaﬂ&‘,z 6. implies that the method may

stop whenf (Y¥) + Gl']‘ < ¢ for a given tolerance > 0, in which casé®¥, J¥) is an&-solutionof (6.1).
This stopping criterion will be met for sonkeunder conditions similar to those i3, Prop. 7.1].

Proposition 6.1 Suppose probler(6.1) is feasible and has a unique optimal total flow (g¢.g., f
is strictly convex orR ndomf) that satisfies ¥ < [0,c) € domf for some cc RT. Further, let
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An alternating linearization bundle method for convex oytiation 13

ex=0 (i.e., the oracle is exagtand let KC N be a subsequence such thﬂtA5—> 0. Theny¥ L v,
f(¥) =5 f, = —6, and f(3) + 6k <5 0.

Proof. By Theorem5.2(3) and the uniqueness gf, ¥ < y*. HenceyX - y* from y — JK =

W(R,§5) — 0 (cf. Theorenb.2(4)), whereyk > 0 by (6.2) with % € X (Lem.5.1). Consequently,
y* € [0,c) givesyX € [0,c) for all largek € K. Since each functiorf; in (6.19 is continuous on

domf;j O [0,c;), we havef (¥¥) LN f(y*) = f.. The conclusion follows from Theoret2(4) with
0, =¢,=—f..0

An extension to the case where some arc costs are lineawillo

Proposition 6.2 Let problem(6.1) be feasible. Suppose that the filstcomponents of any optimal
total flow y* are unique(e.g., f are strictly convex orR! ndomf; for j < M) and satisfy ye
[0,¢j) C domf; for some ¢ > 0, whereas the costs &re linear for j> m. Further, lete; =0 (i.e.,

the oracle is exagf and let KC N be a subsequence such th@tA§—> 0. Then?‘f X, Yi for j <m,
f(%) = f. = —6, and (%) + 6K~ 0.

Proof. The proof of Propositios. 1 givesy, X, y: and fj (%), f; (5) X, fi(y;j) for j <, since
y€ € domf by (5.6). Forj > m, fi(yj) = ajy; for someaj € R; thusoj(u;) := f'(uj) = iq;1(uj).
k+1

Thenu(™ = 0¥ = aj in (1.6) yields pX = 0/in (2.8), soy; (%, §¥) = 0 by Lemmab.1; sincey* — ¥ =

Y(R,¥%), we haveys = ¥ for j > . Therefore, by§.19),
F) =59+ S [F;) - (7)),
where the sum vanishes las™ o; Theoremb.2(4) with ¢ := —f gives the conclusioril

6.3 Specific arc costs

For specific arc costs, as ifh,[13], we shall consideKleinrocks average delays

o if yj > cj,
fi(yi) i=q vi/(ci—yj) ifyje[0.cj), (6.3a)
Yi/Cj if yj <O,
2 .
f(uy) = { (veu—1)" ity =1/, (6.3b)
00 if uj < 1/c;j,
with arc capacitiesj > 0, theBPR(Bureau of Public Roads) nonlinear delays
_ [ ayi+By] iy =0,
f(vi) = Y 1Y ] 6.4
i) { ajyj if yj <0, (6.42)
Vit — a Wi/ /(B v YD i s ,
fj*(uj) — i (ul al) e /(BJVJ) . ff uj = aj, (6.4b)
0 if u; <aj,
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14 Krzysztof C. Kiwiel

with parametersrj > 0, Bj > 0, y; > 2, as well as BPRinear delays withaj > O:

fi(yj) :==ajy; forally;, (6.5a)
«r . ) O ifuj=aj,
fif(uj) == { w ifu£a; (6.5b)

Our costs ardinearly extrapolatedsersions of the “standard” costs used Irg], where fj(y;j) is
set toeo for yj < 0, so thatf(uj) becomes 0 instead ef for uj < f{(0). Note that the value of; at
yj < 0 does not matter for5(1), where the constraints yiel > 0. Further, if 6.1) is feasible, the
assumptions of Propositioris1 and 6.2 hold for our Kleinrock and nonlinear BPR costs, and for a
mixture of our nonlinear and linear BPR costs, respectiviiyally, since dono = domf* C R for
our costs, the oracle has to solve shortest path problerhawitnegative arc lengthé& only; hence,
we may assume thaj, = 0.

6.4 Solving theo-subproblem for specific arc costs

We now specialize the results of SeeRwith o* := f for the costs of Sec6.3. Sincec* is separable,
we may handle4.9) by solvingm one-dimensional subproblems to determine components of an
approximate solution, sa Thus we need a stopping criterion for each subproblem. iScetid, we

replace the criteriog(Z) < knVv(Z) by £(2) < knv(2) for

W(2) := of — (04 2) + P+ 22 = v(2) — [ — TR(0¥) ], (6.6)

where the second equality follows from.§), (4.6) and @.8) with Gl'j‘ = ol']‘+ nfj Moreover,al'j‘—

a(0K;2) > 0 yieldsv(z) > 0, whereas by the results of Se¢t2, v(z) = 0 only if z= z* = —p¥; since
checking ifv{—pX) = 0 is easy, we may assume tvé*) > 0. Finally,V(z) < v(z) from &z = 0. The
resulting “natural” subproblem criteria are discussea¥wel

To simplify notation, we assume temporarily timat= 1, drop the subscript in (6.3—(6.5) and
lett :=ty in (4.5). We first consider the Kleinrock and nonlinear BPR cost$if)¢(6.4). For finding
an approximate solution Wwe exploit the following properties:
f(z) = f/(0)zfor z< 0 with f/(0) > 0;
f”(z) > 0forz>0inF :=domf = (—,c), with ¢ := 0 in the BPR case;
o* = f is continuous orF with domda* = F;
o := f* is continuous on dorm = [f/(0), «) with domd o = domo;
W (z) = f'(z) —u(z) andw’(z) = f"(z) +t forze F in (4.9 by (4.5).
If w(0) >0, thenZ:= —w/(0)/t is optimal (/' (Z2) = 0), £(2) = 0 andu(Z) = f'(0).
If W(0) <0, thenz* € (0,—w/(0)/t), since forz> —w'(0)/t, f'(z) > f'(0) yields

wW(z) = f'(z) —u(z) > f'(0) —u(z) =wW(0) +tz> 0.

Further,z* € (0,2'?) for 2P := min{—w/(0) /t,c} from z* € F, andu(z) € domao for z € (0,2'P),
sinceu(z) > f'(0) iff z< —w/(0)/t. These properties and the results of Sé@yield the following.
Suppose we minimize over (0, 2'°) via a descent method, starting fraf= p&-1if p&-1 € (0,2P)
or anyz! € (0,2P) otherwise, which generates pointsz (0,2'P) such that? — z*. Theng(Z) — 0
andv(Z) — v(z*) > 0 in (6.6) imply that we will eventually have(Z) < kxV(Z), in which case the
method may stop with = Z.

Next, for the linear BPR costs i (5) with w/'(z) = f/(0) — u(z), Z:= —w/(0) /t is optimal (' (2) =
0), £(Z) = 0 andu(2) = f/(0) (as in the case of/(0) > 0 above).
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Form> 1, expressing(z) in (4.7), w(z) in (4.9) andv(z) in (6.6) as sums o€;(z;), wj(zj) and
Vj(z;) respectively ovelj = 1,...,m, for eachj we may findzZ as above so thatj(Z;) < knvj(Z;),
andw(2) < w(p%1); sincev(z) < v(z) in (6.6), we also have(2) < kyv(Z). Thus, as in Sect.2, we
may setl™! := U(2), v := v(2), ox(-) := a(;2) andpk =2

7 Implementation issues

We now describe the main issues in our implementation of stghof Algorithm2.1for the network
applications of Sect. We also highlight aspects where our implementation coeldebs efficient
than that of ]; improving these aspects is left for future work.

7.1 |Initial settings

In the Kleinrock case of.3), the initial uj1 = (1—p.)~?/cj for all j, with p, := %1 estimating the
maximum traffic intensity mapyj‘/cj as in b, 13]; then p := Do (ut). In the BPR case of6(4)—
(6.9), u} := aj for all j, and we letp := 0.

As usual in bundle methods, we use the descent parameted.1 in (2.4). We set the initial
stepsize t%t:: 1, corresponding to the inverse of the initial proximal ¢woefnt of [1], and let
tmin ;= 1071

7.2 Subproblem solution

For the polyhedral models; of (5.3), subproblem 1.5 is solved by the QP routine of]. This
routine has at least two drawbacks. First, being designdadiond-constrained problems, it employs
data structures that are not efficient in the unconstraiasd.cSecond, its linear algebra is behind the
current state of the art (in contrast with theaAMAB implementation of [], where linear equations
are solved more efficiently).

The one-dimensional subproblems of Séctare solved for the toleraneg = 10~3 by Newton’s
method with Armijo’s backtracks for a descent tolerance ®f®] where at each iteration the initial
unit stepsize is reduced if necessary 18 imes the maximum feasible stepsize, and the stepsize is
divided by 2 for each Armijo’s failure. This works quite webut implementations based on self-
concordant ideas (as id]) could be more efficient.

The looping Step 5of Sect.4.1 employs the tolerance = 0.2, but the number of loops at any
iteration is limited to 30.

7.3 Shortest-path oracle

Let S< n be the number of common sources (different source node$) i (To evaluater(u<t),

we call Stimes subroutine L2QUE of], which finds shortest paths from a given source to all other
nodes. Being quite old, L2ZQUE is unlikely to be competitivihwDijkstra’s algorithm with binary
heap structures employed ih][

7.4 Termination criterion

In view of Sect.6.2, we stop after Step 6 when the relative optimality gap is seradugh:
Vet = (fip— fiow ) / max{ figy, 1} < €opt, (7.1)
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whereggp = 10~ asin 1], whereasfl‘}p and fl‘g,w are the best upper and lower boundsfoobtained

so far. Specificallyf\,, := —minj<i1 64, whereasf; is the minimum off (/) over iterations <k,
j =10,20,..., at whichf (y}) is computed. A more frequent computationfdf/) could save work
on small instances.

7.5 Stepsize updating

Our implementation of Step 8 uses the following procedureyhich yﬁe, is the relative gap off.1),
Ve = fl'jp— flgw is the absolute gapy is the number of loops made on iteratiknand ng counts
descent or null steps since the latest chandg, @fith ny := 1.

Procedure 7.1 Stepsize updating)

(1) Seftty 1 :=1.

(2) If 0¢1 =gk orl, > 0goto (5).

(3) If N> 10, orvi < y/2 andyk, < 0.01, sety, 1 := 2.

(4) Setng,q:=max{ng+1,1}. If t 1 # ty, setng, 1 = 1. Exit.

(5) If ikt =0, n < —10, and eithewy > /2 or ¥, > 0.01, sety, 1 := max{t/5, tmin}-
(6) Setng,q:=min{ng—1,—1}. If ty,q # ty, setny, 1 := —1. Exit.

The countemy introduces some inertia, which smooths out the stepsizatuygd In general,
tk should be increased (respectively decreased) if “too maegtent (respectively null) steps are
occuring, butvk should be of ordey, since descent steps with < y bring little. Of course, our
procedure is just an example and there is still room for imenoent.

8 Numerical illustrations

To get a feeling for the practical merits and drawbacks of approach, we benchmark our AL
implementation against the ACCPM results of [

8.1 Test problems

We used the same four sets of test problems as]inTheir features are given in Tab&l, whereN
is the number of nodes) is the number of arcsy is the number of commoditieS,is the number of
common sources, anif{€ock gand fBPR gre the optimal values o06(1) for the Kleinrock and BPR
costs respectively, with relative optimality gaps of at i °. Table8.1 corrects some values df,
Tab. 2]; see?] and below.

For the first two sets of planar and grid problénthe cost functions are generated aslingect.
8.1]; we add that problem planar150 is missingdh [

The third set of telecommunication problems includes asmed version of problem ndo22]{
the BPR costs are generated aslij [

The fourth set of transportation problefnsses original BPR costs, and Kleinrock costs generated
as in [1]. To clarify the description of], we add that in the Kleinrock case the demands are divided
by 2 for Sioux-Falls, 2000 for Winnipeg, 5100 for Barcelo@d&, for Chicago-sketch, 6 for Chicago-
region, and 7 for Philadelphia. We also observe that althdag Tab. 2] gives wrong Kleinrock

1Available at http://www.di.unipi.it/di/groups/optimezData/MMCF.html.
2Available at http://www.bgu.ac.il/bargera/tntp/.
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Table 8.1: Test problems

Problem N m n S fleinrock fBPR
Planar problems
planar30 30 150 92 29 40.5668 .44549x 10’
planar50 50 250 267 50 109.478 .21236x 10°
planar80 80 440 543 80 232.321 .81906x 10°
planar100 100 532 1085 100 226.299 .22114x 10°
planar150 150 850 2239 150 715.309 .2B85x 10°
planar300 300 1680 3584 300 329.120.9G748x 10°
planar500 500 2842 3525 500 196.394.83B09x 10°
planar800 800 4388 12756 800 354.008.16052x 10°
planar1000 1000 5200 20026 1000 1250.92.41859x 10°
planar2500 2500 12990 81430 2500 3289.05.23827x 10
Grid problems
gridl 25 80 50 23  66.4002 .B3599x 10°
grid2 25 80 100 25 194512 .72689x 10°
grid3 100 360 50 40 84.5618 .33241x 10°
grid4 100 360 100 63 171.331 .0B543x 10°
grid5 225 840 100 83 236.699 .&921x 1(°
grid6 225 840 200 135 652.877 .06075x 10’
grid7 400 1520 400 247 776.566 .6D669x 10’
grids 625 2400 500 343 1542.15 .24240x 10’
grid9 625 2400 1000 495 2199.83 .38394x 10’
grid10 625 2400 2000 593 2212.89 .66084x 1C°
gridil 625 2400 4000 625 1502.75 .33475x 10°
grid12 900 3480 6000 899 1478.93 .8%488x 10°
grid13 900 3480 12000 900 1760.53 .14933x 10°
grid14 1225 4760 16000 1225 1414.39 .81297x 10°
grid15 1225 4760 32000 1225 1544.15 .6B568x 10°
Telecommunication problems
ndo22 14 22 23 5 103.412 .86767x 10°
ndol148 61 148 122 61 151.926 .4D233x 1C°
904 106 904 11130 106 33.4931 .29197x 10’
Transportation problems
Sioux-Falls 24 76 528 24 600.679 .28133x 10°
Winnipeg 1067 2836 4344 135 1527.41 .28673x 10°
Barcelona 1020 2522 7922 97 845.872 .22856x 10°

Chicago-sketch 933 2950 93135 386 614.726.67484x 10’
Chicago-region 12982 39018 2296227 1771 3290.4958457x 10’
Philadelphia 13389 40003 1149795 1489 2557.4224926x 10°
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Table 8.2: Peformance of AL for Kleinrock costs

Problem k I Sigma Newton CPU %Si %Or AC/AL
planar30 125 62 4.7 1.9 0.1 60 0 11.0
planar50 214 73 3.2 2.2 0.2 31 10 11.0
planar80 308 80 3.0 2.2 0.6 28 28 10.8
planar100 312 75 3.9 2.4 0.8 24 28 7.5
planar150 979 95 1.7 2.1 12.2 3 17 10.8
planar300 303 84 6.4 2.7 4.7 27 46 4.7
planar500 253 77 8.3 2.6 9.7 23 55 25
planar800 341 82 7.7 2.7 28.1 16 69 2.7
planar1000 648 104 4.1 3.0 74.8 8 73 4.1
planar2500 1530 103 25 2.6 1092.1 2 86 2.2
gridl 92 65 8.2 2.3 0.1 20 20 5.0
grid2 185 62 2.9 2.4 0.0 0 0 8.0
grid3 222 74 6.7 2.2 04 43 13 5.7
grid4 247 79 5.3 2.7 0.4 43 9 7.7
grid5 290 82 5.5 2.3 1.2 40 19 10.0
gridé 453 89 2.9 25 2.3 17 26 10.6
grid7 646 98 3.0 2.4 8.3 12 32 11.0
grid8 940 102 2.1 2.3 21.0 8 42 18.3
grid9 900 99 2.2 2.4 24.3 7 49 12.6
grid10 730 100 2.8 2.7 22.0 9 54 9.1
grid11 424 85 5.6 3.3 14.0 19 51 6.9
grid12 458 96 5.8 3.4 26.9 16 59 4.0
grid13 423 94 6.4 3.7 26.0 20 58 4.8
grid14 470 106 7.1 3.9 49.2 18 62 3.4
grid15 451 102 7.7 4.1 49.4 19 62 3.3
ndo22 361 187 17.9 2.0 0.1 30 0 2.0
ndol148 94 53 2.3 2.0 0.0 0 0 8.0
904 240 58 7.5 3.1 1.5 53 22 51
Sioux-Falls 497 252 24 2.1 0.1 8 0 16.0
Winnipeg 1298 482 4.6 1.8 1237 4 10 1.1
Barcelona 2611 434 1.7 1.6 127.6 2 17 0.6
Chicago-sketch 375 92 8.1 25 18.3 18 60 1.6
Chicago-region 303 73 7.7 2.1 901.0 4 88 9.6
Philadelphia 433 89 8.4 3.2 14313 5 85 9.1

values for Chicago-sketch, Chicago-region and Philade]pheir entries in], Tab. 5] are apparently

correct. In contrast, for the BPR versions of Barcelona dnth&elphia, [, Tab. 6] must be corrected
asin p].

8.2 Numerical results

Tables8.2and8.3 give our results for the problems of Se@tl. In these tables,

k andl are the numbers of iterations and descent steps respgctivel
Sigmais the average number of subproblems solved at Step 3 patiaier

Newtonis the average number of Newton’s iterations for the oneedisional subproblems solved
approximately at Step 3 (cf. SeGt2);

CPU is the total CPU time in seconds;
%Siis the percentage of CPU time spent on the subproblems of3Step
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Table 8.3: Peformance of AL for BPR costs

Problem k | Sigma Newton CPU %Si %Or AC/AL
planar30 75 69 1.3 1.1 0.0 66 33 12.0
planar50 105 64 14 1.3 0.0 66 33 29.0
planar80 150 59 11 1.3 0.2 8 73 33.5
planar100 108 44 1.4 1.3 0.2 20 54 215
planarl50 194 52 1.1 15 0.9 12 67 24.7
planar300 97 31 1.3 1.2 1.4 8 86 9.0
planar500 50 23 1.7 1.0 3.3 4 92 2.6
planar800 108 33 1.9 1.2 25.4 2 94 1.3
planar1000 209 41 1.4 1.3 32.6 2 88 4.1
planar2500 264 52 1.3 1.6 4118 0 97 4.0
gridl 48 29 3.6 2.2 0.0 25 0 4.0
grid2 61 27 1.7 2.2 0.0 0 0 8.0
grid3 43 23 25 1.3 0.0 100 0 7.0
grid4 59 26 1.8 2.2 0.1 50 50 15.0
grid5 86 28 2.1 1.7 03 44 35 8.0
gridé 150 33 2.0 2.0 0.6 47 35 11.3
grid7 108 31 2.1 2.3 0.9 35 56 10.2
grid8 143 36 1.6 2.3 2.4 22 58 12.8
grid9 183 37 1.7 2.4 4.0 21 60 11.6
grid10 200 34 2.3 25 54 22 57 8.4
grid11 120 32 4.2 3.2 41 40 48 7.3
grid12 122 31 5.8 3.4 88 40 47 3.9
grid13 140 30 5.5 3.6 10.1 37 48 4.4
grid14 111 28 8.0 4.0 16.1 42 45 3.3
grid15 115 26 8.0 4.3 17.1 44 45 35
ndo22 11 8 2.2 2.2 0.0 0 0 1.0
ndol148 14 11 2.4 2.1 0.0 0 100 2.0
904 116 32 1.2 2.8 0.5 27 62 12.4
Sioux-Falls 105 37 6.3 2.6 0.1 83 0 14.0
Winnipeg 127 31 8.4 1.8 4.5 53 37 24
Barcelona 92 24 14.3 3.0 5.5 72 18 1.4
Chicago-sketch 129 32 7.0 2.2 7.1 32 55 2.6
Chicago-region 300 51 3.6 26 891.0 5 89 9.2
Philadelphia 671 62 2.7 1.9 3239.7 2 94 2.6
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%0Or is the percentage of CPU time spent on the oracle’s shoréstspibproblems;
AC/ALis the ratio of the CPU times of ACCPM from,[Tabs. 5 and 6] [2, Tab. 1] and our AL,
with our times increased ta Dif necessary.

As for CPU comparisons, we used a Dell M60 notebook (Pentiu@bbl2 GHz, 1.5 GB RAM)
under MS Windows XP and Fortran 77, with SPECint2000 of 15#d.$PECfp2000 of 1088. On the
other hand, I] used a desktop PC (P4 2.8 GHz, 2 GB RAM) under Linux, Matlalifear algebra
and C for the shortest path computation, with SPECint20a@6# and SPECfp2000 of 1327. Hence
our CPU times are comparable with thoseHf |

Thus it is interesting to compare the CPU performance of AKIGIAd AL. Here we ignore the
smallest problem ndo22. In the Kleinrock case (TaB), AL is substantially faster than ACCPM on
most instances, and slower than ACCPM on a single instan8axkelona. In the BPR case (Tab.
8.9), AL is substantially faster than ACCPM on all instanceseptdor planar800 and Barcelona,
where its speedups over ACCPM are quite modest.

In conclusion, AL is competitive with ACCPM.

Acknowledgements | would like to thank F. Babonneau, H. Bar-Gera and J.-R.fdranumerous
discussions and help with the test problems.
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