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Abstra
t: We give a semanti
 a

ount of the exe
ution time (i.e. the numberof 
ut-elimination steps leading to the normal form) of an untyped MELL(proof-)net. We �rst prove that: 1) a net is head-normalizable (i.e. normalizableat depth 0) if and only if its interpretation in the multiset based relationalsemanti
s is not empty and 2) a net is normalizable if and only if its exhaustiveinterpretation (a suitable restri
tion of its interpretation) is not empty. We thende�ne a size on every experiment of a net, and we pre
isely relate the numberof 
ut-elimination steps of every strati�ed redu
tion sequen
e to the size of aparti
ular experiment. Finally, we give a semanti
 measure of exe
ution time:we prove that we 
an 
ompute the number of 
ut-elimination steps leading toa normal form of the net obtained by 
onne
ting two 
ut free nets by means ofa 
ut link, from the interpretations of the two 
ut free nets. These results areinspired by similar ones obtained by the �rst author for the (untyped) lambda-
al
ulus.Key-words: Linear logi
, denotational semanti
s, proof-nets, impli
it 
om-putational 
omplexity.
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Une mesure sémantique pour le tempsd'exé
ution en Logique LinéaireRésumé : Nous faisons une étude sémantique du temps de 
al
ul (
'est-à-diredu nombre d'étapes d'élimination des 
oupures menant à la forme normale)d'un réseau (de preuve) de MELL non typé. Nous prouvons d'abord que 1)un réseau est normalisable de tête (
'est-à-dire normalisable à profondeur 0) si,et seulement si, son interprétation dans la sémantique relationnelle basée surles multi-ensembles n'est pas vide et que 2) un réseau est normalisable si, etseulement si, son interprétation exhaustive (une restri
tion 
onvenable de soninterprétation) n'est pas vide. Nous dé�nissons alors une taille sur les expéri-en
es des réseaux et nous donnons une relation pré
ise entre le nombre d'étapesd'elimination des 
oupures d'une suite quel
onque de rédu
tions strati�ées etla taille d'une expérien
e parti
ulière. En�n, nous donnons une mesure séman-tique du temps de 
al
ul : nous prouvons que nous pouvons 
al
uler à partirde l'interprétation de 
ha
un des deux réseaux le nombre d'étapes d'éliminationdes 
oupures transformant en un réseau sans 
oupures le réseau obtenu en 
on-ne
tant deux réseaux sans 
oupures. Ces résultats sont inspirés par des résultatssemblables obtenus par le premier auteur pour le lambda-
al
ul (non typé).Mots-
lés : Logique linéaire, sémantique dénotationelle, réseaux de preuves,
omplexité impli
ite du 
al
ul.
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Daniel de Carvalho , Mi
hele Pagani , Lorenzo Tortora de Fal
oWe give a semanti
 a

ount of the exe
ution time (i.e. the number of 
ut-elimination steps leading to the normal form) of an untypedMELL (proof-)net.We �rst prove that: 1) a net is head-normalizable (i.e. normalizable at depth 0)if and only if its interpretation in the multiset based relational semanti
s is notempty and 2) a net is normalizable if and only if its exhaustive interpretation (asuitable restri
tion of its interpretation) is not empty. We then de�ne a size onevery experiment of a net, and we pre
isely relate the number of 
ut-eliminationsteps of every strati�ed redu
tion sequen
e to the size of a parti
ular experiment.Finally, we give a semanti
 measure of exe
ution time: we prove that we 
an
ompute the number of 
ut-elimination steps leading to a normal form of thenet obtained by 
onne
ting two 
ut free nets by means of a 
ut link, from theinterpretations of the two 
ut free nets. These results are inspired by similarones obtained by the �rst author for the (untyped) lambda-
al
ulus.1 Introdu
tionRight from the start, Linear Logi
 (LL,[Gir87℄) appeared as a potential logi-
al tool to study 
omputational 
omplexity. The logi
al status given by theexponentials (the new 
onne
tives of LL) to the operations of erasing and 
opy-ing (
orresponding to the stru
tural rules of intuitionisti
 logi
 and of 
lassi
allogi
) shed a new light on the dupli
ation pro
ess responsible of the �explo-sion� of the size (and time) during the 
ut-elimination pro
edure. This is wit-nessed by the 
ontribution given by LL to the wide resear
h area 
alled Impli
itComputational Complexity: a true breakthrough with this respe
t is Girard'sLight Linear Logi
 (LLL,[Gir98℄). A very 
areful handling of LL's exponen-tials allows the author to keep enough 
ontrol on the dupli
ation pro
ess, andto prove that a fun
tion f is representable in LLL if and only if f is poly-time. More re
ently, other �light systems� have been introdu
ed by Aspertiand Roversi [AR02℄, Danos and Joinet [DJ03℄, Lafont [Laf04℄ and others: sev-eral simpli�
ations are proposed and suggest that LLL is only one among thepossible solutions (rather a resear
h theme than a logi
al system).Light systems 
an be presented as subsystems of LL obtained by restri
tingthe use of the exponentials: some prin
iples (formulas) provable in LL do nothold in light systems. However, a more geometri
 perspe
tive on light logi
is possible. It 
omes from the introdu
tion of proof-nets, a geometri
 way of
∗INRIA-Lorraine, Nan
y � Daniel.de
arvalho�loria.fr
†PPS, CNRS & Université Paris VII � Mi
hele.Pagani�pps.jussieu.fr
‡Dipartimento di Filoso�a � Università di Roma Tre � tortora�uniroma3.itRR n° 0123456789



4 Daniel de Carvalho Mi
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orepresenting 
omputations; a
tually one of the most important 
onsequen
es ofthe logi
al status given by LL to the stru
tural rules. Light proofs have beenpresented in [Gir98℄ as proof-nets. This viewpoint was stressed in [DJ03℄: theauthors give a geometri
 
hara
terization of ELL proof-nets, that is proof-netsbelonging to a subsystem of LLL where the fun
tions 
omputable in elementarytime (and only those fun
tions) are representable. The system of LL proof-netsis not modi�ed and a global 
ondition on the graph representation of proofsallows to isolate the ones belonging to ELL. A similar work for LLL has beendone in [Maz06℄. We believe that it is not by eliminating obje
ts with a �bad�
omputational behaviour that we learn something on the very nature of boundedtime 
omplexity, but rather by 
omparing di�erent 
omputational behaviours,and by �nding abstra
t ways to distinguish the ones from the others. This is,in our opinion, the interest of works like [DJ03℄ and [Maz06℄.Following this kind of idea, in [LTdF06℄ a new approa
h to one of the mainquestions arisen from [Gir98℄ (maybe the main one), the quest of a denotationalsemanti
s suitable for light systems (a semanti
s of proofs in logi
al terms, ormore generally a model), is proposed. Instead of modifying (like in the previousproposals: [MO00, Bai04℄) the stru
tures (games, 
oherent spa
es) asso
iatedwith logi
al formulas1 so that the prin
iples valid in LL but not in the 
hosenlight system do not hold in the semanti
s, [LTdF06℄ deals with a property of theelements of the stru
tures (the interpretations of proofs) 
hara
terizing thoseelements whi
h 
an interpret proofs with bounded 
omplexity. In [LTdF06℄, itis proved in parti
ular that an LL proof-net is an ELL proof-net i� its inter-pretation is �obsessional�. That is, the semanti
 property �being obsessional�
hara
terizes, among the interpretations of all LL proof-nets, those ones whi
hare interpretations of ELL proof-nets.If one seeks a semanti
/mathemati
al point of view on bounded time 
om-plexity, one of the limits of [LTdF06℄ is the 
hoi
e of the logi
al systems torepresent elementary/polynomial time. The previoulsy mentioned result, forexample, gives a 
hara
terization of ELL proof-nets; but there exist LL proof-nets whi
h are not ELL proof-nets and 
an nevertheless be �exe
uted� in ele-mentary time (i.e., roughly speaking, adding them to ELL does not prevent the
ut-elimination pro
edure from being elementary). This is often the 
ase forsystems (of λ-terms, proofs, et
...) 
hara
terizing a 
omplexity 
lass: not allthe obje
ts ex
luded have a �bad� 
omplexity behaviour.A di�erent approa
h to the semanti
s of bounded time 
omplexity is possible:the basi
 idea is to measure (by semanti
 means) the exe
ution of any program,regardless to its 
omputational 
omplexity, in the spirit of 
omparing di�erent
omputational behaviours to learn (afterwards) something on the very natureof bounded time 
omplexity. Following this approa
h, in [dC07, dC℄ one of theauthors of the present paper 
ould 
ompute the exe
ution time of an untyped
λ-term via its interpretation in the 
o-Kleisli 
ategory of the 
omonad asso
i-ated with the �nite multisets fun
tor on the 
ategory Rel. The interpretationof a λ-term in this model is the same as the interpretation of the net translatingthe λ-term in the multiset based relational model of linear logi
. The exe
utiontime is measured here in terms of elementary steps of the so-
alled Krivine'sma
hine. Also, [dC07, dC℄ give a pre
ise relation between an interse
tion types1The basi
 pattern of denotational semanti
s is to asso
iate with every formula some stru
-ture and with every proof of the formula an element of the stru
ture 
alled the interpretationof the proof. INRIA
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 5system introdu
ed by [CDCV80℄ and experiments in the multiset based rela-tional model. Experiments are a tool introdu
ed by Girard in [Gir87℄ allowingto 
ompute the interpretation of proof-nets dire
tly (without referen
e to se-quent 
al
ulus) and pointwise. An experiment 
orresponds to a type derivationand the result of an experiment 
orresponds to a type. The interse
tion typessystem 
onsidered in [dC07, dC℄ la
ks idempoten
y and this fa
t was 
ru
ial inthis work. In our work, this 
orresponds to the fa
t that we use multisets forintrepreting exponentials and not sets as in the set based 
oherent semanti
s.The use of multisets is essential in our work too.In the present paper, we apply this approa
h to Multipli
ative and Exponen-tial Linear Logi
 (MELL), and we show how it is possible to 
ompute the numberof steps of 
ut-elimination by semanti
 means (noti
e that our measure beingthe number of 
ut-elimination steps, here is a �rst di�eren
e with [dC07, dC℄where Krivine's ma
hine was used to measure exe
ution time). Let us be morepre
ise: if π2 is a proof-net obtained by applying some steps of 
ut-eliminationto π1, the main property of any model is that the interpretation Jπ1K of π1 is thesame as the interpretation Jπ2K of π2, so that from Jπ1K it is 
learly impossibleto determine the number of steps leading from π1 to π2. Nevertheless, if π1 and
π2 are two 
ut free proof-nets 
onne
ted by means of a 
ut link, we 
an wonder:1. is it the 
ase that the thus obtained net 
an be redu
ed to a 
ut free one?2. if the answer to the previous question is positive, what is the number of
ut redu
tion steps leading from the net with 
ut to a 
ut free one?The main point of the paper is to show that it is possible to answer both thesequestions by only referring to Jπ1K and Jπ2K.Noti
e that the �rst question makes sense only in an untyped framework(in the typed 
ase, we know that 
ut-elimination is strongly normalizing, see[Gir87℄ and [Dan90℄), and indeed se
tion 2 is devoted to de�ne an untypedversion of Girard's proof-nets, based on previous works (mainly [Dan90℄ and[Reg92℄, [LTdF06℄, [PTdF07℄). Following [PTdF07℄, we �rst de�ne pure stru
-tures (
orresponding in the typed 
ase to proof stru
tures, graphs whi
h arenot ne
essarily logi
ally 
orre
t proofs) and we de�ne 
ut-elimination for purestru
tures. More generally, in the whole paper we use 
orre
tness (in our frame-work De�nition 8) only when it is needed (and it is rarely the 
ase!): this allowsto pre
isely determine where and how 
orre
tness is used to prove results. The
ut-elimination pro
edure we de�ne is similar to λ-
al
ulus β-redu
tion, in thesense that the exponential step (the step (!/?) of De�nition 6) is mu
h moresimilar to a step of β-redu
tion than it usually is. This is essential to proveour results (see Remark 10). We 
onsider in the paper two redu
tion strategies:head redu
tion and strati�ed redu
tion. The �rst one 
onsists in redu
ing the
uts at depth 0 and stop. The se
ond one 
onsists in redu
ing a 
ut only whenthere exists no 
ut with (stri
tly) smaller depth. These redu
tion strategies ex-tend the head linear redu
tion of λ-
al
ulus implemented by Krivine's ma
hine(and 
onsidered in [MP94℄ in the framework of pure proof-nets).In se
tion 3, we introdu
e the model allowing to measure the number of
ut-elimination steps. Experiments are a 
entral tool in our approa
h. Anexperiment lives in between syntax and semanti
s: it is de�ned on a pure stru
-ture (it depends on it), but its �result� (that is the labels it asso
iates with the
on
lusions of the pure stru
ture) is a point of the interpretation of the pureRR n° 0123456789
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hele Pagani Lorenzo Tortora de Fal
ostru
ture. Taking as starting point the usual multiset based relational modeland the usual notion of experiment for this model, we are fa
ed to a problem:an important lemma (Lemma 23) requires the interpretations of ⊗ (resp. 1,
!) and ` (resp. ⊥, ?) to be di�erent (see also the introdu
tion of se
tion 3),be
ause we don't 
onsider only intuitionisti
 nets as in [dC05℄. We thus de�neexperiments like in [LTdF06℄, where the distin
tion between dual 
onstru
tionswas also ne
essary. This 
hoi
e of experiments has a 
ategori
al 
ounterpart,whi
h is dis
ussed in se
tion 3. What we need is an obje
t of the 
ategory
Rel, allowing to shift from a typed to an untyped model in su
h a way thatdual logi
al 
ontru
tions are interpreted di�erently in the model. We outlinein subse
tion 3.1 a 
ategori
al interpretation of untyped MELL, and we de�nesu
h an obje
t (so as the required morphisms) in subse
tion 3.2. We 
on
ludethe se
tion with the de�nition of experiment (De�nition 11 of subse
tion 3.3).In se
tion 4, we give a 
lear a

ount of the importan
e of the notion of exper-iment for our purposes, by proving the Key-lemma (Lemma 20): experiments
an be used as 
ounters for 
ut-elimination steps. Indeed, the Key-lemma showsthat every 
ut-elimination step makes the (suitable notion of) size of an experi-ment de
rease exa
tly by 2. All our results essentially rely on this lemma. The�rst step we then a

omplish is to pre
isely relate head and strati�ed redu
-tions to experiments. Proposition 24 (resp. Proposition 34) proves that a net ishead-redu
ible (resp. strati�ed-redu
ible) to an head-
ut free net (resp. a 
utfree net) π′ if, and only if, it has at least one experiment (resp. one exhaustiveexperiment, see De�nition 30). These results are the analogue of 
lassi
al re-sults for λ-terms: a λ-term is head-normalizable (resp. weak normalizable) if,and only if, it is typeable in the appropriate interse
tion types system. Then wegive a quantitative insigth of this 
orresponden
e redu
tion/experiment: The-orem 27 (resp. Theorem 38) re
overs the number of head (resp. strati�ed)redu
tion steps from π to a head-
ut free (resp. 
ut free) π′ from the notionof size of an experiment (resp. of an exhaustive experiment). These results are�rst proved for the head redu
tion (Subse
tion 4.1) and then extended to thestrati�ed redu
tion (Subse
tion 4.2).Finally, se
tion 5 allows to shift from experiments to their results, thus givingthe required relation between semanti
s and exe
ution time. We prove that we
an answer both the initially stated questions by only referring to Jπ1K and
Jπ2K. This shows that a (rather pre
ise) notion of time is still present in thedenotational interpretation of a net.Let us 
on
lude with a little remark. In [TdF03℄, the question of inje
tivityfor the relational and 
oherent semanti
s of LL is adressed: is it the 
ase thatfor π and π′ 
ut free, from JπK = Jπ′K one 
an dedu
e π = π′? It is 
onje
turedthat relational semanti
s is inje
tive for MELL, and there is still no answer tothis question. Given π1 and π2, we don't know how to 
ompute the normal formof the net obtained by 
onne
ting π1 and π2 by means of a 
ut link from Jπ1Kand Jπ2K. However, the present paper shows that from Jπ1K and Jπ2K we 
an atleast 
ompute the number of 
ut-elimination steps leading to a normal form.

INRIA
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 72 Proof-netsAfter their introdu
tion by Girard in [Gir87℄, proof-nets have been extensivleystudied and used as a proof-theoreti
al tool for several purposes. All this workled to many improvements of the original notion introdu
ed by Girard.We use here an untyped version of Girard's proof-nets. Danos and Regnier([Dan90℄ and [Reg92℄) introdu
ed and studied �pure proof-nets� that is the ex-a
t notion of proof-net 
orresponding to the (untyped) λ-
al
ulus. There hasbeen no real need for a di�erent notion of untyped proof-net until Girard'swork on Light Linear Logi
 ([Gir98℄): using the fa
t that the 
omplexity of the
ut-elimination pro
edure does not depend on types (a key property of light sys-tems) Terui ([Ter02℄) introdu
es a �light� (untyped) λ-
al
ulus enjoying strongnormalization in polynomial time and en
oding all polytime fun
tions. This
al
ulus 
learly 
orresponds to an untyped version of ILAL's proof-nets (ILALis an intuitionisti
 variant of LLL, see [AR02℄. See also [BM04℄ for a similarresult). In the same spirit, an untyped notion of proof-net (
alled net) is in-trodu
ed in [LTdF06℄ in order to en
ode polytime 
omputations: the noveltyhere is the shift from the intuitionisti
 to the 
lassi
al framework. This imme-diately yields 
uts whi
h 
annot be redu
ed and 
alled 
lashes (see �gure 2). In[PTdF07℄, in order to prove strong normalization for full se
ond order LL, a fur-ther generalization of the notion of [LTdF06℄ is proposed and studied: the one ofpure stru
ture. A pure stru
ture is a net whi
h is not ne
essarily 
orre
t (in thesense of De�nition 8). The introdu
tion of proof stru
tures (i.e. graphs whi
hdo not always 
orrespond to logi
ally 
orre
t proofs) dates ba
k to [Gir87℄, butit took mu
h time to really start exploiting the presen
e of su
h obje
ts (likefor example in ludi
s [Gir99℄, [Gir01℄). Re
ent works (in parti
ular [PTdF07℄)show that we always learn something when we are able to pre
isely determinewhere and how 
orre
tness is used to prove results. From the perspe
tive of thepresent work, the notion of pure stru
ture turns out to be the appropriate one:most of our results (but not all of them!) are proved for pure stru
tures.A last 
omment on the syntax: we 
hoose here a version of pure stru
tureswhere ?-links have n ≥ 0 premisses (these links are often represented by a treeof 
ontra
tions and weakenings). We also have a ♭-node whi
h is our way torepresent dereli
tion. These 
hoi
es are just driven by the attempt to have a(nas mu
h as possible) simple presentation of our results. Noti
e, however, thatthe redu
tion steps (and more pre
isely the exponential step) have to be de�nedthe way we do it in order for our results to hold (see also Remark 10 and Figure8).De�nition 1 (Flat) A �at is a �nite (possibly empty) labelled dire
ted a
y
li
graph whose nodes (also 
alled links) are de�ned together with an arity and a
oarity, that is a given number of in
ident edges 
alled the premises of the nodeand a given number of emergent edges 
alled the 
on
lusions of the node. Thevalid nodes are in Figure 1.The links are divided into three groups: the ax- and cut-links are 
alledidentities; the ⊗-, `-, 1- and ⊥-links are 
alled multipli
atives; the !-, ♭- and
?-links are 
alled exponentials.An edge 
an have or not a ♭ label: an edge with no label (resp. with a ♭ label)is 
alled logi
al (resp. stru
tural).RR n° 0123456789
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o
ax cut

⊗ ` 1 ⊥

!

· · ·
♭ ♭

♭

♭

♭ ♭· · ·

?Figure 1: MELL linksThe ♭-nodes have a logi
al premise and a stru
tural 
on
lusion, the ?-nodeshave k ≥ 0 stru
tural premises and one logi
al 
on
lusion, the !-nodes haveno premise, exa
tly one logi
al 
on
lusion, 
alled also main 
on
lusion of thenode, and k ≥ 0 stru
tural 
on
lusions, 
alled auxiliary 
on
lusions of the node.Premises and 
on
lusions of identities and multipli
atives are logi
al edges.We allow edges with a sour
e but no target, they are 
alled 
on
lusions ofthe �at.The size of a �at α, denoted by s (α), is the number of the logi
al edges in
α. We denote by !(α) the set of !-links of α.Links (resp. edges) will be denoted by middle Latin letters l,m, . . . (resp.initial Latin letters a, b, . . . ); �ats will be denoted by initial Greek letters α, β, . . .When drawing a �at we represent edges oriented up-down so that we speakof moving upwardly or downwardly in the graph, and of nodes or edges �above�or �under� a given node/edge. In the sequel we will not write expli
itly theorientation of the edges.In order to give more 
on
ise pi
tures, when not misleading, we may repre-sent an arbitrary number of ♭-edges (possibly zero) as a ♭-edge with a diagonalstroke drawn a
ross:

?

♭

=

♭ ♭· · ·

? as well !
♭

= !

· · ·
♭ ♭In the same spirit, a ?-link with a diagonal stroke drawn a
ross its 
on
lusionrepresents an arbitrary number of ?-links (possibly zero):

♭ ♭· · ·

? =

♭· · ·

?

♭ ♭· · ·

?

♭

· · ·For an example of this notation see Figure 6.De�nition 2 (Pure stru
ture) A pure pre-stru
ture (pps for short) π of depth
0 is a �at without !-nodes; in this 
ase, we set �at(π) = π. INRIA
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 9A pure pre-stru
ture π of depth d + 1 is a �at α, denoted by �at(π), witha fun
tion that asso
iates with every !-link o of α with no + 1 
on
lusions a pps
πo of depth at most d, 
alled the box of o, with no stru
tural 
on
lusions 
orre-sponding2 to the no auxiliary 
on
lusions of o and exa
lty one logi
al 
on
lusion
orresponding to the main 
on
lusion of o. Moreover α has at least one !-linkwith a box of depth d.For any pure pre-stru
ture π, we de�ne, by indu
tion on depth(π), the sizeof π, denoted by s(π), as follows :

s(π) = s(�at(π)) +
∑

o∈!(�at(π))

s(πo) .The depth of a link l in a pps π is the number of boxes of π 
ontaining l.The links of a given �at of a pps all have the same depth, so that the depth ofa �at of a given pps is well-de�ned.A pure stru
ture (ps for short) is a pps with no stru
tural 
on
lusion.Remark 3 Con
erning the presen
e of empty stru
tures, noti
e that the empty�at does exist and it has no 
on
lusion. Its presen
e is required by the 
ut-elimination pro
edure (De�nition 6): the pro
edure applied (for example) to theps 
ontaining a unique �at 
onsisting of a !-link with only the main 
on
lusiona 
ut and a ?-link with 0 premises yields the empty graph. On the other hand,noti
e also that with a !-link o of a pps, it is never possible to asso
iate theempty pps: o has at least one 
on
lusion and this has also to be the 
ase for thepps asso
iated with o.Conventions. Given a link l of a ps π, we will often speak of �the �at of l�always meaning the biggest �at of π 
ontaining l.We will sometimes refer to �the maximal �ats of a ps�, meaning the �ats whi
hare not (stri
t) subgraphs of other �ats of the ps.In general, ps may 
ontain �pathologi
al� 
uts (see examples in Figure 2),that is 
uts whi
h are not redu
ible. This is due either to bad �typings� (the
ut premises are not dual edges), or to bad �geometri
� 
on�gurations: in thefollowing de�nition we 
all the former 
lashes and the latter deadlo
ks.De�nition 4 (Clash and deadlo
k) The two edges premises of a 
ut-link aredual when :� one is a 
on
lusion of a ⊗-node and the other one is the 
on
lusion of a `-node,� one is a 
on
lusion of a 1-node and the other one is the 
on
lusion of a ⊥-node,� one is the main 
on
lusion of a !-node and the other one is the 
on
lusion of a
?-node.A 
ut-link is:� a 
lash, when the premises of the 
ut-node are not dual edges and none of thetwo is the 
on
lusion of an ax-link;2We mean here that there exists a bije
tion from the set of sru
tural 
on
lusions of thelink o to the set of stru
tural 
on
lusions of the pure pre-stru
ture πo.RR n° 0123456789
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o
cut

⊥ ⊥

cut

!⊥
ax

cut

?

cut

!
♭Figure 2: example of 
lashes (the two ps on the left) and of deadlo
ks (the twops on the right)� a deadlo
k, when the two premises of the 
ut-link are 
on
lusions of the same

ax-link or one of the two is the main 
on
lusion of a !-link o and the other oneis the 
on
lusion of a ?-link having among its premises an auxiliary 
on
lusionof o� redu
ible, otherwise.Remark 5 Noti
e that with every premise b of a ?-node is asso
iated exa
tlyone ♭-node (whi
h might have depth mu
h greater than the ?-node): we'll referto this node as �the ♭-node asso
iated with b�. On the other hand, with everystru
tural 
on
lusion b of a !-link (resp. of a ♭-link) of a ps is asso
iated a unique
?-link: we'll refer to this node as �the ?-node asso
iated with b�.De�nition 6 (Types of 
ut and 
ut redu
tion) Let π be a ps, let t be aredu
ible 
ut-link of π, a and b the premises of t, and let α be the (biggest) �atof π 
ontaining t at depth 0. We de�ne the �at α′, obtained by applying sometransformations to α (these depend on the type of the 
ut t). The one step redu
t
π′ of π is obtained from π by substituting α′ for α and, in the (!/?)-
ases, byslightly modifying the rest of the ps.� (ax): one premise of t, say b is the 
on
lusion of an ax-link (see Figure 3). Inthis 
ase α′ is obtained by erasing the 
ut link, its premises a and b and the theaxiom, and by 
onne
ting the remained 
on
lusion c of the axiom with the nodeof 
on
lusion a in π;

π =
cut

ax

b ca t ///o/o/o π′ = cFigure 3: redu
tion of a 
ut of type (ax)� (⊗/`): one premise of t is the 
on
lusion of a ⊗-link, the other one is the
on
lusion of a `-link (see Figure 4). In this 
ase α′ is obtained by erasingthe `-link, the ⊗-link and the 
ut link t (and its premises) and by putting twonew 
ut links between the two left (resp. right) premises of the `-link and of the
⊗-link3;3Noti
e that this means that the premises of the ⊗/`-links are ordered ; we shall see in thetransformation asso
iated with the (!/?) 
ut-link that this is not the 
ase of the premises ofthe ?-links. INRIA
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π =

cut

⊗ `

ba

f g h i

t

///o/o/o π′ =
cut

cut

f g h iFigure 4: redu
tion of a 
ut of type (⊗/`)� (1/⊥): one premise of t is the 
on
lusion of a 1-link, the other one is the
on
lusion of a ⊥-link (see Figure 5). In this 
ase α′ is obtained by erasing thethree links: 1, ⊥ and the 
ut (and its premises);4
π = cut ba

1 ⊥

t

///o/o/o π′ =Figure 5: redu
tion of a 
ut of type (1/⊥)� (!/?)0: one premise of t is the main 
on
lusion of a !-link and the other one isthe 
on
lusion of a ?-link having 0 premises. In this 
ase, the !-link (togetherwith its box) and its 
on
lusion edges are erased. We then erase the ?-link, the
ut and its premises. Noti
e that the ?-links of π asso
iated with the 
on
lusionsof the erased !-link have lost some premisses;� (!/?)>0: one premise of t, say a, is the main 
on
lusion of a !-link and the otherone (i.e. b) is the 
on
lusion of a ?-link having b′1, . . . , b′k as premises, with k ≥ 1(see Figure 6). Let's 
all o the !-link and suppose it has h auxiliary 
on
lusions,let πo be the box5 of o, let w be the ?-link, let vi be the ♭-link asso
iated with b′i,and let βi be the �at of vi.The set {b′1, . . . , b′k} of w's premises 
an be split into two disjoint sets: let C(resp. B) be the set of w's premises whose asso
iated ♭-link belong (resp. doesnot belong) to the same �at as w.Consider k 
opies of o (and of o's box), 
all o1, . . . , ok these !-links and πo1 , . . . , πoktheir boxes. Now pro
eed as follows:� erase t and its premises, w (and its premises), o (and its 
on
lusions andits box)� if b′j ∈ C, then erase the ♭-link vj of α and 
ut vj 's premise cj with themain 
on
lusion of the box πoj of oj� if b′j ∈ B, then substitute the �at βj of vj by 
onsidering the �at β−
j (that is

βj where vj and its 
on
lusion have been erased) and by 
utting the premiseof vj with the main 
on
lusion of πoj . Of 
ourse every !-link of π′ 
on-taining this �at has di�erent auxiliary 
on
lusions from the 
orresponding4This 
ase -so as the (!/?)0 one- might yield an empty graph.5Remember that πo, so as the pps asso
iated with every !-link, 
annot be empty.RR n° 0123456789
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o
!-link of π: its auxiliary 
on
lusion 
orresponding to the 
on
lusion of vjhas been substituted by h auxiliary 
on
lusions (the auxiliary 
on
lusionsof πoj )� for every auxiliary 
on
lusion d of o in π, we now have k auxiliary 
on
lu-sions d1, . . . , dk of, respe
tively, πo1 , . . . , πok . Let l be the ?-node asso
iatedwith d in π: in π′ this will be the ?-node asso
iated with d1, . . . , dk.We denote by t(π) the ps6 obtained applying the transformation previouslyde�ned asso
iated with the 
ut link t. We'll also refer to t(π) as a one stepredu
t of π, and to the transformations asso
iated with the di�erent types of 
utlink as the redu
tion steps.We write π  π′, when π′ is the result of one redu
tion step.A redu
tion step is said to be a head redu
tion step when the redu
ed 
ut t hasdepth 0 in π: we write π  h π

′, when π′ is the result of one head redu
tion step.A redu
tion step π  t(π) is said to be a strati�ed redu
tion step when for every
ut-link (in
luding non-redu
ible ones) t′ of π we have depth(t) ≤ depth(t′): wewrite π  s π
′ when π′ is the result of one strati�ed redu
tion step.We denote a redu
tion sequen
e R from π to π′ as the sequen
e of ps

(π1, . . . , πn), s.t. R = π  π1  . . .  πn = π′. A redu
tion sequen
e Ris an head redu
tion (resp. a strati�ed redu
tion) when every step of R is anhead (resp. a strati�ed) redu
tion step.Noti
e 
ut redu
tion is de�ned on ps and not on pps. This is be
ause wewant  to leave un
hanged the number of 
on
lusions of a stru
ture: this istrue only for the logi
al 
on
lusions, the stru
tural ones may be 
hanged by the
(!/?)-steps. In the sequel, however, we need to speak of the 
ut redu
tion of abox πo (whi
h is a pps) asso
iated with a !-link o: in that 
ase we mean the 
utredu
tion of the ps obtained by adding to πo the ?-links of π asso
iated with thestru
tural 
on
lusions of π. Noti
e that the 
ut redu
tion 
annot be applied todeadlo
ks nor to 
lashes, and this means that there are ps (even nets) whi
h arenormal w.r.t. 
ut redu
tion7 even if they are not 
ut free (
onsider for examplethe ps of Figure 2).Conventions. Given a binary relarion R, we denote by R∗ its re�exive andtransitive 
losure. So in parti
ular,  ∗,  ∗

h and  ∗
s denote the re�exive andtransitive 
losure of resp.  ,  h and  s.We now give a pre
ise de�nition of the notions of an
estor and residue of anedge/node: the point is to know whether a given edge/node of t(π) is �
reated�by the 
ut redu
tion pro
edure or �residue� of some π's edge/node.De�nition 7 (An
estor, residue) Let π be a ps, t be a 
ut-link of π and t(π)be the one step redu
t of π asso
iated with t. When an edge d (resp. a node

l) of t(π) 
omes from a (unique) edge ←−d (resp. node ←−l ) of π, we say that ←−d(resp. ←−l ) is the an
estor of d (resp. l) in π and that d (resp. l) is a residue of
←−
d (resp. ←−l ) in t(π). If this is not the 
ase, then d (resp. l) has no an
estor in6The fa
t that t(π) is indeed a ps 
an be easily 
he
ked.7I.e. to whi
h no 
ut redu
tion step 
an be applied. INRIA
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π =

!

♭♭

!

♭♭

!

♭♭

?

?

cut

♭

β1

· · ·

c1

v1 ♭

♭

!

♭

♭♭
· · ·

· · ·
♭

♭

βk

b′kb′1

wb

· · · · ·
·

· ·
·

♭

♭

!

♭

♭

♭

α

ck

vk

!

πo

!
a

o t

· ·
·

· ·
·

��
�O
�O
�O

π′ =

?

!

♭♭

♭

ck
πok

cut

· ·
·

· ·
·

!
♭ ♭♭
· · ·

· ·
·

♭

α′

· · ·

· · ·

· · ·

· · ·!
♭

!

♭
♭

♭

· · ·

♭

c1
πo1

cut

!
♭♭

!
♭ ♭♭

· · ·

· ·
·

Figure 6: redu
tion of a 
ut of type (!/?)

π, and we say it is a 
reated edge (resp. node). We indi
ate, for every type of
ut-node t of De�nition 6, whi
h edges (resp. links) are 
reated in t(π) (meaningRR n° 0123456789
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o
ax

♭

!

♭

?

!

cut

ax

♭

!

♭

?♭

♭

♭u

♭

♭

g
o

v

♭

i

b

c

d

f

h

l

a

Figure 7: example of a net whi
h does not normalize. This net redu
es to itselfby one (!/?) step and one (ax) stepthat the other edges (resp. nodes) of t(π) are residues of some π's node). Weuse the notations of De�nition 6:� (ax): there are no 
reated edges, nor 
reated nodes in t(π). Remark that a, bare erased in t(π), so that we 
onsider c in t(π) the residue of c in π;� (⊗/`): there are no 
reated edges, while the two new 
ut-links between the twoleft (resp. right) premises of the `-link and of the ⊗-link are 
reated nodes;� (1/⊥): there are no 
reated edges, nor 
reated nodes in t(π);� (!/?): every auxiliary 
on
lusion added to the !-links 
ontaining one πoi is a
reated edge; every 
ut link between πoi 's main 
on
lusion and ci is a 
reatednode.8De�nition 8 (Nets) A swit
hing of a �at α is an (undire
ted) subgraph of αobtained by forgetting the orientation of α's edges, by deleting one of the twopremises of ea
h `-node, and for every ?-node l with n ≥ 1 premises, by erasingall but one premises of l.A proof-net, net for short, is a ps π s.t. every swit
hing of every �at of πis an a
y
li
 graph.Remark that the empty ps is a net. Moreover, a net 
annot 
ontain deadlo
ks(while it may 
ontain 
lashes).Proposition 9 Let π be a net and t be a redu
ible 
ut-link of π, then t(π) is anet.Proof. Standard (see [Dan90℄). �It is well-known that there are untyped nets non-normalizable, i.e. nets π s.t.any redu
tion sequen
e starting from π 
an be arbitrarily long. The well-knownexample is the net 
orresponding to the untyped λ-term (λx.(x)x)λx.(x)x (see[Dan90℄, [Reg92℄). We give in Figure 7 a slight variant (whi
h is not a λ-term),due to Mitsu Okada.8Noti
e that every !-link of π′ whi
h 
ontains a 
opy of πo is 
onsidered a residue of the
orresponding !-link of π, even though it has di�erent auxiliary 
on
lusions. INRIA
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!

1?d

⊥

?d

⊥

cut

!

1

cut
t u

��
�O
�O
�O
�O

///o/o/o

!

1?d

⊥

?d

⊥

cut

!

1

cut

u

}}
}=

}=
}=

}=
}=

1?d

⊥

!

1

cut
cut

⊥Figure 8: example of two head redu
tions with di�erent length in the �traditionalsyntax�: redu
ing �rst the 
ut t and then the 
ut u gives the same result asredu
ing at on
e u. The reader 
an 
he
k that in our syntax both t(π) and u(π)redu
e in exa
tly one step to the same net.Remark 10 The syntax 
hosen for ps and nets is often 
alled �nouvelle syn-taxe�. With respe
t to our purposes (the semanti
 measure of 
ut redu
tion)this 
hoi
e is 
ru
ial. Indeed, one of the key property we are going to use is thefa
t that two head (or strati�ed) redu
tions of a ps π leading to a 
ut free ps
π0 always have the same length (see Corollary 29). This would be wrong in the�traditional� syntax of nets (the original one of [Gir87℄, or its untyped version,see [PTdF07℄), as the reader 
an see in the example of Figure 8.
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o3 Denotational semanti
sWe de�ne here the model allowing to measure exe
ution time. It has a 
ategori-
al presentation, and it is possible to 
ompute the interpretation of nets dire
tlyin the model (without using the sequentialization theorem). Our aim is to usethe multiset based relational model (in the 
ategory Rel), but noti
e that wewant to interpret untyped srtu
tures.In Subse
tion 3.1, we des
ribe the main ingredients ne
essary to de�ne a modelof untyped nets. As it is well-known, the shift form typed to untyped modelsessentially relies on the 
hoi
e of a suitable obje
t in the 
ategory used in thetyped 
ase. The same applies here, but it turns out that in order for our modelto relate pre
isely interpretations of nets and their exe
ution, duality needs tobe �visible� in the semanti
s. More 
on
retely, we know that in Rel the linearformulas A and A⊥ have the same interpretation. In the absen
e of types, thismeans that we do not know whether -say- a 
ouple (x, y) is an element of theinterpretation of a formula of the shape A ⊗ B or A ` B. This informationis ne
essary for our purposes: more pre
isely we need it to prove Lemma 23of Subse
tion 4.1. We show, in Subse
tion 3.2, how to 
hoose an appropriateobje
t D of Rel. The last Subse
tion 3.3 is devoted to adapt to our model (i.e.to the 
hoi
e made in Subse
tion 3.2) the notion of experiment.3.1 A 
ategori
al framework for interpreting untyped netsWe outline, in this subse
tion, a 
ategori
al interpretation of untyped multi-pli
ative and exponential Linear Logi
. We introdu
e for this purpose a sequent
al
ulus that 
orresponds to the multipli
ative fragment: the sequents are ofthe shape ⊢ n, where n is a natural integer.
⊢ n ex
hange with σ ∈ Sn
⊢ σ(n)axiom

⊢ 2
⊢ m+ 1 ⊢ n+ 1 
ut

⊢ m+ n

⊢ m+ 1 ⊢ n+ 1
⊗

⊢ m+ n+ 1
⊢ n+ 2 `
⊢ n+ 1

1
⊢ 1

⊢ n
⊥

⊢ n+ 1

⊢ m ⊢ n mix
⊢ m+ n

daimon
⊢ 0We want to interpret this sequent 
al
ulus in a MIX 
ategory (see [CS97℄ forthe de�nition of MIX 
ategory) in su
h a way that a sequent ⊢ n is interpretedby a morphism from 1 to ˙n

i=1D, where 1 is the unit tensor and D is a par-ti
ular obje
t of the 
ategory. So, we de�ne an obje
t D of the 
ategory and 6morphisms f , g, fD⊗D, fD`D, f1 and f⊥ in the 
ategory su
h that :� f is a morphism from D⊥ to D;� g is a morphism from D to D⊥;� fX is a morphism from X to D for X ∈ {D ⊗D,D `D, 1,⊥} INRIA
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 17that satisfy the following equations :� g ◦ f = idD⊥ ;� fD`D
⊥ ◦ g ◦ fD⊗D = g ⊗ g;� fD⊗D
⊥ ◦ g ◦ fD`D = g ` g;� f⊥

⊥ ◦ g ◦ f1 = id1� and f1⊥ ◦ g ◦ f⊥ = id⊥.These morphisms are used as follows :� we use f for the interpretation of the axiom rule;� we use g for the interpretation of the 
ut rule;� we use fX for the interpretation of the X-rule, where X ∈ {⊗,`, 1,⊥}.To a

omodate (untyped) exponentials in a 
ategori
al stru
ture, we need twomore morphisms:� f!D is a morphism from !D to D� and f?D is a morphism from ?D to Dsu
h that� f?D
⊥ ◦ g ◦ f!D =!g� and f!D⊥ ◦ g ◦ f?D =?g.3.2 Relational semanti
s for untyped netsWe de�ne, in this subse
tion, the model where we are going to intepret netsin Subse
tion 3.3. We start from the well-known 
ategory Rel of sets andrelations, having in mind the usual multiset based relational model (⊗ and `are the 
artesian produ
t, 1 and ⊥ are the singleton {∗}, ! and ? are the �nitemultisets fun
tor). From Subse
tion 3.1, it is 
lear that the deli
ate point is the
hoi
e of the obje
t D. It turns out that the more naïve 
hoi
e of su
h an obje
tis not suitable for our purposes. Indeed, let A′ be a set that doesn't 
ontain any
ouple nor �nite multisets nor ∗. The �rst idea is to set D′ =

⋃
n∈N

D′
n, where

D′
n is de�ned by indu
tion on n as follows:� D′

0 = A′ ∪ {∗} ;� D′
n+1 = D′

0 ∪ (D′
n ×D

′
n) ∪Mf(D′

n).We set
f = g = idD′and

fX = {(x, x) ; x ∈ X} : X → D′ for X ∈ {D′ ⊗D′, D′ `D′, 1,⊥, !D′, ?D′}The 
hoi
e of D′ leads to a semanti
s where nets that have 
lashes 
an havea non-empty interpretation. For example, by adding an axiom link to the twoRR n° 0123456789
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o
lashes of Figure 2, one obtains (following De�nition 11 where one substitutesD′for D) two nets with a non-empty interpretation. This would 
ontradi
t Lemma23 of Subse
tion 4.1, whi
h is essential to prove our main results of Se
tion 5.That's why we 
hoose another obje
t D (instead of D′) of the 
ategory of setsand relations, thus obtaining a di�erent model, suitable for our purposes. A keyfeature of D is that, for every x ∈ D, one has x 6= x⊥. This will be used toprove Lemma 23 (see also De�nition 30 of Subse
tion 4.2).Let A be a set that doesn't 
ontain any 
ouple of the shape (+, x) nor (−, x) andlet ψ be an involutive bije
tion on A without �xpoint. We set D =
⋃

n∈N
Dn,where Dn is de�ned by indu
tion on n as follows:� D0 = A⊕ (1 ⊕⊥) ;� Dn+1 = D0 ⊕ ((Dn ⊗Dn)⊕ (Dn `Dn))⊕ (!Dn⊕?Dn),where B ⊕ C =

{
B ∪ C if B and C are disjoint
({+} ×B) ∪ ({−} × C) else.For x ∈ D, depth(x) is the least integer n su
h that x ∈ Dn. For x ∈ D, wede�ne x⊥ by indu
tion on depth(x):� if x ∈ A, then x⊥ = ψ(x) ; we set (+, ∗)⊥ = (−, ∗) and (−, ∗)⊥ = (+, ∗) ;� we set (+, y)⊥ = (−, y⊥) and (−, y)⊥ = (+, y⊥).We set

f = g = {(x⊥, x) ; x ∈ D} : D → D

fX = {(x, (+, x)) ; x ∈ X} : X → D for X ∈ {D ⊗D, 1, !D}and fX = {(x, (−, x)) ; x ∈ X} : X → D for X ∈ {D `D,⊥, ?D} .Noti
e that, 
ontrary to the previous 
ase (D′), here D⊗D 6⊆ D (and the sameholds for 1, !,`,⊥, ?) and fD⊗D 6= fD`D (and the same holds for 1/⊥, !/?).Furthermore, noti
e that if x ∈ 1, D ⊗ D, !D (resp. x ∈ ⊥, D ` D, ?D), then
(+, x) ∈ D (resp. (−, x) ∈ D).In this 
ategori
al stru
ture, we know that we 
an 
ompute the interpretationof a net dire
tly, that is by experiments and without sequentialization. We doit in the following subse
tion.3.3 ExperimentsFor a pps π with n 
on
lusions c1, . . . , cn, we de�ne the interpretation of πa

ording to the sequen
e (c1, . . . , cn), denoted by JπKc1,...,cn

, as a subset of˙n

i=1D, that 
an be seen as a morphism from 1 to˙n

i=1D. If y = (x1, . . . , xn) ∈˙n

i=1D, then yi denote xi. We 
ompute JπKc1,...,cn
by means of the experimentsof π, a notion introdu
ed by Girard in [Gir87℄ and 
entral in this paper. Wede�ne an experiment e of π by indu
tion on the depth of π: remark that thefollowing de�nition is slightly di�erent from that used in [TdF03℄, namely e isde�ned only on the edges of flat(π).De�nition 11 (Experiment) An experiment e of a pure pre-stru
ture π, de-noted by e : π, is a fun
tion whi
h asso
iates with every !-link o of flat(π) amultiset [eo

1, . . . , e
o
k] (k ≥ 0) of experiments of πo, and with every edge a of

flat(π) an element of D, su
h that if a, b, c are edges of flat(π) the following
onditions hold (see Figure 9): INRIA
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ax

x⊥x

cut

x x⊥

1

(+, ∗)

⊥

(−, ∗)

⊗

(+, x, y)

yx

`
x y

(−, x, y)

♭

♭

x

(−, [x])

♭ ♭· · ·

?
(−, µn)(−, µ1)

(
−,

∑
i≤n µi

)

♭(−, µi)

♭
(
−,

∑
i≤n µi

)
!

xi

[eo
1, . . . , e

o
n]

πo

(+, [x1, . . . , xn])Figure 9: experiments of pure proof-stru
tures� if a, b are the 
on
lusions (resp. the premises) of an ax-link (resp. 
ut-link),then e(a) = e(b)⊥;� if c is the 
on
lusion of a 1-link (resp. ⊥-link), then e(c) = (+, ∗) (resp. e(c) =
(−, ∗));� if c is the 
on
lusion of a ⊗-link (resp. `-link) with premises a, b, then e(c) =
(+, e(a), e(b))9 (resp. e(c) = (−, e(a), e(b)));� if c is the 
on
lusion of a ♭-link with premise a, then e(c) = (−, [e(a)]);� if c is the 
on
lusion of a ?-link with premises a1, . . . , an, and for every i ≤ n,
e(ai) = (−, µi), where µi is a �nite multiset of elements of D, then e(c) =(
−,

∑
i≤n µi

); in parti
ular if c has no premises, then e(c) = (−, [ ]);� if c is a 
on
lusion of a !-link o of flat(π), let πo be the box of o and e(o) =
[eo

1, . . . , e
o
n]. If c is the main 
on
lusion of o, let co be the main 
on
lusion of

πo, then e(c) = (+, [eo
1(c

o), . . . , eo
n(co)]), if c is an auxiliary 
on
lusion of o, let

co be the auxiliary 
on
lusion of πo asso
iated with c, and for every i ≤ n, let
eo

i (c
o) = (−, µi), then e(c) =

(
−,

∑
i≤n µi

).If c1, . . . , cn are the 
on
lusions of π, then the result of e a

ording to thesequen
e (c1, . . . , cn), denoted by |e|c1,...,cn
, is the element (e(c1), . . . , e(cn)) of˙n

i=1D. The interpretation of π a

ording to the sequen
e (c1, . . . , cn) is theset of the results of its experiments:
JπKc1,...,cn

= {|e|c1,...,cn
; e : π} .The subs
ripts c1,...,cn

will be omitted when irrilevant, in whi
h 
ase we simplywrite JπK or |e|.In general an experiment e of a ps π is uniquely determined by its values on theaxiom 
on
lusions and on the !-links of flat(π); if moreover π is head-
ut free,then any (
ompatible) 
hoi
e of values for the axiom 
on
lusions and for the
!-links of flat(π) de�nes an experiment. In Figure 10 we give some examples ofexperiments: 
onsider the net π and the experiment e de�ned by the topmost9By de�nition of D, to be pre
ise we should write (+, (e(a), e(b))), but to improve read-ability we omit here (and in the sequel) some parenthesis and we simply write (+, e(a), e(b)).RR n° 0123456789
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onet of Figure 10. If one enumerates π's 
on
lusions from left to rigth, then onehas |e|c1,c2
=

(
(−, 2[x] + 2[y]) ,

(
−, 2[x⊥] + 2[y⊥]

)). The interpretation of π is:
JπKc1,c2

=

{ (
(−, [x1, . . . , x4]) ,

(
−, [x⊥1 , . . . , x

⊥
4 ]

))
; xi ∈ {(−, ∗) , (+, ∗)} ∪A,for i ≤ 4

}
.The reader 
an 
he
k that every 
ut redu
t of π (for example the nets π2, π3, π8of Figure 10) has the same interpretation as π. Indeed the invarian
e of theinterpretation under 
ut redu
tion is a key property, stated by the well-knowntheorem:Theorem 12 (Soundness) Let π, π′ be two ps with n 
on
lusions c1, . . . , cnsu
h that π  ∗ π′, then JπKc1,...,cn

= Jπ′Kc1,...,cn
.Proof. Standard (see [Gir87℄): the theorem is also an immediate 
onsequen
eof our lemma 20. �The empty net has no 
on
lusion and it has exa
tly one experiment: theunique fun
tion with empty domain. It is worth noti
ing that the interpretationof the empty net is not the empty set: it is the singleton of the empty sequen
e

{( )}. By Theorem 12, this means that every ps redu
ing to the empty net isinterpreted by {( )}. Of 
ourse there are ps having an empty interpretation, forexample take any ps with an head-
lash: no experiment meets the 
ut 
onditionof Figure 9. More interesting examples of ps having an empty interpretation,are those ps from whi
h starts an in�nite head-redu
tion sequen
e.The following de�nition introdu
es an equivalen
e relation ∼ on the experi-ments of a ps π: intuitively the ∼ equivalen
e 
lasses are made of experimentswhi
h asso
iate with a given !-link of π multisets of experiments with same
ardinality (but nothing prevents two equivalent experiments from 
hoosing dif-ferent 
ardinalities for di�erent !-links). This relation, as well as the notion ofsubstitution de�ned immediately after, will play a role in Se
tion 5.De�nition 13 (Equivalen
e ∼) For every pps π, we de�ne an equivalen
erelation ∼ on the set of experiments of π. If π is of depth 0, then, for every
e : π, e′ : π, we have e ∼ e′. Else, for every e : π, e′ : π, we have e ∼ e′if, and only if, for every !-node o of π, there exists an integer m, there exist
e1 : πo, . . . , em : πo, e′1 : πo, . . . , e′m : πo, where πo is the box asso
iated with thenode o, su
h that� we have e(o) = [e1, . . . , em] and e′(o) = [e′1, . . . , e

′
m] ;� and, for every j ∈ {1, . . . ,m}, we have ej ∼ e′j.For example, re
all the experiment e : π de�ned on the topmost net of Figure10: the ∼-equivalen
e 
lass of e is the set of all experiments of π whi
h takes amultiset of 
ardinality 4 on the left !-link and a multiset of 
ardinality 2 on theright !-link.De�nition 14 (Substitution) A unary substitution σ is a fun
tion from Dto D su
h that� for x ∈ D, σ(x⊥) = σ(x)⊥ , INRIA



A semanti
 measure of the exe
ution time in Linear Logi
 21� for every y, z ∈ D, we have σ(p, y, z) = (p, σ(y), σ(z))� and for every x1, . . . , xm ∈ D, we have:
σ(p, [x1, . . . , xm]) = (p, [σ(x1), . . . , σ(xm)])where p ∈ {+,−}. We denote by S1 the set of unary substitutions. If ϕ is afun
tion from a subset B of A∪{(+, ∗)} to D, then there exists a unique σ ∈ S1su
h that for every x ∈ A ∪ {(+, ∗)}, we have

σ(x) =

{
ϕ(x) if x ∈ dom(ϕ)
x if x /∈ dom(ϕ) ∪ ψ(dom(ϕ))

.We denote by ϕ this σ. For every integer n > 1, an n-ary substitution τ is afun
tion from ˙n
i=1D to ˙n

i=1D su
h that there exists σ ∈ S1 su
h that forevery y ∈˙n

i=1D, for every i0 ∈ {1, . . . , n}, τ(y)i0 = σ(yi0 ). We denote by Snthe set of n-ary substitutions. For every σ ∈ S1, for every integer n ≥ 1, σn isthe n-ary substitution de�ned by
σn(y)i = σ(yi) for i ∈ {1, . . . , n}.Noti
e that a fun
tion ϕ from a subset B of A ∪ {(+, ∗)} to D uniquelydetermines, for every n, an n-ary substitution, whi
h will be denoted by ϕn inthe proof of Lemma 44.A similar notion of substitution plays a 
ru
ial role in [Pag07℄. In our setting, animportant property is that the interpretation of a pps is 
losed by substitution,as the following lemma shows.Lemma 15 Let π be a pps with n 
on
lusions c1, . . . , cn, let e′ : π and let

σ ∈ Sn. Then there exists e : π su
h that σ(|e′|c1,...,cn
) = |e|c1,...,cn

and e ∼ e′.Proof. Immediate 
onsequen
e of De�nitions 13 and 14. Formally, by indu
-tion on s(π). �
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o4 Relating redu
tions and experimentsIn this se
tion we make a �rst step in relating exe
ution time and semanti
s:we pre
isely relate head and strati�ed redu
tions to experiments (we alreadypointed out in the introdu
tion how experiments 
an be though as obje
ts inbetween syntax and semanti
s). The se
ond (and last) step is the shift fromexperiments to their results, and this is pre
isely the purpose of se
tion 5.The main results of this se
tion are Proposition 24 and Theorem 27 for headredu
tion (Subse
tion 4.1), and Proposition 34 and Theorem 38 for strati�edredu
tion (Subse
tion 4.2). Proposition 24 (resp. Proposition 34) proves that anet is head-redu
ible (resp. strati�ed-redu
ible) to an head-
ut free net (resp.a 
ut free net) π′ if, and only if, it has at least one experiment (resp. oneexhaustive experiment, see De�nition 30). Then we give a quantitative insigthof this 
orresponden
e redu
tion/experiment: Theorem 27 (resp. Theorem 38)re
overs the number of steps of π  ∗
h π

′ (resp. π  ∗
s π

′) from the notion of size(see De�nition 16) of an experiment (resp. of an exhaustive experiment).A 
entral tool of the paper is Lemma 20, 
alled Key-lemma, whi
h pointsout that experiment sizes provide a 
ounter for head and strati�ed redu
tionsteps. The �rst part of the se
tion is devoted to prove the Key-lemma. We thenuse it to relate head redu
tion and experiments (Subse
tion 4.1), and we �nallyadapt the thus obtained results to the more general 
ase of strati�ed redu
tion(Subse
tion 4.2).De�nition 16 (Experiment size) Let e : π, we de�ne the size of e, s (e) forshort, as follows:
s (e) = s (�at(π)) +

∑

o∈!(�at(π))

∑

eo∈e(o)

s (eo)Noti
e that the part of s (e) whi
h really depends on e, is the number of
opies e 
hooses for the !-links, the rest depends only on the ps π. In parti
ularwe have:Fa
t 17 For every pps π, for every e : π, e′ : π su
h that e ∼ e′, we have
s(e) = s(e′).Proof. Immediate 
onsequen
e of the De�nition 13 of ∼ and on the previousremark. Formally, by indu
tion on depth(π). �De�nition 18 (Size of an element) For every x ∈ D, we de�ne, by indu
-tion on depth(x), the size of x, denoted by s(x):� if x ∈ A or x = (p, ∗), then s(x) = 1;� if x = (p, y, z), then s(x) = 1 + s(y) + s(z);� if x = (p, [x1, . . . , xm]), then s(x) = 1 +

∑m

j=1 s(xj);where p ∈ {+,−}. For every (x1, . . . , xn) ∈
˙n

i=1D (n ≥ 0), we set s(x1, . . . , xn) =∑n

i=1 s(xi). INRIA
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 23Let's now give an example of size 
omputation: re
all the experiment e : πon the topmopst net of Figure 10. We have: s
(
eo
1,2

)
, s (eu) = 3 and then

s (e) = 8 + 18 = 26, as for the result s (|e|) = 5 + 5 = 10.Noti
e that for every point x ∈ D or x ∈ ˙n
i=1D, s (x) is the number ofo

urren
es of +, − and elements of A in x (view as a word).The following lemma shows that the size of every experiment on a 
ut freepps is at most the size of its result. More pre
isely, if π has no stru
tural
on
lusions and e : π, then s (e) ≤ s (|e|):Lemma 19 Let π be a 
ut free pure pre-stru
ture with n 
on
lusions c1, . . . , cnand let e : π. Then we have

s(e) ≤
n∑

i=1

s(e(ci))− k ,where k is the number of stru
tural 
on
lusions of π.Proof. The proof is by indu
tion on s(π).Assume that �at(π) is a !-link. We denote by o this link. Set e(o) =
[e1, . . . , em] and let πo be the box of o. Note that k = n− 1.There exists i0 ∈ {1, . . . , n} su
h that ci0 is the main 
on
lusion of o. We de-note by coi0 the main 
on
lusion of πo. We have e(ci0) = (+, [e1(c

o
i0

), . . . , em(coi0)]),hen
e s(e(ci0)) = 1 +
∑m

j=1 s(ej(c
o
i0

)).Let i ∈ {1, . . . , n} \ {i0}. Then ci is an auxiliary 
on
lusion of o. We denoteby coi the auxiliary 
on
lusion of πo asso
iated with ci. We have ej(c
o
i ) =

(−, µj) for j ≤ m and e(ci) =
(
−,

∑m
j=1 µj

), whi
h implies that s(e(ci)) =
∑m

j=1 s(ej(c
o
i ))− (m− 1).We have

s(e) = 1 +

m∑

j=1

s(ej)

≤ 1 +

m∑

j=1

(

n∑

i=1

s(ej(c
o
i ))− k)(be
ause by indu
tion hypothesis s(ej) ≤

m∑

i=1

s
(
ej(c

o
j)

)
− k)

= 1 +
m∑

j=1

n∑

i=1

s(ej(c
o
i ))−mk

= 1 +
n∑

i=1

m∑

j=1

s(ej(c
o
i ))−mk

= 1 +

m∑

j=1

s(ej(c
o
i0

)) +
∑

1 ≤ i ≤ n
i 6= i0

m∑

j=1

s(ej(c
o
i ))−mk
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o
= 1 +

m∑

j=1

s(ej(c
o
i0

)) +
∑

1 ≤ i ≤ n
i 6= i0

m∑

j=1

s(ej(c
o
i ))−m(n− 1)

= 1 +

m∑

j=1

s(ej(c
o
i0

)) +
∑

1 ≤ i ≤ n
i 6= i0

(

m∑

j=1

s(ej(c
o
i ))− (m− 1))− (n− 1)

= 1 +
m∑

j=1

s(ej(c
o
i0

)) +
∑

1 ≤ i ≤ n
i 6= i0

(
m∑

j=1

s(ej(c
o
i ))− (m− 1))− k

=

n∑

i=1

s(e(ci))− k .The other 
ases are left to the reader. �In [Gir87℄ p. 61-70, Girard shows that also in the semanti
s we have a notionof residue under 
ut redu
tion. Namely, he proves that if π  π′, then everyexperiment e : π has a �residue� −→e : π′ s.t. |e| = |−→e |, as well as every experiment
e′ : π′ has an �an
estor� ←−e′ : π, s.t. |←−e′ | = |e′|. This fa
t has as a 
onsequen
ethe invarian
e of the interpretation JπK under 
ut redu
tion (here Theorem 12).In the following Lemma 20 we re�ne Girard's proof, by pointing out that,in 
ase of head-redu
tion, not only e and −→e have the same result but also
s (−→e ) = s (e)−2. Su
h a new �quantitative� insight in the relationship between eand its residue−→e is at the 
ore of our program to study 
omputational propertiesby semanti
 means.Before proving Lemma 20, let us 
onsider an example. Take the experiment
e : π of Figure 10 and 
onsider π  h π1: the labelling of π1's edges and !-links de�nes a residue −→e : π1 of e (at least a

ording to the 
onstru
tion ofresidue given by Girard in [Gir87℄). The reader 
an 
he
k that |−→e | = |e| and
s (−→e ) = 6 + 18 = 24 = s (e) − 2. It is worth noti
ing that e : π has morethan one residue: let e−→ux (resp. e−→uy ) be the experiment of the box of π1 whi
htakes the values x, x⊥ (resp. y, y⊥) on both the axioms in the box, and let
−→
e′ be the experiment of π1 whi
h di�ers from −→e on the !-link −→u , where weset −→e′ (−→u ) = [e

−→u
x , e

−→u
y ]. The experiment −→e′ has the same �right� as −→e to be
onsidered a residue of e (in parti
ular one has |e| = |−→e | = |

−→
e′ |). Not onlyan experiment 
an have several residues but it 
an also have several an
estors.Indeed, 
onsider π1  h π2 and the experiment e2 : π2 de�ned by the labellingof π2 in Figure 10: both −→e and −→e′ 
an be 
onsider an
estors of e2 (or, said theother way round, e2 is the residue of both −→e and −→e′ ).Let us 
omment a bit this very deli
ate phenomenon (many an
estors, manyresidues) by looking more 
arefully at the 
ase of the di�erent residues −→e and

−→
e′ of e. What happens is that we have a (multi)set of 4 labels of an ax-link(the left box of π), and 
ut redu
tion requires that we split this (multi)set intwo (multi)sets, ea
h of whi
h 
ontains 2 labels. In Rel, there is no 
anoni
alway to operate su
h a splitting. This is in sharp 
ontrast to the 
ase of 
oher-INRIA
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s, where there exists a unique splitting of the original (multi)set.A
tually, that's a way to express the so-
alled �uniformity� feature of 
oherentsemanti
s: while a net 
an have di�erent Rel experiments with the same result(as it is the 
ase for −→e ,−→e′ : π1), in the framework of Girard's 
oheren
e spa
esthere exists exa
lty one experiment for every point of the interpretation of agiven net, and, 
onsequently, the an
estor and the residue of an experiment areunique. Uniformity of 
oherent semanti
s was strongly exploited in [TdF03℄ toprove inje
tivity of fragments of Linear Logi
. But this is another story. . .Lemma 20 (Key-lemma) Let π, π′ be two ps with 
on
lusions c1, . . . , cn s.t.
π  h π

′. Then:1. for every e : π there is −→e : π′ s.t. |e|c1,...,cn
= |−→e |c1,...,cn

, and s (−→e ) = s (e)− 2;2. for every e′ : π′ there is ←−e′ : π s.t. |←−e′ |c1,...,cn
= |e′|c1,...,cn

, and s
(←−
e′

)
=

s (e′) + 2.Proof. Let π  h π′ and t be the redu
ed 
ut of π. Remember that byde�nition of  h, t has depth 0 in π. Let α (resp. α′) be the maximal �at atdepth 0 of π (resp. π′). The proof splits in four 
ases, depending on the typeof t.Case (ax). If t is of type (ax), then our ps are as in Figure 3. Let us provepoint 1: 
onsider e : π, we de�ne −→e : π′ s.t. |e| = |−→e |, and s (−→e ) = s (e) − 2.Let d′ (resp. o′) be an edge (resp. !-link) of α′, then d′ (resp. o′) is the residueof a unique edge d (resp. a !-link o) of α. Moreover the pps asso
iated withevery o′ is the same as the one asso
iated with o. We set: −→e (d′) = e(d) (resp.
−→e (o′) = e(o)). Noti
e that −→e is well-de�ned, in parti
ular be
ause e(a) = e(c)(in fa
t e(a) = e(b)⊥ = (e(c)⊥)⊥ = e(c)), and it satis�es the 
onditions ofDe�nition 11.Clearly |e| = |−→e |, sin
e every 
on
lusion d′ of π′ is the residue of a 
on
lusion
d of π and vi
e versa, so that −→e (d′) = e(d). Moreover, noti
e that:

∑

o′∈!(α′)

∑

eo′∈−→e (o′)

s
(
eo′

)
=

∑

o∈!(α)

∑

eo∈e(o)

s (eo)while s (α′) = s (α) − 2, sin
e a and b have been erased by the redu
tion of t.We 
on
lude that: s (−→e ) = s (e)− 2.Conversely, let us prove point 2: 
onsider e′ : π′. If d (resp. o) is an edge(resp. a !-link) of α, then d (resp. o) has a unique residue d′ (resp. o′) in
α′, ex
ept if d = a, b. Moreover the pps asso
iated with every o′ is the sameas the one asso
iated with o. Then de�ne: ←−e′ (d) = e′(d′) if d 6= a, b (resp.
←−
e′ (o) = e′(o′)), and ←−e′ (a) = e′(c′), ←−e′ (b) = e′(c′)⊥. As in the former 
ase,noti
e that ←−e′ is well-de�ned and prove that |←−e′ | = |e′|, and s(←−

e′
)

= s (e′) + 2.Case (⊗/`). If t is of type (⊗/`), then our ps are as in Figure 4. As in theformer 
ase, every edge d′ (resp. !-link o′) of α′ is the residue of a unique edge d(resp. !-link o) of α and vi
e versa every edge d 6= a, b (resp. !-link o) of α is thean
estor of a unique edge d′ (resp. !-link o′) of α′. Moreover the pps asso
iatedwith every !-link o′ of α′ is the same as the one asso
iated with its an
estor o.Hen
e one 
an de�ne easily −→e : π′ from any e : π (resp. ←−e′ : π from any
e′ : π′) s.t. point 1 and 2 hold.RR n° 0123456789
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o
π =
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!
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?
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♭
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cut
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)

⊥ 1

cut
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cut
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⊥ 1

cut

⊥ 1

cut
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⊥ 1
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cut
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�O
�O
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♭ ♭

?
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♭ ♭♭♭

?

(
−, 2[x⊥] + 2[y⊥]

)

♭
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xy y x x⊥ x⊥ y⊥ y⊥

Figure 10: example of an experiment e : π and its residues under 
ut redu
-tion. The value of an experiment on an edge or !-link is written as a labelof that edge/!-link. Inside the box we use di�erent styles to des
ribe di�er-ent experiments: in parti
ular in the left box (resp. right box) of π, we writein typewriter the values of eo
1
(resp. eu) and in bold the values of eo

2
. Forsimpli
ity we have omitted the values on the stru
tural edges.
INRIA
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 27Case (1/⊥). If t is of type (1/⊥), then the 
ase is immediate and left to thereader.Case (!/?). If t is of type (!/?), then our ps are as in Figure 6.10 This 
asehas a more deli
ate proof, sin
e the !-link o dispat
hes several residues of itsbox πo in π′, espe
ially not only in α′, but at any depth of π′. The proof is byindu
tion on the arity of the ?-link w.Base of indu
tion. Suppose w has arity 0, let us prove point 1: let us de�ne
−→e : π′ from any e : π. If d′ (resp. l′) is an edge (resp. a !-link) of α′, then
d′ (resp. l′) is the residue of a unique edge d (resp. !-link l) of α. Moreoverthe pps asso
iated with l′ is the same as the one asso
iated with l. So de�ne
−→e (d′) = e(d) and −→e (l′) = e(l). As usual, |−→e | = |e|. As for the sizes, remarkthat s (α′) = s (α) − 2, sin
e a, b are the only two logi
al edges of α erased in
α′. Moreover, sin
e e(o) = [ ], we dedu
e:

∑

l∈!(α)

∑

el∈e(l)

s
(
el

)
=

∑

l∈!(α)
l 6=o

∑

el∈e(l)

s
(
el

)
=

∑

l′∈!(α′)

∑

el′∈−→e (l′)

s
(
el′

)We 
on
lude: s (−→e ) = s (e)− 2.Conversely, let us prove point 2: 
onsider e′ : π′. Let d (resp. l) be any edge(resp. !-link) of π s.t. d is not a 
on
lusion of o (resp. l 6= o). Then d (resp. l)has a unique residue d′ (resp. l′) in α′, moreover the pps asso
iated with l′ is thesame as the one asso
iated with l. So set: ←−e′ (d) = e′(d′) (resp. ←−e′ (l) = e′(l′)).Moreover de�ne←−e′ (o) = [ ] and←−e′ (d) = (−, [ ]) for every auxiliary 
on
lusion d of
o, ←−e′ (c) = (+, [ ]) for the main 
on
lusion c of o. Remark that ←−e′ is well-de�nedand 
he
k that |←−e′ | = |e′|, and s(←−

e′
)

= s (e′) + 2.Indu
tion step. Suppose w has arity m + 1, for m ≥ 0. Then π has thefollowing shape:
π =

cut

! ?

t

a b

o

w

· · ·

♭ ♭

♭ ♭♭

c1 c2 cm+1

?Let π̂ be the ps obtained from π by substituting the highlighted subgraphwith the following one:
π̂ =

cut

! ?

?

cut

! ?

ô2

b̂1 â2 b̂2

ŵ2

t̂1 t̂2

♭

ô1
ĉ1

· · ·
♭ ♭ ♭

ĉ2 ĉm+1

♭

ŵ1

♭
â1where with both ô1, ô2 is asso
iated the pps πo asso
iated with o in π. Asusual we denote by α̂ the maximal �at at depth 0 of π̂.10To be pre
ise, Figure 6 deals with the general 
ase where t is at any depth of π.RR n° 0123456789
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oLet π̂′ be the result of redu
ing t̂1 in π̂, so that π̂  h π̂
′. Moreover noti
ethat π̂′

 h π
′, by redu
ing the residue of t̂2 in π̂′.Now, let us de�ne −→e : π′ from e : π. At �rst we de�ne an experiment ê : π̂,s.t. |ê| = |e| and s (ê) = s (e) + 2.Let d̂ (resp. l̂) be an edge (resp. a !-link) of α̂. Suppose d̂ is not a 
on
lusionof ŵi nor of ôi (resp. l̂ 6= ôi) for i = 1, 2. Noti
e that su
h a d̂ (resp. l̂)
orresponds to a unique edge d (resp. !-link l) of α; moreover the pps asso
iatedwith l̂ is the same as the one asso
iated with l. So de�ne ê(d̂) = e(d) and

ê(l̂) = e(l).It remains to de�ne ê on ô1, ô2, on their 
on
lusions and on b̂1, b̂2. Let aobe the 
on
lusion of πo whi
h 
orresponds to a in π, let e(o) = [eo
1, . . . , e

o
n], for

n ≥ 0, and for every i ≤ m+ 1, let e(ci) = (−, µi). We know that:


−,
∑

i≤m+1

µi



 = e(b) = e(a)⊥ = (+, [eo
1(a

o), . . . , eo
n(ao)])

⊥This means that ∑
i≤m+1 µi = [eo

1(a
o)⊥, . . . , eo

n(ao)⊥], hen
e there is a fun
-tion f : {1, . . . , n} → {1, . . . ,m + 1}, s.t. for every j ≤ m + 1: e(cj) =
[eo

i (a
o)⊥ s.t. i ∈ f−1(j)].11 So �x f on
e for all, and de�ne:

ê(ô1) = [eo
i s.t. i ∈ f−1(1)]

ê(ô2) = [eo
i s.t. i ∈ f−1(j), 2 ≤ j ≤ m+ 1]

ê(â1) =
(
+, [eo

i (a
o) s.t. i ∈ f−1(1)]

)

ê(â2) =
(
+, [eo

i (a
o) s.t. i ∈ f−1(j), 2 ≤ j ≤ m+ 1]

)

ê(b̂1) = (−, µ1)

ê(b̂2) =



−,
∑

2≤i≤m+1

µi



as well as, for every auxiliary 
on
lusion d̂i of ôi, i = 1, 2:
ê(d̂1) =



−,
∑

i∈f−1(1)

νi





ê(d̂2) =


−,

∑

2≤j≤m+1

i∈f−1(j)

νi


where d is the 
on
lusion of o 
orresponding to d1 and d2, do is the 
on
lusionof πo 
orresponding to d, and for every j ≤ m+ 1, i ∈ f−1(j), eo

i (d
o) = (−, νi).11Noti
e that this fu
tion is not ne
essarily unique (due to the fa
t that

[eo

1
(ao)⊥, . . . , eo

n
(ao)⊥] is a multiset), and this implies that −→e is not unique (and similarly forpoint 2, ←−e is not unique): re
all the example of Figure 10. INRIA
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 29One 
an prove easily that |ê| = |e|. Con
erning the sizes, remark that s (α̂) =
s (α) + 2, sin
e the logi
al edges a, b of α have been dupli
ated in α̂. Moreover:

∑

eo∈e(o)

s (eo) =
∑

eco1∈be( bo1)

s
(
e bo1

)
+

∑

eco2∈be( bo2)

s
(
e bo2

)So we 
on
lude:
s (ê) = s (α̂) +

∑
bl∈!(bα)

∑
e

bl∈be(bl) s
(
e

bl
)

= s (α) + 2 +
∑

eo∈e(o) s (eo) +
∑

bl∈!(bα)
bl 6= bo1, bo2

∑
e

bl∈be(bl) s
(
e

bl
)

= s (α) + 2 +
∑

l∈!(α)

∑
el∈e(l) s

(
el

)

= s (e) + 2Now that we have su
h an experiment ê, we 
an de�ne −→e : π′ using Lemma21. Re
all that π̂′ is the result of redu
ing t̂1 in π̂, hen
e by Lemma 21, we obtainan experiment −→ê : π̂′, s.t. |−→ê | = |ê| and s(−→
ê

)
= s (ê) − 2. Finally, sin
e π′ isthe result of the redu
tion of the residue of t̂2 in π̂′, by indu
tion hypothesis weobtain an experiment −→e : π′ s.t.: |−→e | = |−→ê | and s (−→e ) = s

(−→
ê

)
− 2.We 
on
lude:

|−→e | = |
−→
ê | = |ê| = |e|and

s (−→e ) = s
(−→
ê

)
− 2 = s (ê)− 4 = s (e)− 2The de�nition of an experiment ←−e′ : π from an experiment e′ : π′ is 
om-pletely symmetri
 to the de�nition of −→e : π′ from e : π and it is left to thereader. �Lemma 21 (Auxiliary lemma) Let π be a ps, t be an head-
ut of π of type

(!/?) s.t. the ?-link dire
tly above t is unary. Let π′ be the result of the redu
tionof t, then:1. for every e : π there is −→e : π′ s.t. |e| = |−→e |, and s (−→e ) = s (e)− 2;2. for every e′ : π′ there is ←−e′ : π s.t. |←−e′ | = |e′|, and s(←−
e′

)
= s (e′) + 2.Proof. Let α (resp. α′) be the maximal �at at depth 0 of π (resp. π′), w bethe unary ?-link whose 
on
lusion is a premise of t, v be the ♭-link asso
iatedwith the unique premise of w: the proof is by indu
tion on the depth of v.Base of indu
tion. If v is in α, then:
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o
π =

!

cut

?

o

ba

♭

t?

♭

♭

♭

v

w

c

g

///o/o/o

π′ =

cut

πo

?♭
ao

♭

g′

where πo is the proof-net asso
iated with o in π, c (resp. g) is the premise of w(resp. v). Let αo be the maximal �at at depth 0 of πo.We prove point 1: let us de�ne −→e : π′ from e : π. First of all remarkthat e(o) = [eo], sin
e the multiset in e(a) 
ontains exa
tly one element (thatis eo(ao) = e(g)⊥). If d′ (resp. l′) is an edge (resp. a !-link) of α′, then itsan
estor d (resp. l) is in α or in αo. In the �rst 
ase, set: −→e (d′) = e(d) (resp.
−→e (l′) = e(l)); in the se
ond 
ase: −→e (d′) = eo(d) (resp. −→e (l′) = eo(l)).Clearly |e| = |−→e |. Moreover noti
e that s (α′) = s (α) + s (αo) − 2 (t'sredu
tion erases the logi
al edges a and b), so that:
s (−→e ) = s (α′) +

∑
l′∈!(α′)

∑
el′∈−→e (l′) s

(
el′

)

= s (α) + s (αo)− 2 +
∑

l∈!(αo)

∑
el∈eo(l) s

(
el

)
+

∑
l∈!(α)
l 6=o

∑
el∈e(l) s

(
el

)

= s (α)− 2 + s (eo) +
∑

l∈!(α)
l 6=o

∑
el∈e(l) s

(
el

)

= s (e)− 2We prove point 2: let us de�ne ←−e′ : π from e′ : π′. Let d (resp. l) bean edge of α s.t. d is not a 
on
lusion of o neither 
on
lusion nor premise of
w (resp. l 6= o). Then d (resp. o) has a unique residue d′ (resp. l′) in α′:set ←−e′ (d) = e′(d′) (resp. ←−e′ (l) = e′(l′)). Let eo be the restri
tion of e′ to πo(whi
h is a subpps of π′) and de�ne ←−e′ (o) = [eo], ←−e′ (a) = (+, [eo(ao)]) and
←−
e′ (b),

←−
e′ (c) =

←−
e′ (a)⊥ =

(
−, [
←−
e′ (g′)]

), and �nally, for every auxiliary 
on
lusion
f of o, ←−e′ (f) = eo(fo). Remark that this de�nition of ←−e′ makes sense (i.e. ←−e′ isindeed an experiment).As in the former 
ase, one 
an prove |e′| = |←−e′ | and s (e′) = s

(←−
e′

)
− 2.Indu
tion step. If v is in a !-link u, then:

INRIA
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π =

!

cut

?

o

ba

w

! u

!

!

πu

· ·
·

v

t

♭

?

· · ·♭

♭

c

cu

g

♭

♭

♭

♭

♭

♭
♭

♭

♭ ?

 h π =

cut

πo

!

!

!

· ·
·

g′

πu′

u′♭

♭♭

♭
♭

♭

?

· · ·♭

♭

♭

♭ ?where πo (resp. πu) is the pps asso
iated with o (resp. u) in π, c (resp. g) is thepremise of w (resp. v). Let now e : π and let us de�ne −→e : π′. Let d′ (resp. l′)be an edge (resp. a !-link) of α′, then its an
estor d (resp. l) is in α. Moreoverif l 6= u, then πl′ = πl. So set: −→e (d′) = e(d) and −→e (l′) = e(l), when l 6= u. Itremains to de�ne −→e (u′). In order to do this, 
onsider the following pps π̂:
π̂ =

cut

?

πu

ô
ŵ!

â

b̂
t̂

♭

♭
♭

ĉuwhere πo is asso
iated with ô. Remark that π̂  h πu′ , so we 
an apply theindu
tion hypothesis to π̂ (indeed the depth of v̂ in π̂ is less than that of v in
π).12Let us de�ne from e : π an ê : π̂. Let α̂ be the maximal �at at exponentialdepth 0 of π̂. Let e(o) = [eo

1, . . . , e
o
h] and e(u) = [eu

1 , . . . e
u
k ], for h, k ≥ 0. Byde�nition, e(b) = e(a)⊥, i.e. (

+,
∑

i≤h[eo
i (a

o)]
)⊥

=
(
−,

∑
j≤k µj

), where ao isthe 
on
lusion of πo asso
iated with a, cu is the 
on
lusion of πu asso
iated with
c, and for every j ≤ k, eu

j (cu) = (−, µj). This means that ∑
i≤h[eo

i (a
o)⊥] =∑

j≤k µj , i.e. there is a fun
tion13 f : {1, . . . , h} → {1, . . . , k}, s.t. for every
j ≤ k, µj =

∑
i∈f−1(j)[e

o
i (a

o)⊥]: let us �x su
h an f on
e for all.For ea
h j ≤ k, let êj : π̂ be de�ned as follows:� for every !-link l̂ ∈ α̂:� if l̂ is in πu, set: êj(l̂) = eu
j (l̂),� otherwise l̂ = ô, then de�ne: êj(ô) = [eo

i s.t. i ∈ f−1(j)],12Re
all that 
ut redu
tion is de�ned on ps and not on pps, however we have adopted the
onvention to speak of the 
ut redu
tion of a box πo, meaning the 
ut redu
tion of the psobtained by adding to πo the ?-links of π asso
iated with the stru
tural 
on
lusions of π.13By the way, noti
e that this fun
tion is not unique.RR n° 0123456789
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o� for every edge d̂ ∈ α̂:� if d̂ is in πu, set: êj(d̂) = eu
j (d̂),� otherwise, d̂ is b̂ or a 
on
lusion of ô . De�ne: êj (̂b) = eu

j (ĉu) =

eu
j (cu), êj(â) =

(
+, [eo

i (a
o) s.t. i ∈ f−1(j)]

), and for every other aux-iliary 
on
lusion d̂ of ô, let êj(d̂) =
(
−,

∑
i∈f−1(j) νi

), where do isthe 
on
lusion of πo asso
iated with d̂, and for every i ∈ f−1(j),
eo

i (d
o) = (−, νi).Remark that êj : π̂ is well-de�ned, in parti
ular êj (̂b) = êj(â)

⊥, sin
e by de�-nition of ej and that of f , êj (̂b) = eu
j (cu) = (−, µj) =

(
−,

∑
i∈f−1(j)[e

o
i (a

o)⊥]
)

=

êj(â)
⊥.Applying, for every j ≤ k, the indu
tion hypothesis to π̂, we obtain theexisten
e of eu′

j : πu′ , s.t. |eu′

j | = |êj | and s(
eu′

j

)
= s (êj)− 2.Finally we 
an 
omplete the de�nition of−→e , by setting: −→e (u′) = [eu′

1 , . . . , e
u′

k ].We leave to the reader the proof that −→e is well de�ned and that |e| = |−→e |. Letus prove instead that s (−→e ) = s (e)− 2.We know that s (α′) = s (α)−2, sin
e a, b have been erased by t's redu
tion;moreover, for ea
h j ≤ k, s(
eu′

j

)
= s (êj)−2. Noti
e that, by the de�nition of êj ,we known that: s (êj) =

∑
i∈f−1(j) s (eo

i )+ s
(
eu

j

)
+2 (+2 sin
e π̂ has the logi
aledges â, b̂ in addition to πo and πu). So, s(

eu′

j

)
=

∑
i∈f−1(j) s (eo

i ) + s
(
eu

j

),from whi
h we 
on
lude that:
s (−→e ) = s (α′) +

∑
l′∈!(α′)

∑
el′∈−→e (l′) s

(
el′

)

= s (α)− 2 +
∑

l∈!(α)
l 6=o,u

∑
el∈e(l) s

(
el

)
+

∑
eu′

∈−→e (u′) s
(
eu′

)

= s (α)− 2 +
∑

l∈!(α)
l 6=o,u

∑
el∈e(l) s

(
el

)
+

∑
eo∈e(o) s (eo) +

∑
eu∈e(u) s (eu)

= s (e)− 2The de�nition of an experiment ←−e′ : π from an experiment e′ : π′ is 
om-pletely symmetri
 to the de�nition of −→e : π′ from e : π and it is left to thereader. �4.1 Measuring head-redu
tionIn this subse
tion, we use the Key-lemma (Lemma 20) to relate head redu
tionand experiments.We now de�ne s0(π), an integer asso
iated with a pps π, whi
h only dependson JπK. Consider the nets of Figure 10: we have s0(π) = 10, whi
h is equal to
s0 of every π's redu
t. Indeed, an immediate 
onsequen
e of Theorem 12 is thatwhen π  ∗ π′ one has s0(π) = s0(π

′). INRIA
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 33De�nition 22 For every pps π, we set
s0(π) = Inf {s(x) ; x ∈ JπK}.The �rst �measure� we give is purely qualitative: we show that a net 
an behead-redu
ed to a head-
ut free one i� its interpretation is not empty.In the following lemma, the fa
t that for every x ∈ D one has x 6= x⊥ plays a
ru
ial role: as mentioned in Subse
tion 3.2, the 
hoi
e of D instead of D′ isessential (the lemma would be wrong for the model indu
ed by the 
hoi
e of

D′).Lemma 23 Let π be a pps. If JπK is non-empty, then π has no head-
lash.Proof. If a, b are the two premises of a 
lash, then there is no experiment es.t. e(a) = e(b)⊥. �Proposition 24 Let π be a net with n 
on
lusions c1, . . . , cn. There exists ahead-
ut free net π0 su
h that π  ∗
h π0 if, and only if, JπKc1,...,cn

is non-empty.Proof. Assume there exists a head-
ut free net π0 su
h that π  ∗
h π0. Sin
e

π0 is head-
ut free, then it is possible to de�ne experiments on π0, so that
Jπ0Kc1,...,cn

is non-empty. We 
on
lude that JπKc1,...,cn
is non-empty by Theorem12. Now, we prove the 
onverse by indu
tion on s0(π). At �rst remark that

π has no head-
lash by Lemma 23 as well as it has no head-deadlo
k, sin
e itis a net (i.e. a swit
hing a
y
li
 ps, re
all De�nition 8). Thus, π is head-
utfree or it has a redu
ible head-
ut t. In the �rst 
ase, set π0 = π. Supposeit is the se
ond 
ase. Then there exists an head-
ut t whi
h is redu
ible ; wedenote by π′ the result of the redu
tion of t. By Lemma 20, s0(π′) < s0(π), sowe 
an apply the indu
tive hypothesis to π′ (we know that Jπ′K is not emptyby Theorem 12): there exists a head-
ut free net π0 su
h that π′
 

∗
h π0. We
on
lude that: π  h π

′
 

∗
h π0. �We now turn our attention to the �quantitative� aspe
ts of our result: weshow how experiments allow to 
ompute the pre
ise number of head 
ut redu
-tion steps of a given ps.Fa
t 25 Let π be a head-
ut free pps with n 
on
lusions c1, . . . , cn and let e : πbe su
h that� for every 
on
lusion a of every ax-link, we have e(a) = (p, ∗) with p ∈ {+,−} ;� and for every !-link o, we have e(o) = [ ].Then we have

s (|e|c1,...,cn
) = s(�at(π)) + k ,where k is the number of stru
tural 
on
lusions of π.Proof. By indu
tion on s(π). �RR n° 0123456789
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oLemma 26 Let π be a head-
ut free ps. We have
s0(π) = s(�at(π)) = Min{s(e) ; e : π}.Proof. It is a 
onsequen
e of Fa
t 25 and of the following property of anyexperiment e satisying the hypothesis of Fa
t 25: s(|e|) = Inf {s(|e|); e : π},

s(e) = Min{s(e) ; e : π} and s(e) = s(|e|).Indeed, s(|e|) = Inf {s(|e|); e : π} implies that s0(π) = s(|e|) = s(flat(π)) (byFa
t 25). From Min{s(e) ; e : π} = s(|e|), we then dedu
e that Min{s(e) ; e :
π} = s0(π). �Theorem 27 Let π be a ps and let π′ be a head-
ut free ps. For every head-redu
tion sequen
e R from π to π′, for every e0 : π su
h that s(e0) = Min{s(e); e :
π}, we have length(R) = (s(e0)− s0(π))/2 .Proof. Be
ause π′ is head-
ut free, it is always possible to de�ne an experimentof π′ (asso
iate anything to the 
on
lusions of ax-links and the emptyset to every
!-link of π′). From JπK = Jπ′K (Theorem 12) one dedu
es that there exists e : π.Let e0 : π be su
h that s(e0) = Min {s(e) ; e : π}. The proof is by indu
tion onlength(R).Assume length(R) = 0, i.e. π = π′. In this 
ase, by Lemma 26 one has
s0(π) = s(e0).Assume length(R) = n > 0, i.e. R = π  h π1  

∗
h π

′. By Lemma 20, there isan experiment −→e0 : π1 s.t. |−→e0 | = |e0|, and s(−→e0) = s (e0) − 2. Still by Lemma20, if e1 : π1 then there exists ←−e1 : π s.t. s (e1) = s (←−e1) − 2. Then s (−→e0) =
Min{s (e) ; e : π1}. By Theorem 12, we have JπK = Jπ1K hen
e s0(π) = s0(π1).We 
an then apply the indu
tion hypothesis to π1 (π1  

∗
h π

′ in n− 1 steps and
Min{s (e) ; e : π1} = s (−→e0)):

n− 1 = (s(−→e0)− s0(π1))/2

= (s(e0)− 2− s0(π))/2

= (s(e0)− s0(π))/2 − 1 .

�The reader 
an 
he
k the theorem with the nets of Figure 10: s0(π) = 10,
s(e0) = 26, and indeed every head-redu
tion sequen
e from π to π8 
onsists of
8 head-redu
tion steps.Remark 28 The reader might be surprised that while Proposition 24 is statedfor nets, its �quantitative� version Theorem 27 is stated for ps. The point is thatin Theorem 27 we assume the existen
e of the 
ut free ps π′, whi
h is a strongassumption: it guarantees the existen
e of an experiment of π′ (be
ause it is 
utfree) and thus of an experiment of π (by Theorem 12): this is all what we needto establish the number of head 
ut-elimination steps leading from the ps π tothe head-
ut free ps π′. With this respe
t, the geometri
 property expressed byDe�nition 8 is not ne
essary. INRIA
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 35An immediate 
onsequen
e of Theorem 27 is the following:Corollary 29 Let π be a ps, and π1
0 , π

2
0 be two head-
ut free ps. For every head-redu
tion sequen
e R1 (resp. R2) from π to π1

0 (resp. π2
0), we have length(R1) =

length(R2).4.2 Measuring strati�ed redu
tionWe adapt in this subse
tion the results previously obtained (namely Proposition24 and Theorem 27) to the 
ase of strati�ed redu
tion. We introdu
e for thispurpose the notion of exhaustive element of D. In the following de�nition, themultiset !x is 
learly related to the notion of proje
tion of [TdF03℄. Also, itis worth noti
ing that the de�nition of exhaustive experiment only rely on thenotion of exhaustive point of D: if π and π′ are pps with the same number of
on
lusions and if e : π and e′ : π′ are su
h that |e| = |e′|, then either e and e′are both exhaustive or they are both non exhaustive.De�nition 30 (Exhaustive element) Let x ∈ D, we de�ne the set !x byindu
tion on depth of x (see Se
tion 3):
!z = ∅ for z ∈ D0 = A⊕ (1⊕⊥)

! (p, (x, y)) = !x∪!y

! (−, [x1, . . . , xn]) =
⋃

i≤n

!xi

! (+, [x1, . . . , xn]) = {[x1, . . . , xn]} ∪
⋃

i≤n

!xiwhere p ∈ {+,−}. We say that x is exhaustive whenever !x doesn't 
ontain theempty multiset. An element (x1, . . . , xn) of ˙n
i=1D is exhaustive when xi isexhaustive for every i ∈ {1, . . . , n}. An experiment is exhaustive if its resultis exhaustive. Given a set X ⊆ D, we denote by Xex the set of the exhaustiveelements of X.Again (as mentioned in Subse
tion 3.2), the fa
t that ∀x ∈ D one has x 6= x⊥,has a 
onsequen
e here: it might very well be the 
ase that x is exhaustive while

x⊥ isn't.Given a pps π, we are going to use exhaustive experiments e0 : π su
h that
s(e0) = Min{s(e); e : π is exhaustive}. In 
ase π is 
ut free, these exhaus-tive experiments are exa
tly the ones 
alled 1-experiments in [TdF03℄, as thefollowing Fa
t shows.Fa
t 31 Let e0 be an exhaustive experiment of a head-
ut free pps π su
h that
s(e0) = Min{s(e); e : π is exhaustive}. For every !-link o of flat(π), there existsan exhaustive experiment e′0 : πo su
h that� s(e′0) = Min{s(e); e : πo is exhaustive}� and e0(o) = [e′0].RR n° 0123456789
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oProof. Let o be a !-link of π. If e0(o) = [ ], then !|e0| 
ontains the emptymultiset, thus 
ontradi
ting the fa
t that e0 is exhaustive. If e0(o) = [e10, . . . , e
n
0 ]with n ≥ 2, then 
learly s(e0) is not minimal. �In order to extend our results to the strati�ed redu
tion, we need to re�neour main tool: the key-lemma (Lemma 20). Noti
e that by De�nition 30 ofexhaustive experiment, residues and an
estors of exhaustive experiments areexhaustive (the notions of residue and an
estor of an experiment refer to thedis
ussion before Lemma 20).Lemma 32 Let π and π′ be two ps with n 
on
lusions c1, . . . , cn su
h that

π  s π
′. Then:1. for every e : π exhaustive su
h that s(e) = Min{s(e); e : π is exhaustive}, thereexists −→e : π′ su
h that |e|c1,...,cn

= |−→e |c1,...,cn
and s (−→e ) = s (e)− 2;2. for every e′ : π′ exhaustive su
h that s(e′) = Min{s(e); e : π is exhaustive},there exists ←−e′ : π su
h that |←−e′ |c1,...,cn

= |e′|c1,...,cn
and s(←−

e′
)

= s (e′) + 2.Proof. Let π  s π
′ and t be the redu
ed 
ut of π. We pro
eed by indu
tion ondepth(t). We prove only 1, the proof of 2 being symmetri
. If depth(t) = 0, then

π  h π
′ and we 
an apply Lemma 20. Otherwise, let o be the !-link of flat(π)whose box πo 
ontains t: the ps t(π0) is a one step strati�ed redu
t of πo. Let

e : π be su
h that s(e) = Min{s(e′); e′ : π is exhaustive}. Be
ause by hypothesisthe redu
tion step leading from π to π′ is strati�ed, we know that π is head-
utfree, whi
h allows to apply Fa
t 31: we have e(o) = [eo] for some exhaustiveexperiment eo : πo su
h that s(eo) = Min{s(e′); e′ : πo is exhaustive}. Byindu
tion hypothesis (applied to eo : πo and t(πo)) there exists −→eo : t(πo) su
hthat |−→eo | = |eo| and s(−→
eo

)
= s(eo)−2. We then de�ne −→e by 
hanging the valueof e on the !-link o (and leaving all the rest un
hanged): we set −→e (o) = [

−→
eo ].One 
learly has s (−→e ) = s (e)− 2. �We now de�ne the analogue of s0(π), but restri
ted to JπKex: s1(π) is an integerdepending only on JπKex. Noti
e that (exa
tly like for s0(π)) when π  ∗

s π′one has JπKex = Jπ′Kex (Theorem 12 and De�nition 30), whi
h implies s1(π) =
s1(π

′).De�nition 33 For every pps π with n 
on
lusions, we set
s1(π) = Inf{s(x); x ∈ JπKex}.The following proposition extends Proposition 24 to the strati�ed 
ase:Proposition 34 Let π be a net with n 
on
lusions c1, . . . , cn. Then there existsa 
ut free net π0 su
h that π  ∗

s π0 if, and only if, JπKexc1,...,cn
is non-empty.Proof. Assume there exists a 
ut free net π0 su
h that π  ∗

s π0. Sin
e π0is 
ut free, then it is possible to de�ne exhaustive experiments on π0, so that
Jπ0Kc1,...,cn

is non-empty. We 
on
lude that JπKexc1,...,cn
is non-empty by Theorem12. Now, we prove the 
onverse by indu
tion on s1(π). First noti
e that π hasno head-
lash by Lemma 23. Then by Proposition 24 there exists a head-
ut freenet π′ su
h that π  ∗

h π
′. One has JπK = Jπ′K and in parti
ular JπKex = Jπ′Kex,whi
h means that Jπ′Kex is not empty. Sin
e π′ is head-
ut free, we 
an applyFa
t 31: for every !-link o of π′ with asso
iated box π′o one has that Jπ′oKex isINRIA
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 37non empty and that s1(π′o) < s1(π
′) = s1(π). The indu
tion hypothesis appliedto every su
h box π′o allows to 
on
lude. �Like in Subse
tion 4.1, we turn our attention to the �quantitative� aspe
ts ofour result: we show how experiments allow to 
ompute the pre
ise number ofstrati�ed 
ut-elimination steps of a given ps.Fa
t 35 Let π be a 
ut free pure pre-stru
ture. Then we have

s(π) = Min{s(e); e : π is exhaustive} .Proof. By de�nition, if e : π the di�eren
e between s(π) and s(e) is the num-ber of 
opies 
hosen by e for the !-links of π. But Fa
t 31 guarantees that if
s(e0) = Min{s(e); e : π is exhaustive} then e0 
hooses to take one 
opy forevery !-link of π (re
ursively w.r.t. the depth). More pre
isely, the proof is byindu
tion on depth(π). �Fa
t 36 Let π be a 
ut free pps with n 
on
lusions c1, . . . , cn and let e : π su
hthat:� for every 
on
lusion a of every ax-link, we have e(a) = (p, ∗) with p ∈ {+,−} ;� and for every !-link o, we have Card(e(o)) = 1.Then we have

s(|e|c1,...,cn
) = s(π) + k ,where k is the number of stru
tural 
on
lusions of π.Proof. By indu
tion on s(π). �Lemma 37 Let π be a 
ut free ps. Then we have

s1(π) = s(π)

= Min{s(e); e : π is exhaustive} .Proof. Apply Fa
ts 35 and 36 (here k = 0 with the notations of Fa
t 36,be
ause a ps has no stru
tural 
on
lusion). �Theorem 38 Let π be a ps and let π′ be a 
ut free ps. For every strati�ed re-du
tion sequen
e R from π to π′, for every e0 : π su
h that s(e0) = Min{s(e); e :
π is exhaustive}, we havelength(R) = (s(e0)− s1(π))/2 .Proof. The proof is by indu
tion on length(R). Assume length(R) = 0, i.e.
π = π′. Let e0 : π be su
h that s(e0) = Min{s(e); e : π is exhaustive}. ByLemma 37, we have s1(π) = s(e0). Assume R = (π1, . . . , πn) with n > 0. ByLemma 32, there is an exhaustive experiment −→e0 : π1 su
h that |−→e0 | = |e0| and
s(−→e0) = s(e0)−2. Still by Lemma 32, if s(e1) = Min{s(e); e : π1 is exhaustive},there exists ←−e1 : π exhaustive su
h that s(e1) = s(←−e1) − 2. Then s(−→e0) =Min{s(e); e : π1 is exhaustive}. By Theorem 12, we have JπK = Jπ1K hen
eRR n° 0123456789
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s1(π1) = s1(π). We 
an then apply the indu
tion hypothesis to π1 (π1  

∗
s π

′ in
n− 1 steps and s(−→e0) = Min{s(e); e : π1 is exhaustive}):

n− 1 = (s(−→e0)− s1(π))/2

= (s(e0)− 2− s1(π))/2

= (s(e0)− s1(π))/2 − 1 .

�Remark 39 The same as Remark 28 holds for the strati�ed redu
tion.An immediate 
onsequen
e of Theorem 38 is the following:Corollary 40 Let π be a ps, and π1
0 , π

2
0 be two 
ut free ps. For every strati�edredu
tion sequen
e R1 (resp. R2) from π to π1

0 (resp. π2
0), we have length(R1) =

length(R2).

INRIA
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 395 Relating redu
tions and semanti
sIn Se
tion 4, we related head and strati�ed redu
tions to experiments (Propo-sitions 24 and 34, Theorems 27 and 38). These results 
annot pretend to yielda method allowing to 
ompute by purely semanti
 means the number of exe
u-tion steps of a net (or more generally a ps): this is be
ause an experiment e : πdepends on the ps π. To su

eed, we should be able to determine the numberof exe
ution steps of π without referring to π nor to the experiments of π, butonly to JπK, that is only to the results of the experiments of π. Of 
ourse, if
π1  

∗ π2 we know that Jπ1K = Jπ2K, so that from Jπ1K it is 
learly impossibleto determine the number of steps leading from π1 to π2. Nevertheless, if π and
π′ are two 
ut free nets 
onne
ted by means of a 
ut link, we 
an wonder:� is it the 
ase that the thus obtained net 
an be redu
ed to a 
ut free one?� if the answer to the previous question is positive, what is the number of
ut redu
tion steps leading from the net with 
ut to a 
ut free one?We prove in this se
tion that we 
an answer both these questions by only refer-ring to JπK and Jπ′K.Like for Se
tion 4, we �rst solve the two problems for the head-redu
tion (Propo-sition 42 and Theorem 47 of Subse
tion 5.1) and later for the strati�ed redu
tion(Proposition 48 and Theorem 50 of Subse
tion 5.2).The following De�nition introdu
es a notation whi
h will be useful in thesequel of this se
tion.De�nition 41 Le π and π′ be two ps. Let c be a 
on
lusion of π and let c′ bea 
on
lusion of π′. We denote by (π|π′)c,c′ the ps obtained by 
onne
ting π and
π′ by means of a 
ut-link with premises c and c′.5.1 Head-redu
tionBased on Subse
tion 4.1, we answer here, for the head-redu
tion, the questionspreviously adressed: we �rst 
hara
terize, in terms of JπK and Jπ′K, those 
ouplesof nets (π, π′) su
h that (π|π′)c,c′ has a head-
ut free normal form (Proposition42); and when (π|π′)c,c′ has a head-
ut free normal form, we show that it ispossible to determine the number of head-steps leading from (π|π′)c,c′ to a head-
ut free ps using only the informations 
ontained in JπK and Jπ′K (Theorem 47).Like in subse
tion 4.1, this last result is established for ps.Proposition 42 Let π (resp. π′) be a 
ut free net with n+1 (resp. n′+1) 
on-
lusions c1, . . . , cn, c (resp. c′1, . . . , c′n′ , c′). There exist x1, . . . , xn, x

′
1, . . . , x

′
n′ , x ∈

D su
h that (x1, . . . , xn, x) ∈ JπKc1,...,cn,c and (x′1, . . . , x
′
n′ , x⊥) ∈ JπKc′

1
,...,c′

n′
,c′if, and only if, there exists a head-
ut free net π′′ su
h that (π|π′)c,c′  

∗
h π

′′.Proof. Apply Proposition 24. �The following Theorem is a �rst 
onsequen
e of Theorem 27: by using purelysemanti
 datas, we 
an bound the number of head-redu
tion steps. Con
erningthe use of ps instead of nets, the analogue of Remark 28 applies.RR n° 0123456789
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oTheorem 43 Let π (resp. π′) be a 
ut free ps with n + 1 (resp. n′ + 1) 
on-
lusions c1, . . . , cn, c (resp. c′1, . . . , c
′
n′ , c′). For every head-
ut free ps π′′, forevery head-redu
tion sequen
e R from (π|π′)c,c′ to π′′, if y = (x1, . . . , xn, x) ∈

JπKc1,...,cn,c and y′ = (x′1, . . . , x
′
n′ , x⊥) ∈ Jπ′Kc′

1
,...,c′

n′
,c′ , then we havelength(R) ≤ (s(y) + s(y′))/2 .Proof. There exists e : π su
h that |e|c1,...,cn,c = y and there exists e′ : π′su
h that |e′|c′

1
,...,c′

n′
,c′ = y′. So, there exists e′′ : (π|π′)c,c′ su
h that s(e′′) =

s(e) + s(e′). We have by Theorem 27:length(R) = (Min{s(e) ; e : (π|π′)c,c′} − s0((π|π
′)c,c′))/2

≤ s(e′′)/2

= (s(e) + s(e′))/2

≤ (s(|e|c1,...,cn,c) + s(|e′|c′
1
,...,c′

n′
,c′))/2(by Lemma 19)

= (s(y) + s(y′))/2 .

�The last part of the se
tion is devoted to show how and how mu
h Theorem43 
an be improved. With the notations of Theorem 43, say that y ∈ JπKand y′ ∈ Jπ′K are 
ompatible when y = (x1, . . . , xn, x) ∈ JπKc1,...,cn,c and y′ =
(x′1, . . . , x

′
n′ , x⊥) ∈ Jπ′Kc′

1
,...,c′

n′
,c′ . For arbitrary 
ompatible elements y ∈ JπKand y′ ∈ Jπ′K it is 
learly impossible to obtain an equality in Theorem 43: it isnot di�
ult to 
he
k that there exist 
ompatible elements with di�erent sizes.The �rst idea is then to look for 
ompatible elements y and y′ whi
h are also�suitable�, meaning that s(e) = s(y) (for e : π) and s(e′) = s(y′) (for e′ : π′),where s(e)+s(e′) = Min{s(e)+s(e′) ; e : π, e′ : π′ and |e| and |e′| 
ompatible}.However, it is not 
lear at all that there exist suitable and 
ompatible elements in

JπK and Jπ′K, even when there exist 
ompatible elements. A
tually, it is wrong;there are 
ases in whi
h 
ompatible elements do exist but suitable 
ompatibleelements don't: take for example an axiom as π and two axiom links followedby a ` and a ⊗ as π′ (the �η-expansion� of an axiom). In this 
ase, one hasMin{s(e) + s(e′) ; e : π, e′ : π′ and |e| and |e′| 
ompatible} = Min{s(e) ; e :
π} + Min{s(e) ; e : π′} = s(π) + s(π′) (more pre
isely Min{s(e) ; e : π} = s(π)and Min{s(e) ; e : π′} = s(π′)), and the reader 
an 
he
k that whenever s(y) =Min{s(e) ; e : π} = s(π) and s(y′) = Min{s(e) ; e : π′} = s(π′), the points
y ∈ JπK and y′ ∈ Jπ′K are not 
ompatible.A more subtle way out is nevertheless possible, and here is where the notionsof equivalen
e between experiments and of substitution studied in Se
tion 3
ome into the pi
ture. As a matter of fa
t, we do not need the 
ompatibleelements to be suitable themselves ; what we need is that when there exist two
ompatible elements y and y′ of JπK and Jπ′K, there also exist some (possiblydi�erent from y, y′) suitable elements x and x′ of JπK and Jπ′K14. A
tually,we want a bit more, namely to be able to determine those suitable elements.14Noti
e that this is what happens in the previous example (axiom and η-expansion).INRIA
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 41The solution we found is to take an in�nite set A for the base of the indu
tive
onstru
ion of D (see Se
tion 3). This is be
ause suitable elements 
an beeasily proven suitable when they are results of experiments 
hoosing di�erentelements of A for every axiom link15. Using the notion of substitution (and ofequivalen
e between experiments) Proposition 46 shows how to �nd in JπK, forevery x ∈ JπK, a �suitable element w.r.t. x� that is an element y ∈ JπK su
h that
s(y) = Min {s(e) ; e : π and |e|c1,...,cn

= x}. By 
onsidering the least size ofsu
h y ∈ JπK and y′ ∈ Jπ′K w.r.t. x ∈ JπK and x′ ∈ Jπ′K 
ompatible one obtainsthe exa
t length of head-redu
tion sequen
es starting from (π|π′)c,c′ : this isTheorem 47.The reader should noti
e that we use the in�nity of A in our proof, but nothingindi
ates that this hypothesis is ne
essary; we rather 
onje
ture the opposite.The two following lemmas, so as Proposition 46 
ould be proven in the �rstpart of Se
tion 4: we only use the notion of equivalen
e between experimentsand the one of substitution. We 
hose to state and prove them now, be
ause weneed them to prove Theorem 47 (and they have no real interest by themselves).Noti
e that the proof of Lemma 44 is the only point where the already mentionedin�nity of A is used.Lemma 44 Assume A is in�nite. Let π be a 
ut free pps with n 
on
lusions
c1, . . . , cn, among whi
h k ≤ n are stru
tural, and let e : π. There exists e′ ∼ eand σ ∈ Sn su
h that

s(e′) = s(|e′|c1,...,cn
)− kand

σ(|e′|c1,...,cn
) = |e|c1,...,cn

.Proof. We prove, by indu
tion on s(π), that for every in�nite subset A′ of A,there is an experiment e′ ∼ e s.t.1. s(e′) = s(|e′|c1,...,cn
)− k2. σ(|e′|c1,...,cn

) = |e|c1,...,cn
for some σ ∈ Sn,3. if a is a 
on
lusion of an axiom link of flat(π), then e(a) ∈ A′.Assume that flat(π) is a !-link. We denote by o this link and by πo its box.Set e(o) = [e1, . . . , em]. Let A1, . . . , Am be in�nite, pairwise disjoint, subsetsof A′,16 by indu
tion hypothesis there is e′j ∼ ej for every j ≤ m s.t. points

1− 3 hold (for point 3, we 
hoose for every j ∈ {1, . . . ,m} as A′ the set Aj). Inparti
ular there is σj ∈ Sn s.t. σj(|e′j |) = |ej|. De�ne e′(o) = [e′1, . . . , e
′
m].We now have to show that e′ satis�es points 1−3. For point 3, just rememberthat A1∪· · ·∪Am ⊆ A′. As for point 2, we know by indu
tion hypothesis that, forevery j ≤ m, σj(|e′j |) = |ej |. Sin
e A1, . . . , Am are pairwise disjoint, ⋃j≤m σj |Ajis a fun
tion ϕ from ⋃

1≤j≤mAj to D. By setting σ = ϕn (remember De�nition15The 
ognos
enti might guess that su
h an experiment is an �inje
tive (n-obsessional)� ex-periment in the sense of [TdF03℄. This is not pre
isely the 
ase: if this new kind of experimenttakes 2 
opies of a box asso
iated with a given !-link, then the two labels of a given ax-link ofthe box will be di�erent, whi
h was not the 
ase for the �inje
tive (n-obsessional)� experimentsof [TdF03℄.16Su
h A1, . . . , Am exist for m arbitrary large sin
e A is in�nite.RR n° 0123456789
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o14 of substitution), we have σ ∈ Sn and σ(|e′|c1,...,cn
) = |e|c1,...,cn

(this is a
tu-ally the key point of the proof). Con
erning point 1, we have to make a patient
omputation: we know that n = k+1 (be
ause flat(π) is a !-link). By indu
tionhypothesis, for every j ∈ {1, . . . ,m} s(e′j) = s(|e′j |) − k. On the other hand,remember that we already noti
ed in the proof of Lemma 19 that if we denote by
coi0 the main 
on
lusion of πo, we have e′(ci0) = (+, [e′1(c

o
i0

), . . . , e′m(coi0)]), hen
e
s(e′(ci0 )) = 1+

∑m
j=1 s(e

′
j(c

o
i0

)). And if i ∈ {1, . . . , n} \ {i0}, then ci is an auxil-iary 
on
lusion of o and if we denote by coi the auxiliary 
on
lusion of πo asso
i-ated with ci, one has e′j(coi ) = (−, xj) for j ≤ m and e′(ci) = (−, x1 ∪ · · · ∪ xn),whi
h implies that s(e′(ci)) =
∑m

j=1 s(e
′
j(c

o
i ))− (m− 1)17.So, on the one hand s(e′) = 1 +

∑m

j=1 s(e
′
j) = 1 +

∑m

j=1(s(|e
′
j |) − k) = 1 +∑m

j=1 s(|e
′
j |) − mk, and on the other hand s(|e′|) =

∑n

i=1 s(e
′(ci)) = 1 +∑m

j=1 s(e
′
j(c

o
i0

)) +
∑

1 ≤ i ≤ n
i 6= i0

∑m
j=1(s(e

′
j(c

o
i )))− (n− 1)(m− 1) =

1+
∑m

j=1

∑n

i=1(s(e
′
j(c

o
i )))−k(m−1) = 1+

∑m

j=1 s(|e
′
j |)−km+k. So we indeedhave s(e′) = s(|e′|)− k.The other 
ases are easier and left to the reader. �The reader should noti
e that in the proof of Lemma 44 we used in anessential way the fa
t that A1, . . . , Am are pairwise disjoint. If this were notthe 
ase, a 
on�i
t in the de�nition of σ 
ould o

ur: if one had x ∈ Aj1 ∩Aj2and σj1(x) 6= σj2 (x), then one would be in trouble when trying to de�ne σ from

σ1, . . . , σm.Lemma 45 Assume A is in�nite. Let π be a 
ut free ps with n 
on
lusions
c1, . . . , cn and let e : π. We have
s(e) = Min {s(|e′|c1,...,cn

) ; e′ ∼ e and ∃σ ∈ Sn s.t. σ(|e′|c1,...,cn
) = |e|c1,...,cn

}.Proof. Let e′0 : π be s.t. s(|e′0|) = Min {s(|e′|c1,...,cn
) ; e′ ∼ e and ∃σ ∈

Sn s.t. σ(|e′|c1,...,cn
) = |e|c1,...,cn

}. By Lemma 19 and Fa
t 17, s (e) = s (e′0) ≤
s (|e′0|). Thus we have
s(e) ≤Min {s(|e′|c1,...,cn

) ; e′ ∼ e and ∃σ ∈ Sn s.t. σ(|e′|c1,...,cn
) = |e|c1,...,cn

}.By Lemma 44 and Fa
t 17, we have
s(e) ≥Min {s(|e′|c1,...,cn

) ; e′ ∼ e and ∃σ ∈ Sn s.t. σ(|e′|c1,...,cn
) = |e|c1,...,cn

}.

�Proposition 46 Assume A is in�nite. Let π be a 
ut free ps with n 
on
lusions
c1, . . . , cn and let x ∈ JπKc1,...,cn

. Then we haveMin {s(e) ; e : π and |e|c1,...,cn
= x}

= Min {s(|e′|c1,...,cn
) ; e′ : π and ∃σ ∈ Sn s.t. σ(|e′|c1,...,cn

) = x}.17To make these 
omputations easy, remember that, for every x ∈ D, s(x) is the number of
+, − and of elements of A in the word x. INRIA
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 43Proof. Set
q = Min {s(e) ; |e|c1,...,cn

= x}and
r = Min {s(|e′|c1,...,cn

) ; e′ : π and ∃σ ∈ Sn s.t. σ(|e′|c1,...,cn
) = x)}.First, we prove that q ≤ r. Let e′ : π be su
h that ∃σ ∈ Sn, σ(|e′|c1,...,cn

) = x.By Lemma 15, there exists e : π su
h that |e|c1,...,cn
= x and e ∼ e′. This meansthat if we take e′0 : π s.t. s (|e′0|) = r, there exists e0 ∼ e′0 s.t. |e0| = x. By Fa
t17 and Lemma 19: q ≤ s (e0) = s (e′0) ≤ s (|e′0|) = r.The proof of r ≤ q is easier: let e : π be s.t. s (e) = q. By Lemma 45,

s (e) = Min {s(|e′|) ; e′ ∼ e and ∃σ ∈ Sn s.t. σ(|e′|) = |e|} ≥ Min {s(|e′|) ; ∃σ ∈
Sn s.t. σ(|e′|) = |e|}. �As previously stated, the main point of Theorem 47 is that the length ofevery head-redu
tion sequen
e starting from (π|π′)c,c′ (where π and π′ are 
utfree ps) and leading to a head-
ut free ps 
an be determined from JπK and Jπ′K.With respe
t to the dis
ussion at the beginning of Subse
tion 5.1, noti
e thathere the 
ompatibility of σ(y) ∈ JπK and σ′(y′) ∈ Jπ′K is expressed by stating
σ(y)n+1 = σ′(y′)⊥n′+1 (remember the notation yi for y ∈˙n

i=1D introdu
ed justbefore De�nition 11 of experiment).Theorem 47 Assume A is in�nite. Let π (resp. π′) be a 
ut free ps with n+1
on
lusions c1, . . . , cn, c (resp. with n′ + 1 
on
lusions c′1, . . . , c′n′ , c′). For everyhead-
ut free ps π′′, for every head-redu
tion sequen
e R from (π|π′)c,c′ to π′′,we havelength(R) =Min




(s(y) + s(y′)− s0((π|π′)c,c′))

2
; s.t. y ∈ JπKc1,...,cn,c,

y′ ∈ Jπ′Kc′
1
,...,c′

n′
,c′

∃σ ∈ Sn+1, σ
′ ∈ Sn′+1,

σ(y)n+1 = σ′(y′)⊥n′+1




Proof. We have length(R) = (q − s0(π
′′))/2
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hele Pagani Lorenzo Tortora de Fal
owith
q = Min





s(e) + s(e′) ; s.t. ∃e : π, e′ : π′,
∃x1, . . . , xn, x, x

′
1, ..., x

′
n′ ∈ D

|e|c1,...,cn,c = (x1, . . . , xn, x) and
|e′|c′

1
,...,c′

n′
,c′ = (x′1, . . . , x

′
n′ , x⊥)




(by Theorem 27)
= Min





Min{s(e) ; |e|c1,...,cn,c = (x1, . . . , xn, x)}+Min{s(e′) ; |e′|c′
1
,...,c′

n′
,c′ = (x′1, . . . , x

′
n′ , x⊥)} ;

(x1, . . . , xn, x) ∈ JπKc1,...,cn,c and
(x′1, . . . , x

′
n, x

⊥) ∈ Jπ′Kc′
1
,...,c′

n′
,c′






= Min




s(y) + s(y′) ; s.t. y ∈ JπKc1,...,cn,c, y
′ ∈ Jπ′Kc′

1
,...,c′

n′
,c′

∃(x1, . . . , xn, x) ∈ JπKc1,...,cn,c

∃(x′1, . . . , x
′
n, x

⊥) ∈ Jπ′Kc′
1
,...,c′

n′
,c′and ∃σ ∈ Sn+1, σ

′ ∈ Sn′+1, s.t.
σ′(y) = (x1, ..., xn, x) and
σ′(y′) = (x′1, . . . , x

′
n′ , x⊥)




(by Proposition 46).
= Min{

s(y) + s(y′) ; s.t. y ∈ JπKc1,...,cn,c, y
′ ∈ Jπ′Kc′

1
,...,c′

n′
,c′

∃σ ∈ Sn+1, σ
′ ∈ Sn′+1, σ(y)n+1 = σ′(y′)⊥n′+1

}(sin
e JπK, Jπ′K are 
losed by substitutions).
�5.2 Strati�ed redu
tionBased on Subse
tion 4.2, we want to extend the results of the previous Subse
-tion 5.1. There is no real problem: we �rst 
hara
terize, in terms of JπK and

Jπ′K, those 
ouple of nets (π, π′) su
h that (π|π′)c,c′ has a 
ut free normal form(Proposition 48); and when (π|π′)c,c′ has a 
ut free normal form, we show thatit is possible to determine the number of strati�ed steps leading from (π|π′)c,c′to a 
ut free ps using only the informations 
ontained in JπKex and Jπ′Kex (The-orem 50). Like in previous 
ases (and in parti
ular like in Subse
tion 4.2), thislast result is established for ps.Proposition 48 Let π (resp. π′) be a 
ut free net with n+1 (resp. n′+1) 
on-
lusions c1, . . . , cn, c (resp. c′1, . . . , c′n′ , c′). There exist x1, . . . , xn, x
′
1, . . . , x

′
n′ , x ∈

D su
h that (x1, . . . , xn, x) ∈ JπKexc1,...,cn,c and (x′1, . . . , x
′
n′ , x⊥) ∈ JπKexc′

1
,...,c′

n′
,c′if, and only if, there exists a 
ut free net π′′ su
h that (π|π′)c,c′  

∗
s π

′′.Proof. Apply Proposition 34. �The analogue of Theorem 43 holds, as a �rst 
onsequen
e of Theorem 38: byusing purely semanti
 datas, we 
an bound the number of strati�ed redu
tionsteps. Con
erning the use of ps instead of nets, Remark 39 applies here.Theorem 49 Let π (resp. π′) be a 
ut free ps with n + 1 (resp. n′ + 1) 
on-
lusions c1, . . . , cn, c (resp. c′1, . . . , c′n′ , c′). For every 
ut free ps π′′, for everyINRIA
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 45strati�ed redu
tion sequen
e R from (π|π′)c,c′ to π′′, if y = (x1, . . . , xn, x) ∈

JπKexc1,...,cn,c and y′ = (x′1, . . . , x
′
n′ , x⊥) ∈ Jπ′Kexc′

1
,...,c′

n′ ,c
′ , then we havelength(R) ≤ (s(y) + s(y′))/2 .Proof. There exists e : π su
h that |e|c1,...,cn,c = y and there exists e′ : π′su
h that |e′|c′

1
,...,c′

n′
,c′ = y′. So, there exists e′′ : (π|π′)c,c′ su
h that s(e′′) =

s(e) + s(e′). We have by Theorem 38:length(R) ≤ s(e′′)/2

= (s(e) + s(e′))/2

≤ (s(|e|c1,...,cn,c) + s(|e′|c′
1
,...,c′

n′
,c′))/2(by Lemma 19)

= (s(y) + s(y′))/2 .

�We 
on
lude the paper with the generalization to strati�ed redu
tion ofTheorem 47: the length of every strati�ed redu
tion sequen
e starting from
(π|π′)c,c′ (where π and π′ are 
ut free ps) and leading to a 
ut free ps 
an bedetermined from JπK and Jπ′K. The only di�eren
e o

urring here, is the presen
eof exhaustive points and experiments, and we use in a 
ru
ial way the fa
t that�exhaustivity� is a property of experiments depending only on their results (byDe�nition 30). Like in Theorem 47, we use the notation yi for y ∈˙n

i=1D.Theorem 50 Assume A is in�nite. Let π (resp. π′) be a 
ut free ps with n+1(resp.n′ + 1) 
on
lusions c1, . . . , cn, c (resp. c′1, . . . , c′n′ , c′). For every 
ut freeps π′′, for every strati�ed redu
tion sequen
e R from (π|π′)c,c′ to π′′, we havelength(R) =Min




(s(y) + s(y′)− s1((π|π
′)c,c′))/2 ; s.t. y ∈ JπKc1,...,cn,c,

y′ ∈ Jπ′Kc′
1
,...,c′

n′
,c′

∃σ ∈ Sn+1, σ
′ ∈ Sn′+1, σ(y)i and

σ(y′)i are exhaustivefor 1 ≤ i ≤ n, 1 ≤ i′ ≤ n′and σ(y)n+1 = σ′(y′)⊥n′+1




Proof. We have length(R) = (q − s1(π))/2
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hele Pagani Lorenzo Tortora de Fal
owith
q = Min





s(e) + s(e′) ; s.t. ∃e : π, e′ : π′, ∃x1, . . . , xn, x, x
′
1, ..., x

′
n′ ∈ D

|e|c1,...,cn,c = (x1, . . . , xn, x) and
|e′|c′

1
,...,c′

n′
,c′ = (x′1, . . . , x

′
n′ , x⊥) and

xi, x
′
i is exhaustive for 1 ≤ i ≤ n, 1 ≤ i′ ≤ n′




(by Theorem 38)
= Min





Min{s(e) ; e : π and |e|c1,...,cn,c = (x1, . . . , xn, x)}+Min{s(e′) ; e′ : π′ and |e′|c′
1
,...,c′

n′
,c′ = (x′1, . . . , x

′
n′ , x⊥)} ;

xi, x
′
i is exhaustive for 1 ≤ i ≤ n, 1 ≤ i′ ≤ n′






= Min




s(y) + s(y′) ; s.t. y ∈ JπKc1,...,cn,c, y
′ ∈ Jπ′Kc′

1
,...,c′

n′
,c′

∃(x1, . . . , xn, x) ∈ JπKc1,...,cn,c,
∃(x′1, . . . , x

′
n, x

⊥) ∈ Jπ′Kc′
1
,...,c′

n′
,c′su
h that xi, x

′
i′ is exhaustive for 1 ≤ i ≤ n,

1 ≤ i′ ≤ n′and ∃σ ∈ Sn+1, σ
′ ∈ Sn′+1, s.t.

σ′(y) = (x1, ..., xn, x) and
σ′(y′) = (x′1, . . . , x

′
n′ , x⊥)




(by Proposition 46).
= Min





s(y) + s(y′) ; s.t. y ∈ JπKc1,...,cn,c, y
′ ∈ Jπ′Kc′

1
,...,c′

n′
,c′

∃σ ∈ Sn+1, σ
′ ∈ Sn′+1, σ(y)i and

σ(y′)i are exhaustivefor 1 ≤ i ≤ n, 1 ≤ i′ ≤ n′and σ(y)n+1 = σ′(y′)⊥n′+1




(sin
e JπK, Jπ′K are 
losed by substitutions).
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