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Probable Innocence Revisited

Konstantinos Chatzikokolakis Catuscia Palamidessi

2 INRIA Futurs and LIXEcole Polytechnique

Abstract

In this paper we propose a formalization of probable innoee@a notion of probabilistic
anonymity that is associated to “realistic” protocols sashCrowds. We analyze critically
two different definitions of probable innocence from theriture. The first one, corre-
sponding to the property that Reiter and Rubin have prove€fowds, aims at limiting
the probability of detection. The second one, by Halpern@iikill, aims at constraining
the attacker’s confidence. Our proposal combines the gpibibth these definitions while
generalizing them. In particular, our definition does nacheymmetry assumptions, and
it does not depend on the probabilities of the users to perfitie action of interest. We
show that, in case of a symmetric system, our definition spoads exactly to the one of
Reiter and Rubin. Furthermore, in the case of users witfotmifporobabilities, it amounts
to a property similar to that of Halpern and O’Neill.

Another contribution of our paper is the study of probablgoicence in the case of pro-
tocol composition, namely when multiple runs of the saméqua can be linked, as in the
case of Crowds.

1 Introduction

Often we wish to ensure that the identity of the user perfogra certain action
is maintained secret. This property is caliabnymity Examples of situations in
which we may wish to provide anonymity include: publishingtbe web, retriev-
ing information from the web, sending a message, etc. Maatopols have been
designed for this purpose, for example, Crowds [15], Oniontidg [23], the Free
Haven [7], Web MIX [1] and Freenet [4].

* This work has been partially supported by the Project Rossigf the ACI Sécurité
Informatique (Ministére de la recherche et nouvellesnetdgies) and by the INRIA/ARC
project ProNoBiS.
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Most of the protocols providing anonymity use random me@ma. Consequently,
it is natural to think of anonymity in probabilistic termsaNous notions of proba-
bilistic anonymity have been proposed in literature, afiedent levels of strength.
The notion of anonymity in [3], called conditional anonyynim [9,10], and inves-
tigated also in [2], describes the ideal situation in whioé protocol does not leak
any information concerning the identity of the user. Thisgarty is satisfied for
instance by the Dining Cryptographers with fair coins [3jptBcols used in prac-
tice, however, especially in presence of attackers or pteruusers, are only able
to provide a weaker notion of anonymity.

In [15] Reiter and Rubin have proposed a hierarchy of noti@inprobabilistic
anonymity in the context of Crowds. We recall that Crowds system for anony-
mous web surfing aimed at protecting the identity of the uatien sending (orig-
inating) messages. This is achieved by forwarding the ngestsaanother user se-
lected randomly, which in turn forwards the message, anchsarttil the message
reaches its destination. Part of the users may be corruptetkers), and one of
the main purposes of the protocol is to protect the idenfityre originator of the
message from those attackers.

Quoting from [15], the hierarchy is described as followsrédthesenderstands
for the user that forwards the message to the attacker.

Beyond suspiciorFrom the attacker’s point of view, the sender appears no more
likely to be the originator of the message than any othermi@tesender in the
system.

Probable innocencd-rom the attacker’s point of view, the sender appears no more
likely to be the originator of the message than to not be tigrator.

Possible innocencé&rom the attacker’s point of view, there is a nontrivial paeb
bility that the real sender is someone else.

In [15] the authors also considered a formal definition ofgatdle innocence tai-
lored to the characteristics of the Crowds system, and prave hold for Crowds
under certain conditions. Later Halpern and O’Neill pragmbgn [10] a formal in-
terpretation of the notions of the hierarchy above in moreegal terms. Their
definitions are based on the confidence of the attacker. Me&sely their defi-
nition of probable innocence holds if for the attacker, gitlee events that he has
observed, the probability that an usehnas performed the action of interst is no
more thanl /2.

However, the property of probable innocence that Reiter Ruldin express for-
mally and prove for the system Crowds in [15] does not merti@user’s proba-
bility of being the originator, but only the probability di¢ event observed by the
attacker. More precisely, the property proved for Crowdbas the probability that
the originator forwards the message to an attacker (givainah attacker receives
eventually the message) is at mog. In other words, their definition expresses a



limit on the probability of detection.

The property proved for Crowds in [15] depends only on the weagy protocol
works, and on the number of the attackers. It is totally irtelent from the prob-
ability of each user to be the originator. This is of coursegy\esirable property,
since we do not want the correctness of a protocol to depetitearsers’ intentions
of originating a message. For stronger notions of anonytiity abstraction from
the users’ probabilitie’s leads to the notion of probabilistic anonymity defined in
[2], which is equivalent to the conditional anonymity define [9,10]. Note that
this definition is different from the notion aitrong probabilistic anonymitgiven

in [9,10]: the latter depends, again, on the probabilitiethe users to perform the
action of interest.

Another intended feature of our notion of probable innoeeiscthe abstraction
from the specific characteristics of Crowds. In Crowds,dtege certain symmetries
that derive from the assumption that the probability that uorwards the message
to userj is the same for all and;j. The property of probable innocence proved for
Crowds in [15] depends strongly on this assumption. We wagergeral notion
that has the possibility to hold even in protocols which dosatisfy the Crowds’
symmetries.

For completeness, we also consider the composition of potg@xecutions, with
specific focus on the case that in which the originator is #meesand the protocol to
be executed is the same. This situation can arise, for iostavhen an attacker can
induce the originator to repeat the protocol (multiple gadttack). We extend the
definition of probable innocence to the case of protocol aositipn under the same
originator, and we study how this property depends on theyanmf compositions.

All the notions developed in this paper are defined by usingdeh for protocols
and systems, based on a simplified version of Probabilisitodata ([18]). Proba-
bilistic Automata, and similar models like the Concurrerdarkbv Chains, are now
a mature field of research with a solid theory and well esthklil model check-
ing tools like PRISM [13]. This opens the way to the automaédfication of our
notion of probable innocence. We refer to [5] for variousrapées of verification,
using PRISM, of the related notion of weak anonymity devetbwithin the same
framework of simplified Probabilistic Automata. Furthemaowe are currently de-
veloping a model checker for the probabilisticalculus [11,14]. This is a formal-
ism whose semantics is again based on simplified Probabifsitomata and it
is a natural langauge for expressing protocols running etriduted systems like
Crowds. We aim in particular at developing efficient modetahing techniques
for computing the conditional probablity of events, whiadnstitute the only kind
of quantitaive information needed for proving the formuk@mssing our notion of
probable innocence.

I For simplicity sometime we will refer to the users’ probitigibf performing the action
of interest as “users’ probabilites”



1.1 Contribution

The main goal of this paper is to establish a general notigratbable innocence
which combines the spirits of the approches discussed abaveely it expresses
a limit both on the attacker’s confidence and on the prolgloli detection. Fur-

thermore, we aim at a notion that does not depend on symmstgngtions and
on the probabilities of the users to perform the action cérnedst.

We show that our definition, while being more general, cqoesls exactly to the
property that Reiter and Rubin have proved for Crowds, utigerspecific sym-
metry conditions which are satisfied by Crowds. We also shmawinh the particu-
lar case that the users have uniform probability of beingotiiginator, we obtain
a property similar to the definition of probable innocenceegiby Halpern and
O’Neill.

A second contribution is the analysis of the robustness abadole innocence un-
der multiple paths attacks, which induce a repetition ofgh&ocol. We show a
general negative result, namely that no protocol can ensot@ble innocence un-
der an arbitrary number of repetitions, unless the systestramgly anonymous.
This generalizes the result, already known in literatubeua the fact that Crowds
cannot guarantee probable innocence under unbound neybiiph attacks.

1.2 Plan of the paper

In next section we recall some notions which are used in teeakthe paper:
the Probabilistic Automata, the framework for anonymityeleped in [2], and the
definition of (strong) probabilistic anonymity given in [2ih Section 3 we illustrate
the Crowds protocol, we recall the property proved for Creadd the definition
of probable innocence by Halpern and O’Neill, and we dis¢hsem. In Section
4 we propose our notion of probable innocence and we comparighi those of
Section 3. In Section 5 we consider the repetition of an amotyyprotocol and we
show that we cannot guarantee probable innocence for anpitepetition unless
the protocol is strongly anonymous. In Section 6 we discossesrelated work
from the literature. Section 7 concludes.
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Fig. 1. Examples of probabilistic automata

2 Preliminaries

2.1 Probabilistic Automata

In our approach we consider systems that can perform bobiaprisstic and nonde-
terministic choice. Intuitively, a probabilistic choicepresents a set of alternative
transitions, each of them associated to a certain probabilibeing selected. The
sum of all probabilities on the alternatives of the choicestrhel, i.e. they form

a probability distribution Nondeterministic choice is also a set of alternatives, but
we have no information on how likely one alternative is stddc

There have been many models proposed in literature thatioendoth nondeter-
ministic and probabilistic choice. One of the most geney#hé formalism oprob-
abilistic automatgproposed in [18]. In this work we use this formalism to model
anonymity protocols. We give here a brief description of it.

A probabilistic automaton consists in a set of states, aneléal transitions between
them. For each node, the outgoing transitions are paréiti@mgroups calledteps
Each step represents a probabilistic choice, while thecehloetween the steps is
nondeterministic.

Figure 1 illustrates some examples of probabilistic autam@/e represent a step
by putting an arc across the member transitions. For inetanda), states; has
two steps, the first is a probabilistic choice between twoditions with labels:
andb, each with probabilityl /2. When there is only a transition in a step, like the
one from state; to statesg, the probability is of coursé and we omit it.

In this paper, we use only a simplified kind of automaton, inclhtirom each node

we have either a probabilistic choice or a nondetermin®tmce (more precisely,

either one step or a set of singleton steps), like in (b). énphrticular case that the
choices are all probabilistic, like in (c), the automatonadiedfully probabilistic



Given an automatoti/, we denote byetree(M) its unfolding, i.e. the tree of all
possible executions a¥/ (in Figure 1 the automata coincide with their unfolding
because there is no loop).M is fully probabilistic, then each execution (maximal
branch) ofetree( M) has a probability obtained as the product of the probalulity
the edges along the branch. In the finite case, we can defirgbalplity measure
for each set of executions, calledent by summing up the probabilities of the
element$ . Given an event:, we will denote byp(z) the probability ofz. For
instance, let the eventbe the set of all computations in whietoccurs. In (c) its
probability isp(c) = 1/3 x 1/2+1/6 = 1/3.

When nondeterminism is present, the probability can vaepetding on how we
resolvethe nondeterminism. In other words we need to consider aifunc that,
each time there is a choice between different steps, selretsf them. By pruning
the non-selected steps, we obtain a fully probabilisticcasien treectree(M, <)
on which we can define the probability as before. For hisabrieasons (i.e. since
nondeterminism typically arises from the parallel openatie functiors is called
scheduler

It should then be clear that the probability of an event iatret to the particular
scheduler. We will denote by.(x) the probability of the event under the sched-
uler¢. For example, consider (a). We have two possible scheddétesmined by
the choice of the step is. Under one scheduler, the probability« 1/2. Under
the other, it is2/3 x 1/2 4+ 1/3 = 2/3. In (b) we have three possible schedulers
under which the probability of is 0, 1/2 and1, respectively.

2.2 Anonymity systems

The concept of anonymity is relative to the set of anonyma@essiand to what
is visible to the observer. Hence, following [17,16] we sifisthe actions of the
automaton into the three sets B andC' as follows:

e Aisthe set of the anonymous actias= {a(i) | i € I} wherel is the set of the
identities of the anonymous users anid an injective function fronT to the set
of actions, which we calibstract actionWe also call the paif/, a) anonymous
action generator

e Bisthe set of the observable actions. We will s, .. . to denote the elements
of this set.

e (' isthe set of the remaining actions (which are unobservable)

2 In the infinite case things are more complicated: we canrfit@la probability measure
for all sets of execution, and we need to consider as eveotdpaoc-field generated by
the conesof etree(M). However, in this paper, we consider only the finite case.



Note that the actions idl normally are not visible to the observer, or at least, not
for the part that depends on the identityHowever, for the purpose of defining
and verifying anonymity we model the elementsAfs visible outcomes of the
system.

Definition 1 An anonymity systemis atuglé/, I, a, B, Z, p), whereM is a prob-
abilistic automaton(/, a) is an anonymous action generatd,is a set of observ-
able actions/ is the set of all possible schedulers faf, and for every, € Z, p.
is the probability measure on the event space generatedrby( M, <).

For simplicity, we assume the users to be the only possibiees®f nondetermin-
ism in the system. If they are probabilistic, then the sysgefully probabilistic,
henceZ is a singleton and we omit it.

We introduce the following notation to represent the evehtaterest:

e a(1) : all the executions imtree(M, ¢) containing the action(7);

e «: all the executions irtree(M, <) containing an action(:) for an arbitraryi;

e o : all the executions iretree(M, ) containing the sequence of observable ac-
tionso (whereo is of the formb, b, . . . b, for someby, bs, ..., b, € B). We denote
by O (observablesthe set of alb’s of interest.

We use the symbols, N and— to represent the union, the intersection, and the
complement of events, respectively.

We wish to keep the notion of observables as general as pedsilh we still need
to make some assumptions on them. First, we want the obdesvalbe execution-
disjoint events, in the sense that no execution can contahmdy ando, if o; # 0,.
Second, they must cover all possible outcomes. Third, asreableo mustindicate
unambiguously whetherhas taken place or not, i.e. it either implie®r it implies
—a. In set-theoretic terms it means that eithés a subset of or of the complement
of a. Formally? :

Assumption 1 (on the observables)
(1) Vs € Z.Yoy,00 € O. 01 # 03 = p.(01U03) = p(01) + pc(02)
() Vs e Z. p(0)=1
() Vs € Z.Yo € O. (ps(oNa)=p(0)) V pi(oN—-a)= po)

Analogously, we need to make some assumption on the anorsyaations. We
consider first the conditions tailored for the nondeterstiniusers: each scheduler

3 Note that the intuitive explanations here are stronger tharcorresponding formal as-
sumptions because, in the infinite case, there could bemaal-sets of measure 0. How-
ever in the case of anonymity we usually deal with finite sdesaln any case, these formal
assumptions are enough for the ensuring the propertiesearibnymity notions that we
need in this paper.



determines completely whether an action of the fa(in) takes place or not, and in
the positive case, there is only one suchRormally:

Assumption 2 (on the anonymous actions, for nondeternaiséers)

Vo€ Z. pla) =0V (el (pla(t)) =1 ANVjel j#i= pdla(j))=0))
We now consider the case in which the users are fully proiséibilThe assumption
on the anonymous actions in this case is much weaker: we eglyire that there

be at most one user that performs.e. a(i) anda(j) must be disjoint for # j.
Formally:

Assumption 3 (on the anonymous actions, for probabilisters)

Vi,j €I i#j = pla() Ua(j)) = pla(i)) + pla(s))

2.3 Strong probabilistic anonymity

In this section we recall the notion of strong anonymity egd in [2].

Let us first assume that the users are nondeterministicitiigly, a system is
strongly anonymous if, given two schedulerand® that both choose (saya(i)
anda(y), respectively), it is not possible to detect from the prolistic measure
of the observables whether the scheduler has beem (i.e. whether the selected
user was or j).

Note that¢ chooses: if and only if p.(a) = 1 or, equivalently, if and only if
pc(a(i)) = 1 for somei.

Definition 2 A system(M, I, a, B, Z, p) with nondeterministic users is anony-
mous if

Vs, 0 € Z. Yo € O. p.(a) = pg(a) =1 = p(0) = py(0)
The probabilistic counterpart of Definition 2 can be forreadl using the concept

of conditional probability Recall that, given two eventsandy with p(y) > 0, the
conditional probability ofr giveny, denoted by (x | y), is equal top(z N y)/p(y).

Definition 3 A system{M, I, a, B, p) with probabilistic users is anonymous if

Vi,j € 1.¥o € O. (p(a(i)) > 0 A p(a(j)) > 0) = p(o]a(i)) = po]a(j))

The notions of anonymity illustrated so far focus on the pimlity of the observ-
ables. More precisely, it requires the probability of the@ivables to be indepen-



dent from the selected user. In [2] it was shown that Definias equivalent to
the notion adopted implicitly in [3], and callezbnditional anonymityn [9]. As
illustrated in the introduction, the idea of this notionhgit a system is anonymous

if the observations do not change the probability of ég’s. In other words, we
may know the probability ofi(i) by some means external to the system, but the
system should not increase our knowledge about it.

Proposition 4 ([2]) A system(M, I, a, B, p) with probabilistic users is anony-
mous iff

VieI.Voe€ O. p(lona) >0 = p(a(i)]|o) = p(a(i)]|a)

Note 1 To be precise, the probabilistic counterpart of Definitiosi®uld be stronger
than that given in Definition 3, in fact it should be indepemdeom the probabil-
ities of the users to perform the action of interest, like Di&én 2 is. We could
achieve this by assuming the system to be parametric wigeots$o the probabil-
ity distribution of the users, and then require the formudnold for every possible
distribution. Proposition 4 should be modified accordingly

Note 2 The large number of anonymity definitions often leads tousiah. In the
rest of the paper we will refer to Definition 3 &gtrong) probabilistic anonymityy
conditional anonymityve will refer to the condition in Proposition 4 which corre-
sponds to the definition of Halpern and O’Neill ([9]). Finglby strong anonymity
we will refer to the corresponding definition in [9] which cle expressed as:

Vi,j € I.¥o € O : p(a(i) | o) = p(a(j) | o) 1)

3 Probable Innocence

Strong and conditional anonymity are notions which are isddficult to achieve
in practice. For instance, in the case of protocols like Ggvihe originator needs
to take some initiative, thus revealing himself to the a¢aavith greater probabil-
ity than the rest of the users. As a result, more relaxeddeMehnonymity, such as
probable innocence, are provided by real protocols.

Probable innocence is verbally defined by Reiter and Ruliif]f[as “the sender
(the user who forwards the message to the attacker) appean®re likely to be
the originator than not to be the originator”. Two differapproaches to formalize
this notion exist. The first focuses on the probability of dieservables and con-
straints the probability of detecting a user. The seconddes on the probability
of the users and constraints the attacker’s confidencehibaddtected user is the
originator.

In this section we first present the Crowds protocol. Then weuss the two exist-



ing definitions in literature, corresponding to the apphescabove, and we argue
that each of them has some shortcoming: the first does not satsfatory when
the system is not symmetric. The second depends on the tseirspobability to
perform the action) while, intuitively, anonymity should b property of the proto-
col only. In Section 4 we will present a new definition whichrdaines the spirit of
the existing ones, and that at the same time overcomes tlve ahortcomings.

3.1 The Crowds protocol

This protocol, presented in [15], allows Internet usersadgrm web transactions
without revealing their identity. The idea is to randomlyt® the request through
a crowd of users. Thus when the web server receives the teupieees not know
who is the originator since the user who sent the requesettedhver is simply for-

warding it. The more interesting case, however, is when t@clar is a member of
the crowd and participates in the protocol. In this case thygator is exposed with

higher probability than any other user and strong anonyatynot be achieved.
However, it can be proved that Crowds provides probabledance under certain
conditions.

More specifically a crowd is a group @t users who participate in the protocol.
Some of the users may be corrupted which means they can cdtabin order
to reveal the identity of the originator. Letbe the number of such users and

a parameter of the protocol, explained below. When a uskedcte initiator or
originator, wants to request a web page he must cregtlabetween him and the
server. This is achieved by the following process:

e The initiator selects randomly a member of the crowd (pdgdibmself) and
forwards the request to him. We will refer to this latter uaetheforwarder.

o Aforwarder, upon receiving a request, flips a biased coirth\Wiobabilityl —p
he delivers the request directly to the server. With prdiighi; he selects ran-
domly, with uniform probability, a new forwarder (possildtymself) and for-
wards the request to him. The new forwarder repeats the sesnegure.

The response from the server follows the same route in thesifgpdirection to
return to the initiator. It must be mentioned that all commsation in the path is
encrypted using path key mainly to defend against local eavesdroppers (see [15]
for more details). In this paper we are interested in attpekformed by corrupted
members of the crowd to reveal the initiator's identity. Eamember is consid-
ered to have only access to the traffic routed through himescannot intercept
messages addressed to other members.

10



3.2 Definition of probable innocence

3.2.1 First approach (limit on the probability of detectjon

Reiter and Rubin ([15]) give a definition which considers thebability of the
originator being observed by a corrupted member, that isgodirectly before him
in the path. Letl denote the event “the originator is observed by a corruptechm
ber” andH;, the event “at least one corrupted member appears in the.gdtbh
probable innocence can be defined as

p(I|Hyy) <1/2 (2)

In [15] it is proved that this property is satisfied by Crowfls i> pfffl/Q (c+1).

For simplicity, we suppose that a corrupted user will notand a request to other
crowd members, so at most one user can be observed. Thisagapgsoalso fol-
lowed in [15,21,24] and the reason is that by forwarding #guest the corrupted
users cannot gain any new information since forwarderstawean randomly.

We now express the above definition in the framework of thigepdéSection 2.2).
Sincel = H,, we havep(I |Hy;) = p(I)/p(Hy4). If A; denotes that “useris
the originator” andD; is the event “the userwas observed by a corrupted member
(appears in the path right before the corrupter member)i thé) = >, p(D; A
A;) =3 p(D; | Ai)p(A;). Sincep(D; | A;) is the same for all then the definition
(2) can be writtetVi : p(D; | A;)/P(Hy4) < 1/2.

Let A be the set of all crowd members a@d= {o; | i € A} the set of observables.
Essentiallya(i) denotesA; ando; denotesD;. Note thatD; is an observable since

it can be observed by a corrupted user (remember that cedwsers share their
information). Also leth = V,-4 0;, meaning that some user was observed. The
definition (2) can now be written:

Vie A:po;]a(i)) < =p(h) 3)

N —

Thisis indeed an intuitive definition for Crowds. Howevegith are many questions
raised by this approach. For example, we are only interastdte probability of
one specific event, what about other events that might ratheaidentity of the
initiator? For example the evenb; will have probability greater thap(h)/2, is
this important? Moreover, consider the case where the pitityaof o, under a
different initiator; is negligible. Then, if we obserwg, isn’t it more probable that
user: sent the message, evemnib; | a(i)) is less tharp(h)/2?

If we consider arbitrary protocols, then there are casesevihe condition (3) does
not express the expected properties of probable innoc¥vegive two examples
of such systems in Figure 2 and we explain them below.

11



Q Proxy
Crowd of T
m-1 users :
@ Web Server
01 02 Om

[T — a(1)| 2/3 1/6 1/6
a(2)] 2/3 1/6 1/6
a(3)| 2/3 1/6 1/6

m-1 Crowd

Fig. 2. Examples of arbitrary (non symmetric) protocolse Malue at position, j repre-
sentsp(o; | a(i)) for useri and observable;.

Example 5 On the left-hand side of Figure #; users are participating in a Crowds-
like protocol. The only difference, with respect to the dand Crowds, is that user
1 is behind a firewall, which means that he can send messagesytother user
but he cannot receive messages from any of them. In the pondsg table we
give the conditional probabilities(o, | a(i)), where we recall that; means thay

is the user who sends the message to the corrupted membei(iamdeans thai

is the initiator. When user 1 is the initiator the probabylf observing him ismf—pf

(there is ac/m chance that user 1 sends the message to a corrupted userened th
is also a chance that he forwards it to himself and sends itdoraupted user in the
next round). All other users can be observed with the sameghitity .. When any
other user is the initiator, however, the probability of ebang user 1 is 0, since
he will never receive the message. In fact, the protocollvéhave exactly like a
Crowd ofm — 1 users as it is shown in the table.

Note that Reiter and Rubin’s definition (3) requires the diagl of this table to
be less tharp(h)/2. In this example the definition holds provided that— 1 >
pf’jfm(c + 1). In fact, for all usersi # 1, p(o; | a(i)) is the same as in the original
Crowds (which satisfies the definition) and for user 1 it i;esmaller. However, If
a corrupted member observes user 1 he can be sure that heirgtih®or since no
other initiator leads to the observation of user 1. The pewblhere is that Reiter
and Rubin’s definition constraints only the probability @telction of user 1 and
says nothing about the attacker’s confidence in case of tietedVe believe that
totally revealing the identity of the initiator with non-glegible probability is un-
desirable and should be considered as a violation of an amotyynotion such as

probable innocence.

12



Example 6 On the right-hand side we have an opposite counter-exanipiee
users want to communicate with a web server, but they canamalyss it through a
proxy. We suppose that all users are honest but they do nsttttne proxy so they
do not want to reveal their identity to him. So they use thiefohg protocol: the
initiator first forwards the message to one of the users 1,@2Zawith probabilities
2/3,1/6 and 1/6 respectively, regardless of which is the initiator. Therus@o
receives the message forwards it to the proxy. The proligsilof observing each
user are shown in the corresponding table. Regardless aflwhithe initiator, user
1 will be observed with probability/3 and the others with probability/6 each.

In this example Reiter and Rubin’s definition does not haeldei(o; | a(1)) > 1/2.

However all users produce the same observables with the peohabilities hence
we cannot distinguish between them. Indeed the systemmgsttanonymous (Def-
inition 3 holds)! Thus, in the general case, we cannot ad8paé the definition of
probable innocence since we want such a notion to be impliesirbong anonymity.

However, it should be noted that in the case of Crowds theitlefirof Reiter and
Rubin is correct, because of a special symmetry propertheptotocol. This is
discussed in detalil in Section 4.1.

Finally, note that the above definition does not mention tiedability of the users
to be the originator. It only considers such events as camditin the conditional
probability of the evenb; given thati is the originator The value of such condi-
tional probability does not imply anything for the user, higiht have a very small
or very big probability of initiating the message. This is ajor difference with

respect to the next approach.

3.2.2 Second approach (limit on the attacker’s confidence):

Halpern and O’Neill propose in [9] a general framework fofiniag anonymity
properties. We give a very abstract idea of this framewoeétaited information
is available in [9]. In this framework a system consists ofraug of agents, each
having a local state at each point of the execution. The ktes contains all infor-
mation that the user may have and does not need to be exptieitihed. At each
point (r,m) useri can only have access to his local staten). So he does not
know the actual pointr, m) but at least he knows that it must be a pdirt m')
such that/(m') = r;(m). Let K;(r,m) be the set of all these points. If a formula
¢ is true in all points ofi;(r, m) then we say that knows¢. In the probabilistic
setting it is possible to create a measure/g(r, m) and draw conclusions of the
form “formula ¢ is true with probabilityp”.

To define probable innocence Halpern and O’Neill first defirferenula 6(i, a)
meaning “usel performed the event’. We then say that a system has probable
innocence if for all point$r, m), the probability of(i, a) in this point for all users

Jj (that is, the probability that arises by measurikigr, m)) is less that one half.
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This definition can be expressed in the framework of Secti@nThe probability

of a formulag for user; at the point(r, m) depends only on the sét; (r, m) which
itself depends only on;(m). The latter is the local state of the user, that is the only
things that he can observe. In our framework this correspéodhe observables
of the probabilistic automaton. Thus, we can reformulagedéfinition of Halpern
and O’'Neill as:

Vie I,VYoe O:pla(i)]o) <1/2 4)

This definition is similar to the one of Reiter and Rubin but tiee same. The
difference is that it considers the probability that, giweoertain observation, the
user has performed the action of interest, not the oppdfites probability is less
that one half then intuitively appear less likely to have performedthan not to.

The problem with this definition is that the probabilitiestbé users are not part

of the system and we can make no assumptions about them.déof®i example

the case where we know that userisits very often a specific web site, so even

if we have 100 users, the probability that he performed aesqto this site is
0.99. Then we cannot expect this probability to become leas bne half under

all observations. A similar remark about strong anonynatyHalpern and O’Neill

to define conditional anonymity. If a uséhas higher probability of performing

the action than userthen we cannot expect this to change because of the system.
Instead we can request that the system does not provide anpfoemation about

the originator of the action.

4 A new definition of probable innocence

In this section we give a new definition of probable innocetina combines the
spirit of the two existing ones. The spirit of Reiter and Rubdefinition is to con-
straint the probability of detection of a user, which is capt in our Definition
8. The spirit of Halpern and O’Neill’s definition is to conaitn the attacker’s con-
fidence, which is captured in our Definition 7. The new defimtcombines both
spirits in the sense that Definitions 7 and 8 are equivaleotelver it overcomes
the shortcomings discussed in previous section, namealgas not depend on the
symmetry of the system and it does not depend on the useltsabpilgies. We also
show that our definition is a generalization of the existing®since it can be re-
duced to them under the assumption of symmetry for the finstpuniform users’
probability for the second.

One of the goals of the new definition is to abstract from thebpbilities of the
users to perform the action of interest. These probats|iaéhough they affect the
probability measure of the anonymity system, are not part of the protocol and
can vary in different executions. To model this fact,ddie a probability measure
on the setl of anonymous users. Then, we suppose that the anonymignsyst
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equipped with a probability measusg, which depends on, satisfying the follow-
ing conditions:

pula(i)) = u(i) (5)
pu(o|a(i)) =puw (o] ali)) (6)

for all users;, observables and user distributions, v’ such that(i) > 0,/(i) >

0. Condition (5) requires that the selection of user is madegube distribution:.
Condition (6) requires that, having selected a user, theahligsion+ does not affect
the probability of any observabde In other words: is used to select a user and only
for that. This is typical in anonymity protocols where a useselected in the begin-
ning (this models the user’s decision to send a messagehandbme observables
are produced that depend on the selected user. We will déygtéo | a(i)) the
probabilityp, (0| a(i)) under some: such that.(z) > 0.

In general we would like our anonymity definitions to rangeiall possible values

of u since we cannot assume anything about the probabilitié®afders to perform
the action of interest. Thus, Halpern and O’Neill’s defimiti(4) should be written:
YuViYo : pu(a(i)| o) < 1/2 which makes even more clear the fact that it cannot
hold for all u, for example if we take:(i) to be very close to 1. On the other hand,
Reiter and Rubin’s definition contains only probabilitifstioe form p(o|a(7)).
Crowds satisfies condition (6) so these probabilities aslependent from.

In [9], where they define conditional anonymity, Halpern @deill make the

following remark about strong anonymity. Since the probts of the users to
perform the action of interest are generally unknown we oamxpect that all
users appear with the same probability. All that we can ensuthat the system
does not reveal any information, that is that the probabditevery user before
and after making an observation should be the same. In otbetsythe fraction
between the probabilities of any couple of users should eatrie, but should at
least remain the same before and after the observation.

We apply the same idea to probable innocence. We start bytireyurelation (4) as

N RIE
vieAVoe Oz o ) o) (7)

As we already explained, if(z) is very high then we cannot expect this fraction to
be less than 1. Instead, we could require that it does noassrghe corresponding
fraction of the probabilities before the execution of thetpcol. So we generalize
condition (7) in the following definition.

Definition 7 A systen(M, I, a, B, p,) has probable innocence if for all user dis-
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tributionsu, usersi € I and observables € O, the following holds:

L puald) pulali)|0)
= Vs a() = pulVymali) ]

wheren = |I| is the number of anonymous users.

In probable innocence we consider the probability of a usgrerform the action

of interst compared to the probability of all the other ugegether. Definition 7
requires that the fraction of these probabilities afterekecution of the protocol
should be no bigger tham — 1 times the same fraction before the execution. The
n— 1 factor comes from the fact that in probable innocesmmenformation about
the sender’s identity is leaked. For example, if users aifemly distributed, each

of them has probability /n before the protocol and the sender could appear with
probability 1/2 afterwards. In this case, the fraction between the senddmtn
other users is- before the protocol and becomes 1 after. Definition 7 stéiss t
this fraction can be increased, thus leaking some infoonatiut no more than

n — 1 times.

Definition 7 generalizes relation (4) and can be applied sesavhere the distribu-
tion of users is not uniform. However it still involves theopabilities of the users
to perform the action of interest, which are not a part of fretesn. What we would
like is a definition similar to Def. 3 which involves only prabilities of events that
are part of the system. To achieve this we rewrite Definitiarsing the following
transformations. For all users we assume &t > 0. Users with zero probability
to perform the action could be removed from Definitibbefore proceeding.

L ma) L pue@]o)
( 1) j#lpu(a(j)) > jzipulalj) | o) =
pula(i) S —
(n — 1) >isipalald)) ~ > %()P)u(a(ﬂ)) <
n—l Zpu pu(a(]))>pu Zp“
J#i 7

We obtain a lower bound of the left clause by replacingoalb | a(j)) with their
minimum. So we require that

(1= D in{palo] o)} pla) 2 pulo o) Traali) & @)
(n—Dgngﬂawﬂzpdd&@) ©

Condition (9) can be interpreted as follows: for each olealr; the probability that
user; performs the action should be balanced by the correspomdoizabilities of
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the other users. It would be more natural to have the sum ¢f, &ll| a(j)) at the

left side, in fact the left side of (9) is a lower bound of thisrs However, since the
probabilities of the users are unknown, we have to consigetworst” case where
the user with the minimum,, (o | a(j)) has the greatest probability of appearing.

Finally, condition (9) is equivalent to the following defiion that we propose as a
general definition of probable innocence.

Definition 8 A system M, I, a, B, p,) has probable innocence if for all observ-
ableso € O and for all users;, j € I:4

(n—1)po]a(j)) = p(o] a())

The meaning of this definition is that in order fay(a(i))/p.(V,.; a(j)) toincrease

at most byn—1 times (Def. 7), the corresponding fraction between the glodhies

of the observables must be at mast 1. Note that in probabilistic anonymity (Def.

3) p(o]a(i)) andp(o|a(j)) are required to be equal. In probable innocence we
allow p(o| a(7)) to be bigger, thus losing some anonymity, but no more thanl
times.

Definition 8 has the advantage of including only the probtd of the observables
and not those of the users, similarly to the Definition 3 ofgatailistic anonymity.
It is clear that Definition 8 implies Definition 7 since we stgghened the first
to obtain the second. Since Definition 7 considers all pésslistributions of the
users, the inverse implication also holds.

Proposition 9 Definitions 7 and 8 are equivalent.

Proof Def. 8= Def. 7 is trivial, since we strengthen the second to obtagitist.
For the inverse suppose that Def. 7 holds but Def. 8 does adhese exist users
k,l and observable such thatn — 1)p,(o|a(k)) < pu(o|a(l)). Thus there exist
ane > 0 s.t.

(n = D(pulo]a(k)) +€) < pulofa(l)) (10)

Def. 7 should hold for all user distributiomsso we select one which assigns a very
small probabilitys to all users except, [. That isu(i) = ﬁw # k, 1. From Def.
7 (fori = k) we have:

4 Remember thap, (o | a(i)) is independent fromx so we can take any distribution such
thatu(i) > 0, for example a uniform one.
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(n = D(pula(k))pulo]|alk)) +

S Gpu(o] a(§))) = pulo] all)) (8 + pula(k)) " L= (11)
J#£k
(n = 1)(pu(alk))pu(o] a(k)) +6) > pu(o] all)) (8 + pu(a(k))

pa(alk))pu(o| a(k)) + 5> (pu(o] alk)) + )(6 + pulalk)) =
5(1 = pulo] a(k)) — € > epy(a(k)) &

epu(a(k))
1 _ pulola@)

n—1

5> (12)

If n > 2 then the right side of inequality 12 is strictly positive $dasisufficient to
take a smalled and end up with a contradiction. #f = 2 then there are no other
users except, [ and we can proceed similarly. O

Example 10 Recall now the two examples of Figure 2. If we apply Defini8da
the first one we see that it doesn't hold sifee— 1)p(o; | a(2)) = 0 # T
p(o1 |a(1)). This agree with our intuition of probable innocence beinglated
when user 1 is observed. In the second example the definiiols Bincev:, j :
p(o;|a(i)) = p(oj|a(y)). Thus, we see that in these two examples our definition

reflects correctly the notion of probable innocence.

4.1 Relation to other definitions

4.1.1 Definition by Reiter and Rubin

Reiter and Rubin’s definition can be expressed by the camd{f). It considers
the probabilities of the observables (not the users) aretjitires that for any user
which originates the message, a special observable, myneg the detection of
the user by a corrupted member, has probability lessfvayy2. As we saw at the
examples of Figure 2 what is important is not the actual godityaof an observ-
able when a specific user is the originator, but its relatiath the corresponding
probabilities when the other users are the originators.

However in Crowds there are some important symmetriest &irall the number

of the observables is the same as the number of users. Fousachthere is an
observabler; meaning that the useéris observed. When is the initiator,o; has
clearly a higher probability than the other observablesvéier, since forwarders
are randomly selected, the probability @fis the same for all # i. The same
holds for the observables; is more likely to have been performed bhyHowever

all other userg +# i have the same probability of producing it. These symmetries
can be expressed as:
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Vi € IVk,1# i : plog| a(i) = plor | a(i) (13)
plo] a(k)) =p(o; | a(l)) (14)

Because of these symmetries, we cannot have a situatiolasstothe ones of Fig-
ure 2. On the left-hand side, for example, the probabiliy; | «(2)) = 0 should
be the same ag(o3 | a(2)). To keep the valu® (which is the reason why prob-
able innocence is not satisfied) we should héeverywhere in the row (except
p(02 | a(2))) which is impossible since the sum of the row shouldpog) and

ploz|a(2)) < p(h)/2.

So the reason why probable innocence is satisfied in Crowdstithe fact that
observing the initiator has low probability (what definiti¢2) ensures) by itself,
but the fact that definition (2), because of the symmetngcdsithe probability of
observing any of the other users to be high enough.

Note that the number of anonymous uselis not the same as the number of users
m in Crowds, in facth = m — ¢ wherec is the number of corrupted users.

Proposition 11 Under the symmetry requirements (13) and (14), Definitios 8 i
equivalent to the one of Reiter and Rubin.

Proof Due to the symmetry it is easy to see that there are only twsilplesvalues
for p(o; | a(j)). Namely wherni is the sender, the probability to obseiis the same
for all ;. Similarly the probability of observing a different use i is the same for

all j. So
‘ ¢ ifi=j
ploi|a(j)) = o
x ifi#y
Note thatp + (n — 1)x = p(h). So Def. 8 foro; becomes

which corresponds to Reiter and Rubin’s definition. 0.

4.1.2 Definition of Halpern and O’Neill

One of the motivations behind the new definition of probahleicence is that it
should make no assumptions about the probabilities of teesuf we assume a
uniform distribution of users then it can be shown that odimiteon becomes the
same as the one of Halpern and O’Neill.
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Strong anonymity (HO) Conditional anon. (HO) Probabitisthon. (Def. 3)

uniform

pla(i)[o) = pa(j)[0) <= pla(i)[o) = pla(i)|a) <= plo|al(i)) = plo]a(j))

U 4

Probable Inn. (HO) Probable Inn. (Def. 7) Probable Inn. (Bgf
1/2> plali)|o) EE Loyl > OO s (n—1)p(o]a(j)) = plo] a(i))

p(Va(3) = p(Va@)]o)

{ if symmetric
Probable Inn. (RR)
p(h)/2 = p(o; ] a(i))

Probabilities before and
after the observation

Probabilities of users

Fig. 3. Relation between the various anonymity definitions

Proposition 12 The definition of Halpern and O’Neill can be obtained by Defini
tion 7 if we consider a uniform distribution of users, thatislistribution« such
thatVvi,j € I : u(i) =u(j) = 1/n.

Proof Trivial. Since all users have the same probability theére 7 : p(a(i))
1/n and the left side of definition 7 is equal 1o

oo

Note that the equivalence of Def. 7 and Def. 8 is based on ttetiat the former
ranges over all possible distributionsThus Def. 8 is strictly stronger than the one
of Halpern and O’Neill.

4.1.3 Probabilistic anonymity

It is easy to see that strong anonymity (equation (1)) ingdHalpern and O’Neill’s
definition of probable innocence. Definition 8 preservesstirae implication in the
case of probabilistic anonymity.

Proposition 13 Probabilistic anonymity implies probable innocence (Digfom
8).

Proof Trivial. If Definition 3 holds therp(o | a(j)) = p(o | a(i))Vo, 1, j. O

The relation between the various definitions of anonymitgusimarized in Fig-
ure 3. The classification in columns is based on the type digbitities that are
considered. The first column considers the probability &edent users, the sec-
ond the probability of the same user before and after an easen and the third
the probability of the observables. Concerning the linesfirst corresponds to the
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strong case and the second to probable innocence. It isfetearthe table that
the new definition is to probable innocence as conditionahgmity is to strong
anonymity.

5 Protocol Composition

In protocol analysis, it is often easier to split complextpowls in parts, analyze
each part separetely and then combine the results. In ttii®saeve will consider
the case where a protocol is “repeated” multiple times buhwnly one user-
selection phase in the beginning. This situation ariseswameattacker can force a
user to repeat the protocol many times. We will examine tlomamity guarantees
of the resulting protocol with respect to the existing ortgaming a general result
for a class of attacks that appear in protocols such as Crowds

First, we define the “sequential composition” of two anonyrsiystems.

Definition 14 LetA; = (M, I, a1, B1,p1), As = (Ms, I, as, Bs, p2) be two anonymity
systems with the same set of anonymous usdrsesequential compositioof A,
and A,, denoted asi;; A, is an anonymity systefd/, I, a, B, p) such that:

exec(M) Cexec(M;) x exec(Ms) (15)
a;l(€)=ay' (&) V&EE € exec(M) (16)
p(o102 | a(i)) =pi(o1]a(i)) - p2(o2 | a(i)) Voioe € O1 x Oy (17)

whereezec(M) is the set of all executions tree(M), a; ! is the inverse function
of ¢; andO; is the set of observables df.

Intuitively, A;; A; emulatesA; in the beginning. Whemn!; terminates then it em-
ulatesA, but without re-selecting a user, keeping the same user thatselected

in A;. So the executions of;; A, are of the formt;&,, whereg; is an execution of

A;, with the constraint thaf;, £&; should correspond to the same user. Since the user
is selected once, the probability of the event, given a uset is the product of

the corresponding probabilities of each system. We arentetasted in the exact
structure of the automatal/, however it should be relatively simple to construct

it from M; and M.

Repetion is a special case of sequential composition whetwit systems are the
same.

Definition 15 Let A be an anonymity system. We definetheepetitionof A as
A™ = A;...; A mtimes.

Let A be an anonymity system ardd its set of observables. We will examine the

21



anonymity guarantees of™ with respect to the ones of. From Definition 3 and
equation (17) it is easy to conclude thét is strongly anonymous if and only #
is strongly anonymous too, which is expected since the fmibtyaof each single
event is the same under any user. However, the case of peoipaloicence is more
interesting since an event might have greater probabilityeu user; that under
userj.

Consider a system with three users, and one evevith probabilitiesp(o | a(1))

= 1/2 andp(o|a(2)) = p(o|a(3)) = 1/4. This system satisfies Definition 8 thus
it provides probable innocence. If we repeat the protocoltimes then the proba-
bilities for the evenbo will be p(oo| a(1)) = 1/4 andp(oo | a(2)) = p(oo|a(3)) =
1/16, but now Definition 8 is violated. In the original protocoktprobability ofo
under user 1 was two times bigger than the correspondingaprialy of the other
users, but after the repetition it became 4 times bigger agfthion 8 does not
allow it.

In the general case, the systetft satisfies (by definition) probable innocence if
(n—1p(o1...0ma(i)) >ploy...om|a(j)) Yoi,...,0m € O,Vi,j eI (18)

The following lemma states that it is sufficient to check aig events of the form
o...o (the same event repeatedtimes), and expresses the probable innocence of
A™ using probabilities ofA.

Lemma 16 Let A = (M, I, a, B, p) be an anonymity system,= |/| and O its set
of observable eventsl™ satisfies probable innocence if and only if:

(n—1)p"(o]a(i)) = p™(o]a(j)) Voe O,Vijel (19)
Proof (only if) We can use equation (18) with = ... = o,, = o and then

(17) to obtain (19). (if) We can write (19) a¥/n — 1p(o|a(i)) > p(o|a(y)). Let
o1, ...,0, be events, by applying this inequality to all of them we have:

¥/n = Tp(or | a(i)) > p(or| alj))

Un—1p(on, | a(i)) ip(om [a(7))

Then by multiplying these inequalities we obtain (18). O

Lemma 16 explains our previous example. The probability a(2)) = 1/4 was
smaller thamp(o | a(1)) = 1/2 but sufficient to provide probable innocence. But
when we raised these probabilities to the power of tiyd,6 was too small so
the eventoo whould expose user 1. In fact, if we allow an arbitrary numbkr
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repetitions equation (19) can never hold, unless the pibtyatf all events under
any user is the same, that is if the system is strongly anoogmo

Proposition 17 Let A be an anonymity system satisfies probable innocence
for all m if and only if A is strongly anonymous.

Proof We rewrite equation (19) as

s (PRl o
n 12<p(0|&(i))> Yoe O,Vi,j €l (20)

If A is strongly anonymous then by Definition @o |a(i)) = p(o]a(j)) for all
0,1, j S0 the right side of inequality 20 is 1 thus it always holds (fo> 2). Other-
wise there exisb, 7, j such thap(o|a(j)) > p(o|a(i)). So (20) cannot hold for all
m sincea™ — oo whenm — oo for a > 1. O

5.1 Multiple paths attack

As stated in the original paper of Crowds, after creatingn@oan path to a server, a
user should use the same path for all the future requests gathe server. However
there is a chance that some node in the path leaves the netwirkt case the user
has to create a new path using the same procedure. In theotywaohpaths cannot
be linked together, that is the attacker cannot know tha the same user who
created the two paths. In practive, however, such a linkccbealachieved by means
unrelated to the protocol such as the url of the server, tiee afathe request etc.
By linking the two requests the attacker obtains more olad#es that he can use
to track down the originator. Since the attacker also pa#dtes in the protocol he
could voluntarily break existing paths that pass through m order to force the

users to recreate them.

If C'is an anonymity system that models Crowds, thensthpaths version cor-
responds to then-repetition of C, which repeats the protoceh times without
re-selecting a user. From propositibh and since Crowds is not strongly anony-
mous, we have that probable innocence cannot be satisfiezlaflaw an arbitrary
number of paths. Intuitively this is justified. Even if theaatker sees the event
meaning that user 1 was detected (was right before a codwser in the path) it
could be the case (with non-trivial probability) that usew@s the real originator,
he sent the message to user 1 and he sent it to the attackeeveiow there are
ten paths and the attacker sees. . 0, (ten times) then it is much more unprobable

° Note that in order to have probable innocence (or strongyaniiy) p(o|a(i)) should
be non-zero for alb and: except from trivial systems where all observables have zero
probabilities. Thus, we consider only non-zero valuefor| a(7)).
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that all of the ten times user 2 sent the message to user 1 and tsthe attacker.
It appears much more likely that user 1 was indeed the ottigina

This attack had been foreseen in the original paper of Cramdsurther analysis
was presented in [24,20]. However our result is more gerseénak we prove that
probable innocence is impossible for any protocol thavadltmultiple paths”, in
other words that can be modeled asmamepetition, unless the original protocol is
strongly anonymous. Also our analysis is simpler since wendi need to calculate
the actual probabilities of any observables in a specifitopa.

6 Related Work

Anonymity and privacy have been an area of research for ev@idecades now,
with an increasing interest on the subject during the lasty®ars, resulting in a
great number of publications. The most related work to casswe already dis-
cussed in the introduciton and section 3, is the one of RaitdrRubin ([15]) and
the one of Halpern and O’Neill ([10]).

Apart from the above two, there are many papers in the andgymtliography in
which formal definitions of various notions of anonymity gieen. Schneider and
Sidiropoulos ([17]) propose a definition of anonymity basedCSP. Hughes and
Shmatikov ([12]) developed a modular framework to formal& range of prop-
erties (including numerous flavors of anonymity and priyacsing the notion of
function viewso represent a mathematical abstraction of partial knogdeaf a
function. Syverson and Stubblebine ([22]) introduce th&amoof group princi-
palsand an associated epistemic logic to axiomatize anonyinitshese papers,
possibilistic frameworks are used and it is not clear howdégnitions could be
extended in a probabilistic setting.

On the other hand, Bhargava and Palamidessi ([2]) proposebalpilistic defini-
tion of strong anonymity using the same framework as thisepaphe resulting
definition can be seen as the strong variant of Definition 8@, it implies Defi-
nition 8 as shown in section 4.1.3). Serjantov and Danet®)pnd Diaz et al ([6])
take an information theoretical approach by consideriegtitropyof the proaba-
bility distribution that the attacker assigns to the anoaysagents after observing
the system.

Finally, we should mention an interesting work by Evfimiavskal ([8]) on the
field of privacy preserving data mining. Their definition vegs that the proba-
bility of a private valuer; producing an outpug should be at mos{ times the
corresponding probability of a different valug. This is very close in spirit to our
definition of probable innocence.
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7 Conclusion

In this paper we have considered probable innocence, a watadarof anonymity
provided by real-world systems such as Crowds. We have zedlhe definitions
of probable innocence existing in literature, in particuthe one by Reiter and
Rubin which is suitable for systems which, like Crowds,sgtcertain symmetries,
and the one given by Halpern and O’Neill, which expressesralition on the
probability of the users.

Ouir first contribution is a definition of probable innocenchiah is (intuitively)
adequate for a general class of protocols, abstracts frenpribbabilities of the
users and involves only the probabilities that depend golelthe system. We have
shown that the new definition is equivalent to the existingsoonder symmetry
conditions (Reiter and Rubin) or uniform distribution okthisers (Halpern and
O’Neill).

A second contribution is the extension of the definition ask@ble innocence to
the case of protocol repetition, which is induced by muitipaths attacks. We
have shown a general negative result, namely that no priataacensure probable
innocence under an arbitrary number of repetitions.
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