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2 C. Gavoille, R. Klasing, A. Kosowski, �. Kuszner, A. Navarra1 IntrodutionTo olor the verties of a graph G means to give eah vertex a positive integer olorvalue in suh a way that no two adjaent verties get the same olor. In manypratial onsiderations, it is desirable to minimise the number of olors used.Many appliations ranging over ode assignment in wireless networks [2℄, shedul-ing problems [8,20℄, trak assignment in railway optimisation [4�6℄ and so forth, anbe solved by means of minimum oloring.If at most k olors are used, the result is alled a k-oloring. The smallestpossible positive integer k for whih there exists a k-oloring of G is alled thehromati number χ(G). It has to be remembered that even in a entralised setting,approximating χ(G) within a fator of n1−ε is an NP-hard problem, for any ε >
0 [26℄.In the ontext of distributed omputing, the performane of a graph oloringalgorithm on a system graph G is haraterised by at least two main parameters:the number of olors used by the algorithm to olor the graph G and the numberof rounds required to obtain a oloring. Designing a fast distributed algorithm (i.e.,an algorithm running within o(D) rounds where D is the diameter of the graph G)whih always uses a number of olors in some way bounded from above with respetto χ(G) appears to be di�ult; e.g., in [19℄ it is proved that oloring trees of diameter
D requires Ω(D) rounds even if we allow the algorithm to use √

∆ olors. For thisreason, it is natural to pose the problem of onstruting distributed algorithmshaving properties analogous to ertain entralised graph oloring heuristis, whihare known to work well in pratie. The lass of greedy algorithms onsidered hereinis of speial signi�ane due to the elegane of their formulation, and the number ofgraph lasses for whih they always produe optimal or near-optimal results.1.1 Preliminaries: Greedy Coloring in a Centralised SettingFor a given graph G and a sequene K of all its verties, K = (v1, v2, . . . , vn),we will use the term greedy oloring to desribe the following proedure of loallyminimal olor assignment:algorithm Greedy-Color(G, K):for v := v1 to vn dogive vertex v the smallest possible olor not used by anyof the already olored neighbours of v;Di�erent graph oloring algorithms are obtained by hoosing sequene K in a spei�way and then applying the Greedy-Color proedure. Below we brie�y reall some ofthe types of sequenes most often applied in pratie (f. [15, 16℄).� General Greedy (G) sequene: K is an arbitrarily hosen sequene of verties.� Largest-First (LF) sequene: K is formed by arranging the verties of graph
G in non-asending order of degrees.
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On the Complexity of Distributed Graph Coloring 3� Smallest-Last (SL) sequene: K is formed by iteratively removing a vertex ofminimal degree from the graph and plaing it at the end of K.All the onsidered algorithms obviously lead to orret olorings of the graph, butthe onverse does not hold � not every oloring of a graph an be obtained byapplying a spei� algorithm. We will all a oloring of a graph an A-oloring if itmay be obtained by means of greedy oloring with a sequene of some type A.Observe that all G-olorings have the muh desired loal minimality property de-sribed by Grundy [11℄, namely, no single vertex may have its olor value dereasedwithout a�eting the olor of some other (neighbouring) vertex. As a diret onse-quene, all G-olorings use not more than ∆ + 1 olors, with ∆ being the maximumvertex degree in G. LF-olorings and SL-olorings are speial types of G-olorings,thus they inherit this property.For graph lasses found in pratie greedy olorings obtained aording to spei�sequenes may admit even stronger bounds [16,22,25℄. For example, any SL-oloringof a planar graph uses not more than 6 olors, whereas any LF-oloring is optimal orwithin a �xed number of olors of the optimum for numerous graph lasses, inludingomplete k-partite graphs, aterpillars, rowns, and bipartite wheels [16℄.1.2 Model of Distributed ComputationWe onsider restrited variants of the vertex oloring problem in a distributed net-work, assuming the so-alled Linial model of omputation, whih is widely used inprevious researh on the subjet [3, 18, 19, 24℄. Suh a distributed network onsistsof a set V of proessors and a set E of bidiretional ommuniation links betweenpairs of proessors. It an be modeled by an undireted graph G = (V, E). Wedenote n = |V |.Verties are identi�ed by means of unique labels. Eah vertex has its loalstate, desribed by a ertain number of integer variables. The system funtionsin so-alled synhronized rounds, onsisting of three steps: a vertex �rst reads itsown loal state variables and the loal state variables of all its neighbours, thenperforms an arbitrary amount of loal omputations, and �nally updates its loalstate variables aordingly.Although loal omputations are unbounded, the ase of randomised algorithms,i.e, algorithms that an make use of a so-alled oin-�ip funtion, is usually sepa-rately studied. Setion 4 is devoted to suh a variant.In all further onsiderations we assume that two global parameters are known toall verties: some onstant-fator upper bounds on the number of verties n and onthe maximum vertex degree ∆. This assumption is used only to provide a simplemehanism for exeuting subroutines of known omplexity with respet to n and ∆and waiting a known number of rounds for their ompletion.For onveniene of notation, we will assume that the speial loal state variable calways stores the outome of the algorithm; for example, in a oloring proess, c(v)is the olor value assigned to vertex v. The algorithm is onsidered to be ompletewhen the values of all variables c are orretly set and the algorithm will not modifythem in any subsequent round.RR n° 0123456789



4 C. Gavoille, R. Klasing, A. Kosowski, �. Kuszner, A. NavarraFor eah vertex v de�ne its neighborhood N(v) = {u : {u, v} ∈ E} and vertexdegree degG(v) = |N(v)|. The maximum degree among all verties in G is denotedby ∆ = max
v∈V

{degG(v)}. In order to distinguish among neighbours of higher degree,we will use the symbol N≥(v) = {u ∈ N(v) : deg(u) ≥ deg(v)} and similarly
N>(v) = {u ∈ N(v) : deg(u) > deg(v)}. The distane-d neighbourhood Nd(v) ofvertex v is de�ned as the set of all verties at a distane between 0 and d from v.For any subset of verties S ⊆ V , we denote the subgraph of G indued by vertexset S as G[S]. The length of the shortest yle in graph G is known as its girth anddenoted by g(G).1.3 Problem De�nitionsIn this paper we onsider two variants of the graph oloring problem in a distributedsetting, those of obtaining a G-oloring and of obtaining an LF-oloring of the systemgraph, denoted G-COL and LF-COL respetively. As mentioned in the Subsetion 1.1,G-COL and LF-COL are re�nements of the problem of �nding a (∆ + 1)-oloring ofthe system graph G (simply denoted COL), and thus are not easier in the sense ofomputation time. In fat, G-COL and LF-COL are also not easier than the problemof �nding a maximal independent set in G (denoted MIS), sine for any G-oloringof G the set of all verties having olor 1 is learly a maximal independent set.Nevertheless, it is possible to put forward a de�nition of G-COL and LF-COLwhih demonstrates the loal nature of the imposed onstraints; for ompletenesswe provide loal formulations of COL and MIS as well.De�nition 1. The onsidered distributed problems are de�ned by the following on-straints on the loal variable c at any vertex v:
(∆ + 1)-Coloring (COL): c(v) ∈ {1, . . . , ∆ + 1} \ c(N(v)).Maximal Independent Set (MIS): c(v) 6= 0 ⇔ c(N(v)) = {0}.Greedy Coloring (G-COL): c(v) = min {1, . . . , ∆ + 1} \ c(N(v)).Largest-First Coloring ( LF-COL): c(v) = min {1, . . . , ∆ + 1} \ c(N≥(v)).The proof of the equivalene of the above de�nitions with the prior haraterisationsis straightforward. For the G-COL problem, onsider any G-oloring c of graph G,and an arbitrarily hosen vertex v. Sine at the time of oloring some of the ver-ties from N(v) are already olored and v obtains the minimum possible olor, wehave c(v) ≤ min {1, . . . , ∆ + 1} \ c(N(v)), but also c(v) /∈ c(N(v)) by the legality ofthe oloring, thus c(v) = min {1, . . . , ∆ + 1} \ c(N(v)). Conversely, given a set ofolor values ful�lling c(v) = min {1, . . . , ∆ + 1} \ c(N(v)) we an always onstruta orresponding sequene K for the Greedy-Color proedure simply by ordering ver-ties aording to non-dereasing values of c(v). For the de�nition of LF-COL theargument is analogous; an appropriate sequene K an be onstruted by order-ing verties aording to non-inreasing values of deg(v), breaking ties aording tonon-dereasing values of c(v).As a side note, it is interesting to observe that the problem of �nding an SL-oloring of graph G does not admit any loal de�nition. Indeed, when G is a ringINRIA



On the Complexity of Distributed Graph Coloring 5of even length, any suh oloring uses exatly 2 olors. Taking into aount thatthe 2-oloring of a ring requires Ω(n) rounds (f. e.g. [19℄), this means that �ndinga distributed SL-oloring of a graph may also require Ω(n) rounds; suh a problemis of little interest in a distributed setting. The same also holds for well-knownalgorithms with dynami sequenes, suh as DSATUR [15℄.1.4 State-of-the-art ResultsIn terms of n, the fastest distributed algorithm for MIS is 2O(
√

log n) [24℄. The samebound holds for COL, taking into aount the simple algorithm proposed by Johans-son [13℄ whih �nds a (∆+1)-oloring of an arbitrary graph by diret redution to oneiteration of any algorithm for MIS. The urrent best lower bound is only Ω(log∗ n)for COL [19℄ and Ω
(√

log n

log log n

) for MIS [17℄. The distributed time omplexity ofCOL and MIS is thus widely open.For the general graph oloring problem some extremely fast algorithms havebeen desribed. Linial in [19℄ gave an algorithm working in O(log∗ n) time but using
O(∆2) olors. Algorithms having strong bounds on the number of olors usually onlywork for some spei� graph lasses. For example in [10℄ a tehnique for oloringtriangle-free graphs using O(∆/ log ∆) olors was proposed, but the algorithm mayfail for some instanes of the problem (i.e., for some triangle-free graphs).To the best of our knowledge, the �rst distributed approah to greedy grapholoring was proposed by Panonesi and Rizzi [23℄ who used a forest deompositiontehnique to ahieve a oloring ful�lling the onstraints of G-COL in O(∆2 log∗ n)time. Reently an algorithm motivated by sequential LF-oloring was desribedin [12℄. Analysis shows that it runs in O(∆2 log n) time. The solution obtained bythis algorithm is always greedy (solving the G-COL problem), but does not satisfythe onstraints of the LF-COL problem for some instanes.1.5 Our ContributionWe provide lower and upper bounds on the time omplexity of Greedy Coloring(G-COL) and Largest First Coloring (LF-COL) with respet to Coloring (COL) andMaximal Independent Set (MIS).A summary of the results is ontained in Table 1. The obtained lower and upperbounds for the G-COL and LF-COL problems are expressed in terms of parameters nand ∆. In partiular, we prove a lower bound of Ω

(

log n

log log n

) for G-COL and Ω(
√

n)for LF-COL, an improvement upon the urrent MIS lower bound [17℄. We note thatour lower bounds also apply for randomized algorithms (f. Setion 4).The rest of the paper is organised as follows. The next setion provides lowerbounds for the onsidered problems. Upper bound results for deterministi algo-rithms an be found in Setion 3, while a disussion onerning upper bound resultsfor randomised algorithms an be found in Setion 4. Finally, Setion 5 providesonlusive remarks.
RR n° 0123456789



6 C. Gavoille, R. Klasing, A. Kosowski, �. Kuszner, A. NavarraLower bounds (deterministi and randomized)COL MIS G-COL LF-COL
Ω(log∗ n) [18℄ Ω

(√

log n
log log n

) [17℄ Ω
(

log n
log log n

) [Thm 5℄ Ω(
√

n) [Thm 6℄
Ω

(

log ∆
log log ∆

) [17℄ Ω(∆) [Thm 6℄Upper bounds (deterministi algorithms)COL MIS G-COL LF-COL
2O(

√
log n) [1, 24℄ 2O(

√
log n) [1, 24℄ 2O(

√
log n) [Thm 8℄ O(

√
n · TMIS) [Thm 12℄

O(∆ log n) [1℄
O(∆ + TCOL) [Pro 9℄ O(∆ + TCOL) [Pro 9℄ O(∆ · TMIS) [Thm 11℄

O(∆2 + log∗ n) [23℄ Upper bounds (randomised algorithms)COL MIS G-COL LF-COL
O(log n) [13, 21℄ O(log n) [21℄ 2O(

√
log n) [Cor 13℄ O(

√
n log n) [Cor 14℄

O(∆2 + log∗ n) [23℄ O(∆ + T RCOL) [Cor 13℄ O(∆ + T RCOL) [Cor 13℄ O(∆ log ∆ log n) [Cor 14℄Table 1: The time omplexity of Greedy Coloring and LF-Coloring with respetto other well-known problems, (∆ + 1)-Coloring and Maximal Independent Set,in the distributed setting. For a problem P, the notation TP (resp. T RP ) desribes aknown upper bound on the omplexity of an algorithm (resp. randomized algorithm)solving P.2 Lower Bounds2.1 The G-COL ProblemFor a given graph G, let CG(v) denote the set of all possible olors whih may beassigned to vertex v ∈ V , taken over all greedy olorings of G. For trees, we havethe following property.Lemma 1. Let T be a tree and v some vertex of T suh that the maximum distanefrom v to another vertex of T is d. Then max CT (v) ≤ d + 1.Proof. Consider an arbitrary greedy oloring of T . If a vertex vc reeives some olor
c > 1, then it must be adjaent to a vertex vc−1 whih is assigned olor c − 1. Byindution we easily prove that vc must be the endpoint of a path in T with c verties.Sine by assumption the longest path of T with one endpoint in v has d+1 verties,learly the olor assigned to v in the oloring annot exeed d + 1.
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On the Complexity of Distributed Graph Coloring 7Lemma 2. Suppose that there exists an n-vertex graph G suh that for some ℓ,
g(G) ≥ ℓ and χ(G) > ℓ/2. Then, there does not exist a distributed algorithm forthe G-COL problem whih olors all graphs of at most n verties in less than ℓ/2− 1rounds.Proof. Suppose that there exists a distributed algorithm A whih for all graphs ofat most n verties produes a greedy oloring cA in at most d rounds. Algorithm Amust be able to assign for any vertex v ∈ V a olor cA(v) ∈ CG(v), using informationabout the graph struture at distane at most d only. Thus, if for two graphs
G = (V, E) and G′ = (V ′, E ′) with distinguished verties v ∈ V , v′ ∈ V ′ we have
G[Nd(v)] = G′[Nd(v

′)], then the oloring of graph G produed by algorithm A hasthe property that cA(v) ∈ CG(v) ∩ CG′(v′).Now, let G be the graph of girth g(G) ≥ ℓ desribed in the assumption of thelemma. Let v ∈ V be arbitrarily hosen. We now apply the proven property forgraphs G and G′
v ≡ G[N ℓ

2
−1(v)] with verties v and v′ ≡ v, obtaining cA(v) ∈

CG(v) ∩ CG′

v
(v). However, the graph G′

v is learly a tree (sine it is ayli andonneted) and all verties of G′
v are at a distane of at most ℓ/2− 1 from v. Heneby Lemma 1 we obtain max CG′

v
(v) ≤ ℓ/2, and we onlude that for graph G,

cA(v) ≤ ℓ/2. Sine v was arbitrarily hosen, we have cA(v) ≤ ℓ/2 for all v ∈ V . Wehave thus obtained a oloring of G using at most ℓ/2 olors, whereas by assumptionthe hromati number χ(G) is larger than ℓ/2, a ontradition.Lemma 3 ([7℄). For all n, k ∈ N (4 ≤ k ≤ n) there exists an n-vertex graph G,suh that χ(G) ≥ k and g(G) ≥ 1
4

log n

log k
.Corollary 4. For all values of n ≥ 216 there exists a graph G of order n, suh that

χ(G) ≥ log n

log log n
and g(G) ≥ 1

4
log n

log log n
.Proof. For any given value of n ≥ 216, put k =

⌈

log n

log log n

⌉ in Lemma 3. We immedi-ately obtain that there exists a graph G of order n suh that the following onditionsare ful�lled:
χ(G) ≥ k =

⌈

log n

log log n

⌉

≥ log n

log log n
, (1)

g(G) ≥
⌈

1

4

log n

log k

⌉

≥ 1

4

log n

log log n − log log log n + 1
≥ 1

4

log n

log log n
, (2)whih ompletes the proof.Combining Corollary 4 with Lemma 2 (putting l = 1

4
log n

log log n
) we immediatelyobtain that for all values of n ≥ 216, no distributed algorithm an solve the G-COLproblem in less than 1

8
log n

log log n
− 1 rounds for all graphs of order at most n. Thus, wemay write the following theorem.Theorem 5. The distributed time omplexity of G-COL is Ω

(

log n

log log n

).
RR n° 0123456789



8 C. Gavoille, R. Klasing, A. Kosowski, �. Kuszner, A. Navarra2.2 The LF-COL ProblemTheorem 6. The distributed time omplexity of LF-COL is Ω (
√

n) and Ω(∆).Proof. Consider a family of graphs {Gd}d=4,5,6,... having n(Gd) = 5
2
d2 − 1

2
d + 1 and

∆(G) = 2d, whose representative is depited in Figure 1. Verties v0, v1, . . . , vd
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PSfrag replaements

K2d−1 K2d−3 K2d−5 K5 K3 K1

K1 Kd−4 Kd−3 Kd−2 Kd−1

vd vd−1 vd−2 v3 v2 v1 v0

K2K4K6K8K2d−2

Figure 1: A graph whih requires Ω(d) time to LF-olor in the distributed modelindue a path of length d. Some additional omponents are onneted to partiularverties to ensure that vertex vi obtains a olor d − i + 1 in eah LF-oloring of
Gd, that is omponent Kr depits a omplete graph with r verties and a boldline between suh a omponent and vi illustrates that eah of the verties of Kr isonneted to vi. Similarly, when two omponents Kr1

and Kr2
are onneted, eahvertex from Kr1

is onneted to eah vertex from Kr2
, thus forming a lique Kr1+r2

.We have deg(vi) = d + i, hene the verties of the path appear in the LF sequenein the order vd, vd−1, . . . , v1, v0. Moreover, we have |N>(vi)| = d − i, and it is easyto obtain indutively that in any LF-oloring of Gd the set of olors used in N>(vi)is {1, 2, . . . , d− 1}, hene the only possible olor for vi in an LF-oloring is d− i + 1.However, if vertex vd were to be removed from the graph, the olors of all otherverties of the path would derease by 1. Thus, we have shown that the olor of
v0 depends on the existene of vertex vd: if vd exists, v0 must obtain olor d + 1,otherwise it must obtain olor d. As verties vd and v0 are at a distane of d fromeah other, and information in our model an propagate only at the speed of onevertex per round, the oloring annot be ompleted in less than d rounds, and thelaim follows.3 Upper Bounds for Deterministi Algorithms
3.1 The G-COL ProblemWe reall after [1,24℄ that a (j, k)-deomposition of a graph G = (V, E) is a partition
{C1, C2, . . . } of V suh that the following onditions are ful�lled:

INRIA



On the Complexity of Distributed Graph Coloring 9� eah subgraph G[Ci], alled a luster, is onneted and of diameter at most j,� the so alled luster graph, obtained from G by ontrating eah Ci into onevertex, is vertex olored with at most k olors.Lemma 7. Given a (j, k)-deomposition of a graph, there exists a distributed O(j ·k)time algorithm for solving the G-COL problem.Proof. One the (j, k)-deomposition is given, we have a situation in whih the lus-tered graph is already olored (perhaps not greedily). The algorithm then proeedsaording to the assigned olors: �rst lusters of olor 1 are proessed in parallel,then lusters of olor 2 are proessed in parallel, and so forth. Inside eah luster,a leader is eleted in order to ollet all the information from the related luster.This operation learly requires O(j) rounds to retrieve all the information about theluster. The leader then greedily assigns a suitable olor to eah vertex of its lusterrespeting the greedy oloring property, i.e., eah vertex gets the smallest olor pos-sible with respet to its already olored neighbours from other lusters. Again thisrequires O(j) rounds. Note that lusters of olor 1 have no onstraints with respetto the other lusters. In the ase of lusters of olor 2, the greedy oloring maybegin only after waiting O(k) steps for all the neighbours from lusters of olor 1 tobe olored. Consequently, a oloring of the last lusters is omplete after O(j · k)rounds.The following theorem is obtained diretly from Lemma 7, taking into aountthe results of [24℄ where a (2O(
√

log n ), 2O(
√

log n ))-deomposition of any n-vertex graphis provided in 2O(
√

log n ) distributed time.Theorem 8. There exists a distributed algorithm for the G-COL problem runningin 2O(
√

log n ) time.Proposition 9. There exists a distributed O(∆+TCOL) algorithm for G-COL, where
TCOL denotes a known upper bound on the exeution time of an algorithm for theCOL problem in G.Proof. Suppose that a (∆+1)-oloring of graph G is already provided. This induesa partition of the vertex set into independent sets V = IS1 ∪ IS2 ∪ . . . ∪ IS∆+1. Itis easy to see that in the i-th round we an simultaneously assign the minimumpossible olor to all verties from ISi, taking into aount the onstraints imposedby the olors of verties from IS1 ∪ . . .∪ ISi−1. Thus, a greedy oloring of the graphan be obtained ∆ + 1 rounds after the initial (∆ + 1)-oloring is known to beomplete.3.2 The LF-COL ProblemBefore disussing the details of the distributed implementation of the LF algorithm,we present an equivalent haraterisation of a orret LF-oloring. For a givenoloring of G, let IS(j,k) ∈ V , for any 1 ≤ j ≤ ∆, 1 ≤ k ≤ ∆ + 1, denote theindependent set of verties of G of degree j and olored with olor k. We de�neRR n° 0123456789



10 C. Gavoille, R. Klasing, A. Kosowski, �. Kuszner, A. NavarraIS(∆,1)
//

��

IS(∆,2)
//

��

IS(∆,3)
//

��

IS(∆,∆)
//

��

IS(∆,∆+1)IS(∆−1,1)
//

��

IS(∆−1,2)
//

��

IS(∆−1,3)
//

��

IS(∆−1,∆)IS(2,1)
//

��

IS(2,2)
//

��

IS(2,3)IS(1,1) // IS(1,2)Figure 2: Illustration of the time ordering of independent set onstrution
H(j,k) ⊆ G as the subgraph indued by the set of all verties v ∈ V suh that
degG(v) = j and v /∈

(
⋃

ki<k IS(j,ki)

)

∪ N
(

⋃

ji>j IS(ji,k)

).Lemma 10. Given an assignment of olors c : V (G) → N, if for all j, k the setIS(j,k) is a maximal independent set in H(j,k), then c is an LF-oloring of G.Proof. Observe that if a oloring c of G ful�lls the assumption of the lemma,then it is idential to the oloring c′ obtained using the greedy algorithm withthe largest-�rst sequene of verties: K = (IS(∆,1), IS(∆,2), . . . , IS(∆,∆+1), IS(∆−1,1),IS(∆−1,2), . . . , IS(∆−1,∆), . . . , IS(1,1), IS(1,2)), where the elements of eah independentset may be enumerated in arbitrary order. Indeed, suppose that for all verties uwhih appear in sequene K before some �xed vertex v both olorings are idential,
c(u) = c′(u). Putting j = degG(v), for all ji < c(v), IS(j,ki) is a maximal inde-pendent set in H(j,ki), v ∈ V (H(j,ki)), and v /∈ IS(j,ki), hene IS(j,ki) ∪{v} is not anindependent set in G. This means that v has at least one neighbour u ∈ IS(j,ki)whih appears earlier in K, and c′(u) = ki, so c′(v) 6= ki. In this way we obtainthat c′(v) ≥ c(v). On the other hand, all verties u whih appear before v in K andhave olor c′(u) = c(v) either belong to the same independent set IS(j,c(v)) as v, orto some independent set IS(ji,c(v)), ji > j, and v /∈ N(IS(ji,c(v))). Consequently, olor
c(v) is the smallest legal olor for v in the greedy oloring, so we have c′(v) = c(v),whih ompletes the proof by an indutive argument.We now propose a distributed algorithm whih de�nes the maximal independentsets IS(j,k) ⊆ H(j,k). Let r be a known upper bound on the number of rounds requiredto ompute an independent set in any subgraph of G. Then the exeution of theproposed algorithm is divided into ∆ + 1 steps, eah of whih lasts r rounds. In the
i-th step, 1 ≤ i ≤ ∆ + 1, we ompute at one all of the independent sets IS(j,k) suhthat 1 ≤ j ≤ ∆, 1 ≤ k ≤ ∆ + 1, and j − k = ∆ − i. Thus, in step 1 we omputeonly a maximal independent set IS(∆,1) in graph H(∆,1), i.e. in the subgraph of Gindued by all verties of degree ∆. In step 2 we ompute a maximal independentset IS(∆−1,1) in the subgraph of G indued by all verties of degree ∆ − 1, and atthe same time maximal independent set IS(∆,2) in the subgraph of G indued byall verties of degree ∆ not belonging to IS(∆,1), and so on. An illustration of thetime ordering of the independent set onstrution is shown in Fig. 2. By Lemma 10,when all verties have been assigned to some independent set, the result an beINRIA



On the Complexity of Distributed Graph Coloring 11interpreted as a distributed LF-oloring of the graph. The time omplexity of thealgorithm is determined by ∆ + 1 steps of an algorithm for the MIS problem, henewe have the following theorem.Theorem 11. There exists a distributed O(∆ · TMIS) algorithm for LF-COL, where
TMIS denotes a known upper bound on the exeution time of an algorithm for theMIS problem in graphs of order at most n and degree at most ∆.Theorem 12. There exists a distributed O(

√
n · TMIS) algorithm for LF-COL, where

TMIS denotes a known upper bound on the exeution time of an algorithm for theMIS problem in graphs of order at most n and degree at most ∆.Proof. Consider a partition of the vertex set V (G) = V1 ∪ V2, where V1 ontainsall verties of degree at least a, and V2 ontains all verties of degree less than a,for some value of parameter a. Let H be the spanning subgraph of G with alledges having at least one endpoint of degree at least a, H = G \ E(G[V2]). Let
P = (v1v2 . . . vd) ⊆ H be a shortest path in H onneting some two verties v1and vd. In P we must have at least d/4 verties whih belong to V1 and whoseneighbourhoods are pairwise disjoint in H , hene also in G. Sine eah of theseverties is of degree at least a, we obtain a ·d/4 ≤ n, whih means that the diameterof eah of the onneted omponents of H is at most 4n/a.The oloring of graph G is obtained by �rst oloring all verties from V1, andthen all verties from V2. The former stage an be performed by eleting a leaderin eah of the onneted omponents of H , omputing a entralised LF-oloring ofall verties from V1 within this omponent, and disseminating the oloring to allverties. In view of the obtained bound on the diameter, this step takes O(n/a)time. In the latter stage, the oloring of V2 is easily ompleted using an approahsimilar to that desribed by Theorem 11 in O(a · TMIS) time, sine all verties areof degree less than a and obtain olor at most a. The overall omplexity of thealgorithm is therefore O(n/a+a · TMIS), and the proof of the laim is omplete whenwe put a =

√

n/TMIS.4 Notes on Randomised AlgorithmsThe introdution of randomisation onsists in allowing loal omputations of vertiesto involve a random oin-�ip funtion, whih returns a value 0 or 1 (a so-alledrandom bit) with equal probability. We onsider randomised algorithms that alwaysstop with a orret result, whereas the time omplexity of an algorithm is its expetedrunning time.Although randomized solutions to some problems may be signi�antly fasterthan the best known distributed approahes (e.g. MIS in Table 1), ertain lowertime bounds related to the speed of dissemination of information in the network stillapply. In partiular, the arguments used when proving lower bounds in Setion 2are still valid: if the distane d-neighbourhoods of a vertex v in some two systemgraphs G1 and G2 ontaining v are idential, and the sets of permissible values ofolor c(v) are disjoint for graphs G1 and G2, then for any oloring algorithm, for atRR n° 0123456789



12 C. Gavoille, R. Klasing, A. Kosowski, �. Kuszner, A. Navarraleast one of the graphs G1, G2, the probability of obtaining a orret solution within
d rounds annot exeed 1/2. Hene, by Markov's inequality, the expeted exeutiontime of any algorithm is Ω(d). In this way we obtain that all the lower bounds inTable 1 also hold for expeted exeution times in the randomized model.On the other hand, deterministi algorithms an also be applied in the random-ized model. Hene, all upper omplexity bounds in Table 1 whih are expressed interms of n and ∆ still hold. In partiular, the G-COL problem an still be solvedin 2O(

√
log n) time. The O(∆ + TCOL)-time algorithm for G-COL given by Proposi-tion 9 is also easily adapted to allow for any randomised subroutine for the COLproblem. Indeed, the initial (∆+1)-oloring is used only to de�ne independent sets

{ISi : 1 ≤ i ≤ ∆ + 1}, and instead of waiting for the COL algorithm to omplete,we an start the greedy oloring phase even before the independent sets are fullyde�ned (for example, in round (∆ + 1)k + i, k ∈ N, we ativate all verties from setISi none of whose neighbours belong to ISi).Corollary 13. There exists a distributed randomised O(∆ + T RCOL) expeted timealgorithm for G-COL, where T RCOL denotes the omplexity of a randomised algorithmfor the COL problem in G.In the ase of algorithms for the LF-COL (Theorems 11 and 12), it is possible toapply a randomised subroutine for MIS whih has the property that at every stageof the algorithm the partial solution desribed by loal variables c of those vertieswhih have already ompleted the algorithm indues a (not neessarily maximal) in-dependent set. The randomised distributed algorithm forMIS proposed by Luby [21℄has this property. Although the omplexity of this algorithm is given as O(log n),when omputing an LF-oloring, the subroutine for MIS is alled O(∆2) times. Sinethe time distribution of exeutions of the Luby algorithm is dominated by the neg-ative binomial distribution (a diret orollary of [21℄ Thm 1), the slowest of theiterations of MIS will almost ertainly omplete in O(log n log ∆) time. We may usethis value (or O(log2 n) for simpliity) in plae of TMIS in Theorems 11 and 12.Corollary 14. There exist distributed randomised algorithms for LF-COL runningin O(∆ log ∆ log n) and O(
√

n log n) expeted time.5 ConlusionThe number of olors used by most distributed algorithms for (∆ + 1)-oloring,suh as Johansson's algorithm [13℄, is lose to ∆ even if the graph is bipartite.This is not surprising, sine suh algorithm has no mehanism for eonomizing onthe number of olors. Distributed greedy oloring (G-COL) is a natural approahfor optimizing the number of olors. We have shown that suh greedy oloringan be obtained within a time bound as good as the best known (∆ + 1)-oloringalgorithm [24℄. However, and maybe surprisingly, no polylog randomized algorithmfor greedy oloring is known, unlike the ase of (∆ + 1)-oloring.
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