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Abstract: Modern optimization methods like Genetic Algorithms (GAs) and Particle
Swarm Optimization (PSO) have been found to be very robust and general for solving
engineering design problems. They require the use of large population size and may suffer
from slow convergence. Both of these lead to large number of function evaluations which
can significantly increase the cost of the optimization. This is especially so in view of
the increasing use of costly high fidelity analysis tools like CFD. Metamodels also known
as surrogate models, are a cheaper alternative to costly analysis tools. In this work we
construct radial basis function approximations and use them in conjunction with particle
swarm optimization in an inexact pre-evaluation procedure for aerodynamic design. We
show that the use of mixed evaluations by metamodels/CFD can significantly reduce the
computational cost of PSO while yielding optimal designs as good as those obtained with
the costly evaluation tool.
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Optimisation par essaim de particules assistée par
métamodéles et application a I'optimisation de forme
aérodynamique

Résumé : Les méthodes d’optimisation modernes comme les algorithmes génétiques et
I’optimisation par essaim de particules sont des méthodes robustes et générales pour ré-
soudre des problémes de conception en ingénierie. Elles nécessitent cependant d’utiliser
une population de grande taille et peuvent souffrir de vitesse de convergence médiocre.
Cela conduit & un nombre d’évaluations de la fonction objectif important et des coiits
prohibitifs. C’est particuliérement le cas lors d’utilisation d’outils d’analyse sophistiqués
et cotiteux, comme les solveurs CFD. Les métamodéles sont une alternative moins coi-
teuse que ces outils d’analyse. Dans cette étude, on construit des approximations de type
fonctions & base radiale et on les utilise en conjonction avec une méthode d’optimisation
par essaim de particules dans une procédure de pré-évaluation inexacte pour la conception
optimale en aérodynamique. On montre que 'utilisation d’évaluations mixtes métamo-
déles/CFD peut réduire significativement le coiit de calcul pour une méthode d’optimisation
par essaim de particules, tout en conduisant & une solution aussi performante.

Mots-clés : Optimisation par essaim de particules, Métamodéles, fonctions & base
radiale, Conception optimale en aérodynamique
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1 Introduction

Optimization methods like genetic algorithms, particle swarm optimization, etc. have
been found to be ideal for solving large scale problems. Among their many advantages are
their ability to handle non-smooth functions (since gradient information is not required)
and the possibility of finding global optimal solutions. A distinguishing feature of these
methods is that they operate with a population/swarm, i.e., they make use of multiple
candidate solutions at each step of their iteration. This requires the computation of the
cost/fitness function for each candidate in every optimization iteration. The ability to
locate the global optimum depends on sufficient exploration of the design space which
requires using a sufficiently large population size. This is especially true when the cost
function is multi-modal and the dimension of the design variable space is high. With the
increasing use of high fidelity models, e.g. Navier-Stokes equations for flow analysis, the
computation of the cost function for a single design can be costly in terms of time and
resource utilization. The combination of such high-fidelity analysis tools with population-
based optimization techniques can render them impractical or severely limit the size of
the population that can be used.

To overcome this barrier, several researchers have used surrogate models [2, 9, 6, 14, 20|
in place of the costly evaluation tool. These surrogate models are inexpensive compared
to the exact model. There are several ways in which a surrogate model can be developed.

e Data-fitting models: An approximation to the cost function is constructed using
available data. This data may be either generated specifically for constructing the
model or may be taken from the initial few iterations of the optimization method.
Examples of data-fitting models are polynomials (usually quadratic, also known as
response surface models), artificial neural networks (like multi-layer perceptron, ra-
dial basis function networks) and Gaussian process models (kriging). These models
can be either global, which make use of all available data, or local, which make use
of only a small set of data around the point where the function is to be approxi-
mated. Global models have been used as a complete replacement of the original cost
function with optimization being carried out on the surrogate model. Local models
have been typically used to pre-screen promising designs which are then evaluated
using the exact cost function. This leads to a reduction in computational cost since
the number of exact function evaluations is reduced.

e Variable convergence models: The cost function usually depends on the numerical
solution of a PDE. Most numerical methods are iterative in nature and contain a
stopping criterion which is measured in terms of a solution residual. To get an
accurate solution a small value of the residual is usually used. Such an accurate
solution maybe unnecessary when all we want is an estimate of a cost function
which is usually some integral that converges much faster. In such a situation the
stopping criterion can be relaxed thereby considerably reducing the time taken by
a single computation.
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4 Praveen & Duvigneau

e Variable resolution models: In these models, a hierarchy of grids is used and the
surrogate model is just the costly evaluation tool but run on a coarse grid.

e Variable fidelity models: In these models, a hierarchy of physical models are used,
for example Euler equations (surrogate model) and RANS equations (exact model).
Even when a high fidelity model like RANS is used, one can use a wall function
approximation as a surrogate model and a turbulence model applied upto to the
wall as the exact model.

Data fitting models have been extensively used for optimization of costly functions.
Quadratic models were frequently used in the past but their lack of accuracy has led
to the development of more sophisticated approximation methods like neural networks,
radial basis functions and kriging. There are several variations in the use of metamodels
for optimization. In off-line trained methods, a metamodel is first constructed by gener-
ating a set of data points in the design space and evaluating the cost function at these
points. This metamodel is then used to optimize the cost function without recourse to the
exact function. The success of this method relies on the ability to construct an accurate
metamodel which is doubtful for realistic problems which usually involve large number of
design variables and complex function landscapes. On-line trained methods construct and
update the metamodel as and when required and are closely integrated into the optimiza-
tion loop. Whenever a new function value is available, the metamodel is updated and the
optimization proceeds using the new metamodel. The metamodel becomes progressively
more accurate as more and more data points are included in its construction.

Evolutionary algorithms have been used with metamodels to reduce the cost of exact
function evaluations. Giannakoglou et al. [10] use local metamodels to pre-evaluate in-
dividuals in the population; then a small percentage of individuals is selected for exact
evaluation and the results are stored in a database. The standard EA operators are ap-
plied to the individuals using a combination of exact and approximate function values.
Buche at al. [2]| construct a sequence of local kriging models and optimize them using
evolutionary algorithms. The metamodel is constructed to model a local region around
the best current individual. The data used to construct the local models is continuously
adjusted based on the location of the best point discovered until then. At each iteration
the optimal solution of the metamodel is evaluated on the exact function and the result
added to the database. Zhou et al. [27] use a combination of global and local metamodels
to accelerate EA; the global model is used to pre-evaluate all individuals in the population
and a small percentage of promising individuals is optimized using a trust-region enabled
gradient-based local search using a local metamodel. The exact function evaluations gen-
erated during the gradient search are added to a database. The modified individuals are
replaced in the population and the standard EA operators are applied.

Emmerich et al. 6] apply kriging models in an IPE frame-work using evolutionary algo-
rithms to solve multi-objective optimization problems. They also study the performance
of different pre-screening criteria and extend them to the multi-objective case.

INRIA
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Function approximations that make use of both function and gradient values can also be
constructed [15], the gradients being efficiently computed using adjoint methods. Gian-
nakoglou et al. [12] construct neural network and RBF approximations using both function
and gradient values and show that these models are more accurate than pure function
based metamodels. Both local and global metamodels are used together with an IPE
strategy. However such approximations are costlier to construct since they contain large
number of parameters.

In this work we consider data-fitting models, particularly radial basis functions which have
been found to be effective in interpolation of high dimensional data with small number of
data points as compared to polynomial based methods. Such metamodels have already
been used to improve the efficiency of genetic algorithms. Briefly, a genetic algorithm can
be described as follows:

1. Evaluate the fitness of all individuals in the population
2. Apply the selection operator to eliminate non-promising individuals
3. Apply the crossover operator to generate offsprings from the selected individuals

4. Apply mutation operator to modify randomly the offsprings

Giannakoglou [9] has proposed a two-level evaluation strategy, called Inexact Pre-Evaluation
(IPE), to reduce the computational time related to GAs. It relies on the observation that
numerous cost function evaluations are useless, since numerous individuals do not survive
to the selection operator. Hence, it is not necessary to determine their fitness accurately.
The strategy proposed by Giannakoglou consists in using metamodels to pre-evaluate the
fitness of the individuals in the population. Then only a small portion of the population
which corresponds to the most promising individuals are accurately evaluated using the
original and expensive model.

Inspired by the success of GAs combined with metamodels and IPE, we study the ap-
plication of a similar strategy to particle swarm optimization. PSO also requires a large
number of function evaluations since it requires a large number of particles to effectively
locate the optimum. We propose a new pre-screening criterion which is specific to PSO.
The proposed algorithm is applied to the aerodynamic shape optimization of a supersonic
business jet and a transonic wing. In both cases substantial reduction in the number of
CFD evaluations is achieved while finding optimal shapes that are as good as in the case
of CFD evaluations alone.

2 Radial basis function models

Radial basis function approximations were introduced by Hardy [13] to represent topo-
graphical surfaces given sets of sparse scattered measurements. They have been found to
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6 Praveen & Duvigneau

| Name | o(r) | Parameters | Smoothness |
Gaussian exp (—r?/a?) — c>
Inverse multiquadric | (r? + a?)%/? s<0 >
Sobolev spline r*K(r) s>0 Clsl

Table 1: Unconditionally positive definite functions

be very accurate for interpolation of arbitrarily scattered data [23]. There are two types
of radial basis functions, piecewise smooth and infinitely smooth. The piecewise smooth
RBFs lead to an algebraic rate of convergence to the desired function as the number of
points increase, whereas the infinitely smooth RBFs yield a spectral or even faster rate of
convergence, assuming of course that the desired function itself is smooth. Radial basis
function interpolation seeks an approximation f of the form

f(x) = an(b(x — )

where ®(x) = ¢(||z||) is a radial function. Examples of radial basis functions are given
in Table 1. In the RBF terminology, the positions x,,n = 1,..., N are called the RBF
centers.

The coefficients w = [wy, wy, ..., wy|" are determined from the interpolation conditions

A~

f(xm):fma m:1,2,...,N

which can be written in matrix form as’

Aw=F

with F' = [fi, fa,..., fy]'. The matrix A has elements A,,, = ®(x,, — x,) and is sym-
metric since ® is a radial function. For the functions in Table 1, the matrix A is also
positive-definite for every set of N distinct points in R?; this is true for any value of N or
d. Such functions are said to be unconditionally positive definite. There are radial basis
functions which do not have this property; some examples are given in Table 2. In this
case, we can make the RBF conditionally positive definite by adding a suitable family of
polynomials.

M(q)

flz) = anq’(ﬂf — on) + Z ()

LFor brevity of notation, the subscript N will be dropped in this section.

INRIA
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| Name | ¢(r) | Parameters | q |
Spline re s>0,s¢ 2N | q¢>[s/2]
Thin-plate spline r®logr s>0,s€2N | ¢>s/2
Multi-quadric | (r*+a?)*? | s > 0,s ¢ 2N | ¢ > [s/2]

Table 2: Conditionally positive definite functions

where p;, [ = 1,...M(q) forms a basis for P,, the space of polynomials of degree < ¢q. The
equations to determine the coefficients w and « are

N M
anq)(xm —T,) + Zalpl(xm) = fm, m=1...,N
n=1 =1

N
anpl(zn) =0, I=1,....M
n=1

The above set of equations is guaranteed to have a unique solution for any disjoint data
set. If N > M and the unknown function f € [P, then the above interpolation will exactly
reproduce the function.

Note: The basis functions can be either decreasing (for example the Gaussian) or increas-
ing (for example the thin plate splines) functions, and lead to full matrices. There are also
basis functions with compact support which lead to sparse coefficient matrices; however
these give only algebraic convergence while the smooth basis functions give exponential
convergence.

Note: In the present work we consider only interpolating RBFs which exactly reproduce
the input data. One can also use fitted RBF models which may not exactly interpolate
the data [11]. RBF models can also be considered where the centers do not coincide with
the location of the data points [9].

2.1 Effect of attenuation factor

The attenuation factor in radial basis functions has a critical influence on the accuracy
of the interpolation model. We illustrate this with a numerical example. The RBF
interpolant is constructed for a test function f(z) = x(1 — x)sin(27zx) using the data
from 10 equally spaced points in [0,2]. The error between the interpolant and the exact
function is evaluated on a grid of 100 points. Table (3) shows the error and condition
number for different attenuation factors. We notice that for both very small and very
large values of a the error is high. The condition number of the coefficient matrix A is
seen to increase with increasing values of the attenuation factor. The high error at large

RR n’ 1234
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a 0.01 0.1 0.5 1.0 2.0
Mean error | 1.29 | 0.142 | 0.0114 0.0978 16.3
Max error 1.24 | 0.213 0.0181 0.156 19.6

Condition no. | 1.0 | 3.4 |1.1x10%|3.4x 10" |2.8x 10

Table 3: Effect of attenuation factor on the error of RBF interpolation for test function
f(x) =2(1 — x)sin(2mx)

| © Training data

@ct
——- Evaluated

104
08
06
0.4+
0.2+

0.0

Trai

xact
——- Evaluated

ining data

0.8

0.6

0.4

0.2+

-5

1
-254

204 1]
\i

Figure 1: RBF interpolant for test function f(z) = x(1 — z)sin(27z): (a) a = 0.01, (b)
a=0.1, (¢) a=0.5,and (d) a =1.0

values of a is due to the numerical instability resulting from ill-conditioning of the matrix
A. Note that as long as the condition number is not very high, the interpolant exactly
reproduces the training data. The RBF interpolant and the exact function are plotted
in Figures 1. Figure 2 shows the variation of average error and condition number with
attenuation factor. We notice that the error has a minimum for a particular value of
attenuation factor a, ~ 0.45 with average error of 2.87e-4. A theoretical justification for
the existence of an optimal value for the attenuation factor has been recently given in [17].

INRIA
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Figure 2: Variation of L, error and condition number with attenuation factor

2.2 Optimization of attenuation factor

In [21], several empirical methods for choosing the attenuation factor are discussed; see
this paper for further references. Some researchers had expressed the hope that there
may be a universally optimal value of the attenuation factor. Based on numerical experi-
ments, Rippa [21] concludes that the best attenuation factor depends on the number and
distribution of data points, on the function f and on the precision of the computation?.

An obvious way to optimize the attenuation factor is to divide the available data into two
subsets, a training set and a testing set; we can use the training set to construct the RBF
model and use it to evaluate the function on the testing set. The attenuation factor can
be optimized so that the error of interpolation on the testing set is minimized. However,
in practical optimization problems, we may not have sufficient number of data points to
perform the above sub-division. An alternative approach is the leave-one-out technique.

Let ™ (z;a) denote the RBF interpolant constructed using the data points

n
X( ) = {,Il,llfg,...,In_1,$n+1,...,l’N}

i.e., by ignoring the n’th data point in the full data set. This interpolant can be used to
estimate the function value at the ignored point z,, and the corresponding error

E, = fn - f(n)($naa)

can also be computed. By ignoring each data point successively and constructing an
interpolant we obtain an error vector

2An interesting result in [3] states that there exists an attenuation factor and location of the RBF
centers which leads to an interpolation formula uniformly accurate for all functions in a compact subset
of C(K), where K is a compact subset of R?.

RR n’ 1234
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Cost function of Rippa

Figure 3: Variation of C(a) with attenuation factor for test function f(z) = z(1 —
x) sin(27x)

E(a) = [E\, E,,...,Ex]"

Rippa [21] suggests minimizing some norm of the above error vector with respect to the
attenuation factor, i.e., find a, such that

a, = argmin ||E(a)l|

Rippa gives some numerical examples to show that the function C'(a) = ||E(a)|| behaves
similar to the actual error. In particular, they achieve their minimum at similar values of
attenuation factor. Figure (3) plots C'(a) for test function which indicates the existence
of an optimum value a, ~ 0.353.

2.3 Efficient implementation

The computation of C'(a) requires the solution of N linear equations each of order (N —
1) x (N —1). If the linear system is solved using LU decomposition the total number of
operations is of order N* which can be very expensive even for moderate size data sets.
An efficient algorithm is given in [21] which requires only one LU decomposition at a cost
of O(N?). Below, we essentially reproduce the algorithm as given in [21].

The RBF interpolant using the data points X (™ is given by

N
fO) = Y we(r —an)

m=1,m#n

INRIA
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where the coefficients w(™ are determined by solving the interpolation problem f )(z,) =
f(xz.),r=1,...,n—1,n+1,..., N. We denote this in matrix notation as

A0 ) — )

where A" is obtained from A by removing the n’th row and n’th column, and F™ =
(fis- s foets fas1s- -5 fn) . We note that if y € RY is such that y, = 0 then

Ay =z = A(n)(yb sy Yn—1,Yn+1, - - ayN)T = (Zl> cee s Rp—1y Rn4ly -y ZN)T (1)
Now consider the solution u™ to the system
Aul"t = el (2)

Where el” is the n th column of the N x N identity matrix. It is easy to verify that
[ £ 0. Indeed, if ul) = 0 then by (1) and (2) we conclude that

A (u1 ,...,uwl,uﬁl,...,u[ﬁ]f:O

which implies, by the non-singularity of A that ul” = 0, which is impossible because
ul" is the solution to (1). Let us now consider the vector vI" € RY defined by

oM — “f:}uw
Un

Then we have that

w w !

A = Aw — AU = F — el = [ fi, 0 fae 1,fn— fn+1>---afN

ol £

and since vl = 0, we use (1) to conclude that
.
W= (ol ol o)

This implies that

RR n’ 1234



12 Praveen & Duvigneau

which gives the following simple formula for the error of interpolation at the excluded
point x,,

A W,
En:fn_f( )(SL’n):W
u

n

If we use LU decomposition to solve the linear equation systems, the cost of one LU
decomposition of the matrix A is O(N?), while the cost of solving the N linear equations
(2) is O(N?) so that the total cost is O(N?).

Rippa has used Brent’s method which is a bracketing algorithm for locating the minimum.
In our tests we found that it is not possible to predict in advance a suitable bracketing
interval since this depends on the data set, the function and dimension of the problem.
Hence we have used Particle Swarm Optimization (PSO) to locate the minimum of the
cost function C(a). Since this is a one dimensional minimization problem a small number
of particles should be sufficient; we have used five particles in the swarm and tests indicate
that the minimum point can be located with less than 100 iterations.

2.4 Some practical issues

The radial basis functions depend on the Euclidean distance between two data points. If
the components of the independent variables x € R? have widely different scales then the
Euclidean norm may not be appropriate. In [9] a weighted norm has been used in place
of the Euclidean norm, where the weights depend on the gradient of the function. Here,
the independent variables {x,,n = 1,..., N} and function values {f,,n =1,..., N} are
scaled before constructing the RBF model. The independent variables z € R? are scaled
so that each component of x lies in the interval [—1/2,41/2] while function values are
scaled to lie in the interval [0, 1]. If the function is constant, then in the scaled space all
the function values will be zero and the coefficients w are also zero. A constant function

INRIA
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is thus recovered exactly for any value of attenuation factor. Note that this avoids the
difficulty of reproducing constant functions with RBF which otherwise requires very flat
(a — o0) basis functions.

The coefficient matrix A can become ill-conditioned for large values of attenuation factor,
and also for very large and dense data sets. What is a large attenuation factor depends on
the number of data points, their distribution and the dimension d. The best attenuation
factor usually leads to a highly ill-conditioned coefficient matrix. An uncertainty principle
established in [26] states that the attainable error and the condition number of the RBF
interpolation matrix cannot both be small at the same time. When the matrix is highly ill-
conditioned, it is not possible to compute the interpolant with finite precision arithmetic
since the solution of linear algebraic equations becomes unstable. In [8] a method is
proposed to compute the RBF interpolant for such ill-conditioned cases. However this is
costly for our present purpose and we use a simple limiting approach. While minimizing
the cost function C'(a) we compute the condition number of the coefficient matrix A; if
it is larger than some specified value, then the cost function is not computed but is set
to an arbitrarily large positive number. The particles in PSO are then naturally pulled
towards regions of well conditioned attenuation factors. In the present computations, the
upper limit on the condition number is set to 1/e¢ where € is the machine precision.

3 Particle swarm optimization

PSO is modeled on the behaviour of a swarm of animals when they hunt for food or
avoid predators [19]. In nature a swarm of animals is found to exhibit very complex
behaviour® and capable of solving difficult problems like finding the shortest distance to
a food source. However the rules that govern the behaviour of each animal are thought to
be simple. Animals are known to communicate the information they have discovered to
their neighbours and then act upon that individually. The individuals cooperate through
self-organization but without any central control. The interaction of a large number of
animals acting independently according to some simple rules produces highly organized
structures and behaviours.

In PSO, a swarm of particles wanders around in the design space according to some
specified velocity. Each particle remembers the best position it has discovered and also
knows the best position discovered by its neighbours and the whole swarm. The velocity of
each particle is such as to pull it towards its own memory and that of the swarm. While
there are many variants of the PSO algorithm, the one we use is described below and
complete details are available in [5]. The algorithm is given for a function minimization
problem

3See a video of a flock of birds performing highly coordinated maneuver
http://youtube.com/watch?v=XH-groCeKbE
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14 Praveen & Duvigneau

Algorithm: Particle swarm optimization

1. Set n=20

2. Randomly initialize the position of the particles and their velocities {z}, v}, k =
1,... K.

3. Compute cost function associated with the particle positions f(z}),k=1,..., K

4. Update the local and global memory

27, = argmin f(z3), 27 = argmin f(z}) (3)
0<s<n 0<s<n,1<k<K
5. Update the particle velocities
vt = w0 e (el — ) + corg (2 — ap) (4)
6. Apply craziness operator to the velocities
7. Update the position of the particles
=g o (5)

8. Limit new particle positions to lie within [z, z,| using reflection at the boundaries

9. If n < Npax, then n =n + 1 and go to step 3, else STOP.

In the original algorithm proposed by Kennedy and Eberhart [16] the random numbers ry,
ro are scalars, i.e., one random number is used for each particle. In practical implemen-
tation, it is found that researchers have used both a scalar and vector version of random
numbers. In the vector version, a different random number is used for each component of
the velocity vector. This is equivalent to using random diagonal matrices for r; and 7.
Wilke [25] has investigated the difference in performance of PSO between these versions
and concludes that the scalar version is susceptible to getting trapped in a line search
while the vector version does not have this problem. The vector version is also preferred
for use with metamodels since it has space-filling characteristics. We investigate the per-
formance of these versions on a test case of aerodynamic optimization of a supersonic
business jet.

INRIA
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4 Metamodel assisted PSO with IPE

Like genetic algorithms, PSO is also a rank-based algorithm; the actual magnitude of cost
function of each particle is not important but only their relative ordering matters. An
examination of the PSO algorithm shows that the main driving factors are the local and
global memories. Most of the cost functions are discarded except when it improves the
local memory of the particle. Hence in the context of PSO also, an inexact pre-evaluation
strategy seems to be advantageous in identifying promising particles i.e. particles whose
local memory is expected to improve, which can then be evaluated on the exact function.
When updating the local and global memories, the cost functions are of mixed type; some
particles have cost functions evaluated on the metamodel and a few are evaluated using
the exact model. If the memories are updated using cost functions evaluated on the
metamodel, then there is the possibility that the memory may improve due to error in the
cost function. This erroneous memory may cause PSO to converge to it or may lead to
wasteful search. Hence the memories are updated using only the exactly evaluated cost
functions. We propose a metamodel-assisted PSO with inexact pre-evaluation as follows;
the first N, iterations of PSO are performed with exact function evaluations which are
stored in a database. In the subsequent iterations the metamodel is used to pre-screen
the particles. In the present work N, = 10 is used.

Algorithm: Particle swarm optimization with IPE

1. Set n =20

2. Randomly initialize the position of the particles and their velocities {z},vp}, k =
... K.

3. If n < N, compute cost function associated with the particle positions f(z}),k =
1,..., K using the exact model, else compute the cost function using metamodel

flap),k=1,..., K.

4. If n > N, then select a subset of particles S™ based on a pre-screening criterion and
evaluate the exact cost function for these particles. Store the exact cost functions
into the database.

5. Update the local and global memory using only the exactly evaluated cost functions

wly = argmin f(zy), ol = argmin f(a}) (6)

0<s<n 0<s<n,1<k<K
6. Store exactly evaluated function values into a database

7. Update the particle velocities

vt = whop + ey (@, — o) + corg (2 — ) (7)
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8. Apply craziness operator to the velocities

9. Update the position of the particles

Tt = o ®)

10. Limit new particle positions to lie within [z;, z,| using reflection at the boundaries

11. If n < Npax, then n =mn + 1 and go to step 3, else STOP.

The important aspect of metamodel assisted optimization is the criterion used to select
the set S of particles whose function value will be exactly evaluated. Giannakoglou [6]
discusses several pre-screening criteria based on the estimated fitness function and variance
of the estimation whenever available, as in the case of gaussian random process models.
The pre-screening criteria are bAased on the notion of improvement. Let f.;, be the current
minimum function value and f(z) be the function value predicted by the metamodel for
a new design point x. We can define an index of improvement for the design = as

. (9)

@) = {0 it f(2) > foi
fmin — f(z)  otherwise
Designs with larger value of this index are likely to lead to a reduction in the cost function
and should be evaluated on the exact function. Some metamodels like kriging also give
an estimate of the error in the approximation. This information can be useful to explore
those regions of the design space which are not sufficiently probed. We do not consider
these other criteria but refer to [6] for further details.

In the present work we use interpolating RBF metamodels which do not provide an
estimate of the variance. Hence the pre-screening is based only on the estimated cost
function value and we investigate two different criteria;

o After the IPE phase, the particles are sorted in the order of increasing cost function
and a specified percentage of the best particles i.e. those with small cost function
values, are selected for exact evaluation.

e We also propose a new pre-screening criterion for PSO as follows: the set S™ consists
of all particles whose cost function is predicted to reduce in the IPE phase, i.e.,

St ={k: flag) < [l (10)

The second criterion is similar to the index of improvement but the minimum function
value is that of the individual particles memory. All particles whose index is positive (non-
zero) are evaluated on the exact function. Note that we do not specify any percentage as
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in the case of GA with IPE. The number of exact function evaluations is automatically
determined and we expect this number to adapt itself as the cost function is progressively
reduced. Note that in this PSO-+IPE approach, both the local and global memories always
consist of exactly evaluated particles.

5 Parameterization using the Free-Form Deformation
approach

A critical issue in parametric shape optimization is the choice of the shape parameter-
ization. The objective of the parameterization is to describe the shape, or the shape
modification, by a set of parameters which are considered as design variables during the
optimization procedure. Parameterization techniques in shape optimization have to fulfill
several practical criteria:

e the parameterization should be able to take into account complex geometries, pos-
sibly including constraints and singularities

e the number of parameters should be as small as possible, since the stiffness of the
shape optimization numerical formulation increases abruptly with the number of
parameters

e the parameterization should allow to control the smoothness of the resulting shapes

A survey of shape parameterization techniques for multi-disciplinary optimization, which
are analyzed according to the previous criteria, is proposed by Samareh [22]|. In accordance
with his conclusions, the Free-Form Deformation (FFD) technique |24] is adopted in the
present study, since it provides an easy and powerful framework for the deformation of
complex shapes, as those encountered in aerodynamics or electromagnetics.

The FFD technique originates from the Computer Graphics field [24]. It allows the defor-
mation of an object in a 2D or 3D space, regardless of the representation of this object.
Instead of manipulating the surface of the object directly, by using classical B-Splines or
Bézier parameterization of the surface, the FFD techniques defines a deformation field
over the space embedded in a lattice which is built around the object. By transforming
the space coordinates inside the lattice, the FFD technique deforms the object, regardless
of its geometrical description.

More precisely, consider a three-dimensional hexahedral lattice embedding the object to
be deformed. Figure (4) shows an example of such a lattice built around a realistic wing. A
local coordinate system (£, 7, ¢) is defined in the lattice, with (£, 7, () € [0, 1] x[0, 1] x [0, 1].
During the deformation, the displacement Aq of each point ¢ inside the lattice is here
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defined by a third-order Bézier tensor product:

ng My ng

Agq = ZZZBfi(fq)B;j('r]q)BZk(Cq)Aij. (11)

i=0 j=0 k=0
B}, B;” and B;* are the Bernstein polynomials of order n;, n; and ny, (see for instance [7]):
By(t) = Cht" (1 —t)"P. (12)

(APijr)o<i<n; 0<j<n;0<k<n, are weighting coefficients, or control points displacements, which
are used to monitor the deformation and are considered as design variables during the
shape optimization procedure.

Figure 4: Example of FFD lattice (red) around a wing.

The FFD technique described above is well suited to complex shape optimization, thanks
to the following properties:

e the initial shape can be exactly represented (no deformation occurs when all weight-
ing coefficients are zero) ;

e the deformation is performed whatever the complexity of the shape (this is a free-
form technique) ;

e geometric singularities can be taken into account (the initial shape including its
singularities is deformed) ;

e the smoothness of the deformation is controlled (the deformation is ruled by Bern-
stein polynomials) ;

e the number of design variables depends on the user’s choice (the deformation is
independent of the shape itself) ;
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e it nicely deals with multi-level representation (thanks to the Bézier degree elevation
property).

The FFD technique is implemented in the shape optimization procedure and is used to

control the shape deformation for applications in both aerodynamics and electromagnetics.

6 Aerodynamic fitness evaluation using CFD

Modeling This study is restricted to three-dimensional inviscid compressible flows gov-
erned by the Euler equations. Then, the state equations can be written in the conservative
form :

oW OR(W) | 0Fy(W) | OF;(W)

o T or oy 5. O (13)

where W are the conservative flow variables (p, pu, pv, pw, E'), with p the density, U =

(u, v, w) the velocity vector and E the total energy per unit of volume. F = (FY (W), Fy(W), F5(W))
is the vector of the convective fluxes, whose components are given by :

pu pv pw
pu2 +p puUv pUW
(W)= puv (W)= p*+p (W)= pow : (14)
puw pUW pw? +p
u(E +p) v(E +p) w(E + p)

The pressure p is obtained from the perfect gas state equation :

p= (- 1)(E - ST, (15)

where v = 1.4 is the ratio of the specific heat coefficients.

Spatial discretization Provided that the flow domain 2 is discretized by a tetra-
hedrization 7j, a discretization of equation (13) at the mesh node s; is obtained by inte-
grating (13) over the volume Cj;, that is built around the node s; by joining barycenters
of the tetrahedra and triangles containing s; and midpoints of the edges adjacent to s; :

ow; —
J 7

where W; represents the cell averaged state and Vol; the volume of the cell C;. N(i) is
the set of the neighboring nodes. ®(W;, W;, @ ;;) is an approximation of the integral of
the fluxes (14) over the boundary 0C;; between C; and C}, which depends on W;, W; and
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F)ij the integral of a unit normal vector over JC;;. These numerical fluxes are evaluated
using upwinding, according to the approximate Riemann solver of Roe :

— —
FW;) + F(W; W, — W,
(W, Wj, 0 i5) = W) 5 (%5) 20— [Ar(Ws, W5, 0 y) | —5— (17)
Apg is the jacobian matrix of the fluxes for the Roe average state and verifies:
— = = —

A high order scheme is obtained by interpolating linearly the physical variables from s;
to the midpoint of [s;s;], before equation (16) is employed to evaluate the fluxes. Nodal
gradients are obtained from a weighting average of the P1 Galerkin gradients computed
on each tetrahedron containing s;. In order to avoid spurious oscillations of the solution
in the vicinity of the shock, a slope limitation procedure using the Van-Albada limiter
is introduced. The resulting discretization scheme exhibits a third order accuracy in the
regions where the solution is regular.

Time integration A first order implicit backward scheme is employed for the time
integration of (16), which yields :

Vo,
Aot Wi+ Y S WL ) =0, (19)
JEN (@)

with W, = W{”rl — W!. Then, the linearization of the numerical fluxes provides the
following integration scheme :

VOlZ' n n n
( ~ ) Wi=—= Y SW W7 y). (20)
JEN(i)

Here, J is the jacobian matrix of the first order numerical fluxes, whereas the right
hand side of (20) is evaluated using high order approximations. The resulting integration
scheme provides a high order solution of the problem. More details can be found in [4].

7 'Test case 1: Supersonic Business Jet Optimization

We consider the drag minimization of a supersonic business jet at a Mach number of
M., = 1.7 and angle of attack @ = 1° subject to a constraint on the lift, volume and
thickness. The constraints are implemented by adding penalty terms to the cost function.
The governing equations are the Euler equations of inviscid compressible flow; hence the
drag is only composed of lift-induced drag and wave drag. The wave drag has contributions
due to lift and volume; a reduction in drag can be obtained just by reducing the volume.

INRIA



Metamodel-assisted PSO 21

Figure 5: FFD box for supersonic business jet

Since in practice the volume of the wing has to be maintained for structural and other
reasons, we impose a constraint on the volume in the cost function through a volume
penalty term. The wings of supersonic aircrafts are very thin in order to reduce the wave
drag; the optimization must not reduce the thickness of the wing since this affects its
structural strength. Hence a penalty term which controls the thickness is added to the

cost function. Finally the cost function that is used is given below

C C
T = C—d + 10* max (0, 0.999 — C—l) +10° max(0,V, — V) + I, (21)
do lo

where

e (; = drag coeflicient
o () = lift coefficient

e IV = volume of the wing

e [, — a penalty term to control the thickness
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The quantities with subscript "o" indicate the values corresponding to the reference or
starting shape. The penalty term I, is computed as follows. A box is inserted inside the
reference wing. When the wing grid is deformed, some points of the grid lying on the
wing may go inside this box. The term I, is computed as

Number of grid points on wing surface lying inside the box

I, = 1000 (22)

Total number of grid points on the wing surface
This term approximately models the fraction of the wing surface that penetrates the inner
box and thus penalizes the cost function if the wing thickness becomes too small. The
CFD computations are performed on an unstructured grid with 37375 nodes and 184 249
tetrahedra using a finite volume scheme described in section (6).

7.1 FFD parameterization

The FFD parameterization is built only around the wing as shown in figure (5) with &,
n and ¢ in the chordwise, spanwise and thickness directions respectively. The lattice is
chosen in order to fit the planform of the wing as closely as possible. The leading and
trailing edges are kept fixed during the optimization by freezing the control points that
correspond to ¢ = 0 and ¢ = n;. The control points corresponding to k£ = n; which control
the displacement of the wing tip are held fixed. Moreover, control points are only moved
vertically. The parameterization corresponds to n;, = 6, n; = 1 and n; = 2 and leads to
(7 —2) x 2 x 2 =20 degrees of freedom. The range of the control points is restricted to
[—500, +500] during the optimization.

7.2 Global metamodel

In order to study the effect of various parameters in the use of metamodels, we first con-
struct global metamodels for lift and drag coefficients using RBF. The global metamodel
will be used as the exact model for performing some of the tests. A set of 1000 points
in [—550, +550]% is obtained using a Latin-Hypercube sampling [18]; however only 684
shapes have a valid grid since the remaining shapes lead to negative volumes during grid
deformation. The metamodel is constructed using these 684 data points and the atten-
uation factor for the drag and lift coefficients are shown in table (4). We apply PSO to
minimize the global metamodel using 60, 120 and 180 particles. The exact CFD solution
is also evaluated on the predicted minimum point and the results are shown in table (5).
The good agreement between the cost function predicted by the metamodel and actual
cost function as given by CFD indicates that the global metamodel is itself satisfactory for
the present optimization problem. This is not true in general since for a function of many
variables that has a complex landscape, it is not easy to construct an accurate global
metamodel. The difference in the minimum cost function using 120 and 180 particles is
small indicating that 120 particles are sufficient in PSO for this problem.
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Function Range Attenuation factor | Condition number
Cy 0.003939 - 0.011338 21203.64 5.64 x 100
C -0.008715 - 0.044044 16727.44 1.78 x 10%

Table 4: Global metamodel for drag and lift coefficients

Reference values: C; = 0.19542 x 10~! and C; = 0.410716 x 102

Particles | Cost (MM) | 10C; (CFD) | 100C,; (CFD) | Cost (CFD)
60 0.9350 0.195825 0.382842 0.9321
120 0.9227 0.195515 0.377299 0.9186
180 0.9214 0.199762 0.377383 0.9188

Table 5: PSO applied to global metamodel: The second column gives the optimum cost
function obtained by applying PSO to the global metamodel and the remaining columns
give the CFD solution for the optimum shape.

wd=1.2 initial inertia
h=3 inertia reduction criterion
a=0.95 inertia reduction rate
L =0Cy =2 trust coefficients
pe = 0.05 craziness probability
PImAX = (pmax _ gpmin) // maximum velocity

Table 6: Parameters used in PSO

7.3 Optimization using global metamodel and PSO

PSO is applied to minimize the global metamodel; the parameters used in PSO are listed
in table (6); more details on these parameters are available in [5].

Effect of random numbers: Figures (6) show the convergence of cost function using the
scalar and vector random numbers in the velocity update scheme for three different start-
ing seeds. We see that the scalar scheme does not give consistent results with a wide
scatter in the best achieved cost functions while the vector scheme is more consistent. In
order to test the difference between the two schemes more rigorously, we perform a set
of 50 optimization runs with different starting seeds and compute the statistics of the
results. Table (7) gives the minimum and maximum of the achieved fitness, the average
fitness and the standard deviation for the two schemes. The vector scheme achieves a
smaller fitness and the spread of fitness values is also small, as indicated by the standard
deviation. We clearly see that the vector scheme is more robust and consistent than the

scalar scheme. In all subsequent tests we use the vector scheme in the velocity update of
PSO.
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Velocity scheme

Minimum cost

Maximum cost

Average cost

Standard deviation

Scalar

0.9137

0.9620

0.9368

0.00963

Vector

0.9191

0.9351

0.9269

0.00369

Table 7: Statistics of optimization using scalar and vector random number in the velocity
update rule. 50 optimization runs are performed using 120 particles in PSO applied to
the global metamodel
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Figure 6: Different velocity schemes: scalar and vector version of random numbers
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Figure 7: Effect of swarm size: PSO with 60, 120 and 180 particles used to minimize the
global metamodel

Effect of number of particles: The ability of PSO in locating the global minimum depends
on sufficient exploration of the design space especially for multi-modal functions as is
common in engineering. This requires using a sufficiently large number of particles in the
swarm. However this number should not be so large as to increase the computational cost.
We apply PSO to minimize the global metamodel using 60, 120 and 180 particles and the
results are shown in figure (7) and table (5), indicating that 120 particles are sufficient
to locate the minimum for this problem. In all subsequent tests we use 120 particles in
swarm.

7.4 Optimization using global metamodel, PSO and IPE

In order to test the effect of various parameters in IPE, we use the global metamodel as
the exact model. The parameters in an IPE approach are:

e Type of metamodel, RBF, kriging, etc.
e Method of selecting the exact evaluations (pre-screening)

e Method of selecting the local database for constructing a local metamodel

In this work we use radial basis functions for constructing the metamodel. We first
study the effect of the pre-screening criterion. As discussed in previous section, we study
two different pre-screening methods, based on best particles and expected improvement
in cost function. The data for constructing the local metamodel is selected based on
proximity; the 40 closest points in the database are used. This is based on previous

RR n’ 1234



26 Praveen & Duvigneau

Iter | Seed = 17 Seed = 319 Seed = 574
100% | 300 | 0.9227/36000 | 0.9240/36000 | 0.9255/36000
80% | 300 | 0.9227/29040 | 0.9240/29040 | 0.9255/29040
50% | 300 | 0.9257/18600 | 0.9242/18600 | 0.9283/18600
30% | 400 | 0.9215/15240 | 0.9179/15240 | 0.9294 /15240
20% | 500 | 0.9184/12960 | 0.9246/12960 | 0.9165/12960
10% | 500 | 0.9179/7080 | 0.9188/7080 | 0.9192/7080
Adap | 500 | 0.9188/5717 | 0.9217/6385 | 0.9203/6428

Table 8: Effect of pre-screening criterion: The entries show the best cost function achieved
and the number of exact function evaluations required.

Exact 20 30 40 20 60
0.9227 | 0.9211 | 0.9234 | 0.9188 | 0.9229 | 0.9183

Table 9: Effect of size of local database: nearest neighbour

studies by Emmerich et al. [6] and our own studies discussed in the succeeding paragraphs.
Figures (8) shows the evolution of the cost function for three different realizations, as a
function of the number of exact evaluations and table (8) shows the best cost function
achieved and the number of function evaluations required. We notice that metamodel-
assisted PSO also leads to same level of cost functions as the case of exact evaluations.
As the number of exact evaluations increases, we see that cost function achieved is equal
to the 100% case. The case of 10% best particle and adaptive evaluations give good cost
functions at a very low computational cost.

We next study the effect of the size of local database used for constructing the local models
in the IPE phase. Since the dimension of the search space is 20, we test the optimization
with 20, 30, 40, 50 and 60 points in the local database and table (9) shows the best cost
function achieved. It is seen that the dependence on the size of local database is not
very strong. Figure (9) shows the error of metamodel for different sizes of the database;
it indicates that with 20 points the error is sometimes higher. A local database of 40
points gives good results both in terms of the error and the achieved cost function. This
corresponds to twice the size of the search space dimension which is 20 in this problem.

We next consider a variation in the selection of the local database. When the data points
are chosen using only proximity criterion, it may not lead to a good stencil for constructing
the metamodel. It also does not guarantee that all the components of design variables will
have non-zero variations. If the points in the local database form a convex hull around
the current evaluation point, it may lead to a better metamodel. However we do not try
to select the points to satisfy the convex hull criterion but use a more simpler criterion
which leads to similar result. If x € R? is the current evaluation point, we select atleast
one point from the database so that the conditions y¥ < x; and y; > wx; are satisfied for
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Figure 8: Effect of pre-screening criterion. Three PSO runs are performed with different
starting random seeds.
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Figure 9: Relative error of metamodel for different size of local database: nearest neigh-
bour

Exact | 20 | 30 40 20 60
0.9227 | - | - | 0.9238 | 0.9218 | 0.9206

Table 10: Effect of size of local database: convex neighbour

every dimension ¢ of the search space. Note that this requires atleast 2d points in the
local database. Table (10) and figure (10) show the results of optimization using this type
of database. The cost function achieved is comparable to the previous case as shown in
table (9) and the error of the metamodel is also of the same magnitude as before. Atleast
for this problem, the two methods of selecting the local database do not seem to have any
significant effect on the results.

7.5 Optimization using CFD, PSO and IPE

The tests in the previous sections used a global metamodel as the exact model. We next
perform the shape optimization using CFD as the exact model. The metamodel is used
with 10%, 20%, 30% CFD evaluations and the adaptive pre-screening criteria. The local
database is constructed with 40 nearest points from the database. When metamodels are
used, more iterations are performed in PSO since the total number of exact evaluations is
small. The results are given in table (11) and figure (11). First of all we notice that the
cost function obtained after optimization are of the same order as those found with the
global metamodel. This shows that in this case, the global metamodel itself was of very
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Figure 10: Relative error of metamodel for different size of local database: convex neigh-

bour

Cost | CFD evaluations | 100Cj, 10C; Iter

Initial 1.0 - 0.410716 | 0.195429 | -
100% CFD | 0.9212 25920 0.378380 | 0.196545 | 216
30% CFD | 0.9227 9480 0.378998 | 0.195732 | 248
20% CFD | 0.9148 12960 0.375746 | 0.197580 | 500
10% CFD | 0.9097 7080 0.373638 | 0.196345 | 500
Adaptive | 0.9183 6002 0.377173 | 0.195799 | 500

Table 11: Results of PSO for supersonic business jet

good accuracy. With the use of metamodel and IPE the same level of cost function as with
full CFD evaluations, is obtained. Both the pre-screening criteria give similar level of cost
functions but the 10% evaluations and adaptive criterion are most efficient. Figure (11)
shows the evolution of the cost function as a function of the number of CFD evaluations.
Figure (11-b) shows the average error of the metamodel while figure (11-b) shows the
number of CFD evaluations as a function of the PSO iterations. These results are again
comparable to those obtained with the global metamodel. Finally, figure (12) shows
the shapes for initial configuration, CFD-optimized configuration and CFD-+metamodel
optimized configuration. It can be seen that the optimized shapes obtained using CFD
alone and with metamodels are similar indicating that the use of metamodel leads to
similar results.

RR n’ 1234



30

Praveen & Duvigneau

100%
30%

Adap

20% --
10% -

0.97

0.96

0.95

Cost function

0.94

0.93

0.92

0.91

0.9

0.1

0.01

0.001

0.0001

Error of metamodel

1le-05

1le-06

1le-07
0

30000

5000

10000 15000 20000
Number of exact evaluations

25000

30000

30%
20%
10%
Adap

100 200 300

Number of iterations

400

500

25000

100%
30%

10%

20000

Adap

20% -

15000

10000

Number of CFD evaluations

5000

100 200 300
Number of iterations

(c)

400

500

Figure 11: Optimization of supersonic business jet: (a) Evolution of cost function, (b)
Relative error of metamodel, and (c) Number of CFD evaluations
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Figure 12: Wing shapes for supersonic business jet at different spanwise stations
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8 Test case 2: Transonic wing optimization

The test-case considered here corresponds to the optimization of the shape of the wing of
a business aircraft (courtesy of Piaggio Aero Ind.), for a transonic regime. The test-case
is described in depth in [1]. The overall wing shape can be seen in figure (13). The
free-stream Mach number is M., = 0.83 and the incidence o = 2°. Initially, the wing
section is supposed to correspond to the NACA 0012 airfoil.
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Figure 13: Initial wing shape (blue) and mesh in the symmetry plane (red).

The goal of the optimization is to reduce the drag coefficient C; subject to the constraint
that the lift coefficient C; should not decrease more than 0.1%. The constraint is taken
into account using a penalization approach. Then, the resulting cost function is :

J = g—d + 10" max(0,0.999 — gl ) + 10% max(0, V, — V) (23)
do

lo

Cy, and C}, are respectively the drag and lift coefficients corresponding to the initial shape
(NACA 0012 section) and V, is the wing volume. For the CFD computations, an unstruc-
tured mesh, composed of 31124 nodes and 173 445 tetrahedral elements, is generated
around the wing, including a refined area in the vicinity of the shock (figure (13)).

8.1 FFD parameterization

The FFD lattice is built around the wing with &, n and ( in the chordwise, spanwise
and thickness directions respectively. The lattice is chosen in order to fit the planform
of the wing (see figure 4). Then, the leading and trailing edges are kept fixed during the
optimization by freezing the control points that correspond to ¢ = 0 and ¢ = n,;. Moreover,
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Cost | CFD evaluations 10Cy, C Iter

Initial 1.0 - 0.263386 | 0.319024 | -
100% CFD | 0.4987 25800 0.131355 | 0.319350 | 215
10% CFD | 0.4730 7080 0.124604 | 0.319020 | 500
Adaptive | 0.5018 2511 0.132184 | 0.319987 | 500

Table 12: Optimization of a transonic wing

control points are only moved vertically. The parameterization corresponds to n; = 6,
n; =1 and ng = 1 and counts (7 — 2) x 2 x 2 = 20 degrees of freedom. The range of all
the control points is restricted to [—200, +-200] during the optimization.

8.2 Optimization results

The optimization is performed using PSO with 120 particles and the same set of parame-
ters as in section 7.3. The local metamodels are constructed using 40 nearest neighbours
from the database. In the case of metamodel assisted PSO 500 iterations are performed.
Table (12) shows the results of optimization. The metamodel assisted PSO is found to
yield a cost function similar to the full CFD case while the number of CFD evaluations
is significantly small. Figure (14-a) shows the evolution of the cost function with number
of CFD evaluations while Figure (14-b) shows the growth of the average error of meta-
model with the PSO iterations. Unlike the previous test case, we notice large errors in
the metamodel in this test case. In most cases when the error is high, it is found that the
maximum error is close to one. This is probably because of violation in lift constraint;
the metamodel predicts that the lift constraint is satisfied but the CFD evaluation reveals
that it is not. Since the lift penalty term is discontinuous there is a large error in the
cost function. However the error in the metamodel does not degrade its ability to locate
a good optimum solution.

Figure (14-c) shows the variation of number of CFD evaluations with the iteration number.
As in the case of SSBJ, the CFD evaluation count for the adaptive case grows very slowly
and asymptotes to a nearly constant value indicating that the number of CFD evaluations
goes to zero as the PSO iterations increase. Finally, figure (15) shows a comparison of
the airfoil shapes at different spanwise locations. The shapes obtained with metamodel
assisted PSO are quite close to those obtained with 100% CFD evaluations. Particularly,
the shape of the upper surface is more critical since the shock is found on this side of the
airfoil. We notice that metamodel-assisted optimization leads to very similar shapes on
the upper surface.
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Figure 14: Optimization of transonic wing
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Figure 15: Wing shapes for transonic wing at different spanwise stations
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9 Summary and conclusions

A particle swarm optimization algorithm combined with inexact pre-evaluation strategy
is proposed. The novel idea is a pre-screening criterion specific to PSO; it is based on the
predicted improvement in the local memory of individual particles after the IPE phase.
No upper or lower limit is specified for the number of exact evaluations, which is allowed
to be automatically determined by the screening criterion. The local metamodels are
constructed using radial basis functions in which the shape parameter is optimized to yield
accurate approximations. The new strategy is applied to solve two aerodynamic shape
optimization problems. The proposed screening strategy is found to considerably reduce
the number of required CFD computations while yielding optimal shapes comparable to
the full exact CFD case.

Between the two pre-screening criteria tested in this work, no definite conclusion as to the
superiority of either one can be made, though both of them yield acceptable solutions at
highly reduced computational cost. The best particles criterion (using 10% exact evalua-
tions) seems to be capable of yielding slightly better solutions due to greater exploration
of the search space. The proposed strategy is very promising and must be applied to more
test cases to demonstrate its robustness. Other metamodels like kriging which provide
an estimate of variance can be utilized in the present strategy, allowing the use of other
pre-screening criteria.
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