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Update Policy of Dense Maps:

efficient algorithms and sparse representation

Manuel Yguel, Olivier Aycard, and Christian Laugier
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1.1 Introduction and Previous Work

Providing a robot with a fully detailed map is one appealimry kor the Simultaneous Localisation and Mapping
(SLAM) problem. It gives the robot a lot of hints to solve @itlihe data association or the localisation problem itself.
The more details are in the map, the more chances are thextatiffplaces may appear differently, solving ambiguities.
The more landmarks are used, the more accurate are thethfgsithat solve the localisation problem since in a least
square sense an approximation of the solution is more relcést, it helps a lot in the presence of a few dynamic
objects because these moving parts of the environment nemmeiginal in the amount of data used to model the map
and can thus be filtered out. For instance, the moving objactde detected or cancelled in the localisation procedure
by robust techniques using Monte-Carlo algorithms [6] oiNGRC [4].

The environment models that provide such possibilitiesnarmaeddense mapsTo build such a representation from
range-finders there exist in the literature a lot of propos#: using the point clouds generated by the sensors [2],
using grid-based representation [3], [5] or using more getoical modelling involving feature fitting such as lines or
planes [14], [13]. From our point of view the second kind ginesentation using occupancy grid (OG) is of particular
interest since it offers a strong mathematical frameworkufadates or merges of maps even if the measurements or
the map disagree. For example this property is useful if aqfahe map, that was not observed, had changed a lot
like the streets of a city where the cars park and go.

However as their name suggests it dense maps comes with argpnbarden. For instance raw scan records of 361
points of a laser range-finder operating abHz@roduce in 3 hours almost 195 millions of points which makeMB

of data and a grid-based representation that use cubicvaidiis side of 8Bmneeds 3 billions of cells to cover an
area of Xn? which make 28Gb for an (OG). Naturally this is a hard limitation for such mapsl that is why the
design of sparse representations is very important.

In this paper we present a review of update methods for gaibt maps like OGs under the requirement of a sparse
representation emphasizing the pros and the cons then \wesg@ new update policy that is particularly appropriate
to the sparse condition. In a first part grid based represensand update are presented. In a second part update poli-
cies are studied. Then in the third section is discussed hewéw update policy modified the hierarchical algorithms
for sparse OGs presented in our previous works. Finallyltseate presented in the last section.

1.2 Grid-based maps

In this section the process of information fusion in gridsé@map is described.

1.2.1 Occupancy grids

Grid-based representations were first introduced by Eldgvoravec with the occupancy grids (OGs): in each cell of
the grid a probabilistic estimation is maintained for thegance of an obstacle. This representation is closelettlat
to range sensors for which sensor models exists that tabk@atiount measurement uncertainty to update the map.



Sensor model

Z a random variablfefor the sensor range measurements in theZSet
Oxy € 0 = {occemp}. Oy, is the state of the celk,y), where(x,y) € Z2. Z? is the set of indexes of all the cells
in the monitored area.

¢ the OGs needs three probability distribution to be defineelatpriori map occupancky(Oyy) and the two sensor
models:P(Z|[Oxy = ocd) andP(Z|[Oyy = emf). The two last modelling how uncertain a measurement is with
respect to the obstacle location (fig. 1(a)).

Occupancy probabilities.
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Fig. 1.1.(a) Update of a 2D OG after a sensor reading, initially eatloceupancy was unknowi.e. 0.5 probability. The sensor
beam has an aperture of 7 degrees. The sensor is positiof@@)inlt thus is the just adding in each cell the value of tgefatio
of the two sensor models. (b) A range-finder beam. The rangerfiis located af2 and its field of view is surrounded by red
boundaries. It defines the three kind of cell types, unknoelts ¢U set) in white, empty cells (E set) in light blue and woied
cells: the one close to an obstacle marked with a “D” (B set).

Log-ratio form of occupancy update

As the occupancy is a binary variable, a quotient betweetikbkhoods of the two states of the variable is sufficient
to describe the binary distribution. The new represemaiged is:

P([Oxy = 0cq)
p([Oxy =empd)

In the Bayesian update of the occupancy, the quotient mddeesnarginalization term disappear and thanks to a
logarithm transformation, sums are sufficient for the iafere:

odd(Oyy) = log (1.1)

plocdz) . plocg . p(oco
plemiz) 2% plemp  °Y pizemp)

whereoddy hamed the initial estimation of the cell occupancy is lotiera

= log =o0ddy+0dd(z) 1.2)

1 For a certain variable we will note in upper case the variable, in lower caits realization, and we will notp(v) for P(]V = v])
the probability of a realization of the variable.



1.2.2 Reflection probability maps

Reflection probability maps were described by Burgard astead of the occupancy probability the map measures
the probability of a reflection per grid cell and have the adage of not requiring an explicit sensor model. For each
cell two numbers are stored: the number of times a beam has$d the cellffmisses) and number of times a beam
has ended in the celtlfits). Then the probability of reflection is estimated as:

B ghits
P(Oxy) = ms 1.3)

1.2.3 Normal transforms

The normal transforms store in addition of one of the presikind of occupancy information the mean and the
standard deviation of all the end-points of the beams ttidhta the celP. This representation was proposed by Biber
in [1] and as a nice feature it reduces the problem of spacedtization induced by the grid which greatly improved
the localisation accuracy for instance.

1.3 Update Policies

In this section is studied the effect of long term sensordingin grid-based maps. In the first subsection the effect of
the simple sensor fusion updates of the previous sectiotemaibed highlighting the drawbacks. Then the usual max
and clamping policies used to counter these drawbacks @ieved. Last we present the policy we used along with
the occupancy priory that gives the best memory saving.

Fig. 1.2.Log-ratio occupancy maps from the Freiburg data set gesraith various policies. For all the figure the color code is
the following: the more bright is the color the more occugiethe cell. All color scales are defined from the min occupandhe
max occupancy of the maps. (a) No policy. (b) Max policy. (&r@ping policy. (d) Exponential forgetting policy.

2 Note that it supposed to store the number of time the cell vigsaan end-point



1.3.1 No policy

When updates are performed using just the equation of théoui® section, the map obtained suffers from two
drawbacks: it is overconfident and it is highly irregular (f&gfa), fig. 3(a)). If carried in log-ratio space these two
problems are evident through the unbounded sums alongnfugidates. The number of observations required to
change the state of a static cell is equal to the number ofedisens in the past that have defined this state. And if the
robot have stayed a long time observing a part of the maplliinvake a long time to change its state which is annoying
since obstacles like car can be parked a long time beforegggpiickly. This issue is called the maperconfidence
problem. It can be understood as a memory problem since tpe@n@ember all agreeing observations. In particular
as the vantage points of the sensor observations chang#® atinor changes in the pose of the sensor let a print
in the map leading to very irregular representation. Thetieregular means, here, that the function representing the
map is far from a continuous function. And as there is no wayrealict the patterns that appear in the map there is no
way neither to compress the map efficiently.

However this update as a clear advantage: all the informatie used to estimate the static parts of the map which
made the location of the wall for instance very accurate @&{@)). It is worth notice that all these drawbacks and
advantages are valid for all the grid-based representation

1.3.2 Max policy
A solution, usually use because it is conservative ( [8] @)1s to update using the maximum rule:
odd = maxodd_j,0dd(z)). (1.4)

In this case, there is not any overconfidence problem for gmggfions but an occupied area can never be empty
anymore, the model cannot represent accurately the obstacticase of false measurement or moving objects for
instance. Furthermore the estimation of the obstacleipasi very poor (thick wall in fig. 3(b)) which tends to give
bad localisation. However the compression capabilitiesush representation are interesting since most parts of the
map stay at the original value when the space is empty (fig).Zbr reflection probability maps the same effect can
be obtained by just updatinits.

1.3.3 Clamping policy

A quantification policy discretized the range of occupanalyes into a small set of possible values, like in [7]. This
process is often dona posteriorisince it is not obvious how to consistently update quanti¥igides. For instance
the minimum and maximum probabilities are not anymore retspy equivalent to 0 and 1 probabilities. The same
policy is difficult to obtain with reflection probability mapsince boundinghits andfmisses independently leads to
wrong estimations. For log-ratio occupancy maps the upeguation becomes:

odd = maxmin(odd_, + odd(z), 0d tnax), 0d thin)- (1.5)

where odgax and odghi, are the predefined maximum and minimum log-ratio occupanalygbilities.

This policy is illustrated in fig. 2(c) and fig. 3(c). It is olmus that this policy suffers for the same problem
of precision than the max policy. However, the state of tHd r reversible which make it more suitable for map
updates. The regularity of the maps is good because most @m@to converge towards the two extreme values.

1.3.4 Exponential forgetting policy

We present here a new policy that solve the precision, thecoméident and the regularity problem altogether. The
update equations are the following:

odd = (1— y)odd_1 + yodd(2). (1.6)
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Fig. 1.3.Zoom on the map from the Freiburg data set generated witbwapolicies. (a) No policy. (b) Max policy. (c) Clamping
policy. (d) Exponential forgetting policy.

The map is naturally bounded, since tha(z) is bounded and ibdd_1 = odd(z) thenodd = odd_1. Therefore
the map is easy to compress since there are large coherast(fice 2(d)) and is not overconfident. The map keeps
precision since the peaks of occupancy do not disappeaubecwighboring cells do not all reach the occupancy
bounds but always keep their relative differences by faigg{fig. 3(d)). These policy is called exponential forgegt
since a past observation is exponentially less importatitércurrent occupancy estimation. It is worth to notice that
ghits, fmisses, mean and standard deviation can be updated the sgme w
The choice ofy determines the rate of forgetting and by trials we find thawavalue is interesting in the case of the
mapping with a laser-range finder atid(y = 0.3 is taken in the experiments).

One drawback of this policy is that using naively in the ureskied area, it makes the cell occupancies converge
toward a unknown state rapidly since in log-ratio the valtiedd(z) for this kind of area is zero. This problem can be
avoided by only updating areas that are in the field of viewhefgensor, in the occupied and empty zones only (see

fig. 1(b))

1.3.5 Policy mixing and initial conditions

All these different policies can be combined together tddbnew policies that solve some of the problems. For
instance, since the empty space is often the most imporgahbpa map, an interesting combination is to clamp the
lower occupancy values while not bounding the upper ones.cbimpression abilities of such a map are good, and it
was the policy we use in previous experiments [16]. In thisecan obstacle can easily appear but it disappears very
slowly if it was observed a long time. It is conservative fram obstacle avoidance point of view while it could be
really annoying when searching a free place in a car park.

An other important choice is the initialization of the ocampy value of the map. From a compression point of view



the most interesting choice is to initialize the map with émepty bound since it is the most probable value in an
environment where a robot is supposed to evolve (see figas@jig. 4(b)).

(b)

Fig. 1.4.Map from the Freiburg data set generated with the expordotigetting policy and a initialization to an empty map. (a)
Entire map (b) Zoom on the map.

1.4 Sparse representation through hierarchical map orgaraation

This section describe how the update policies change tharbkécal update algorithm developed in [16] for sparse
representations.

1.4.1 Problem statement

One popular method to compress a grid-based represeniatioa robotic community rely on building a tree based
hierarchical representation of the map ( [7], [9], [10],,[B16]). The idea is to represent large area with the same
occupancy with a single node at an appropriate coarse Jeale efficient these strategies suppose that the map have
indeed large uniform occupancy area, therefore a policiyttband the map is always required at least for the main
part of the map (which is the empty one). As stated in [15% dften interesting to store differences between the scales
instead of the plain values because small differences areltie to notice uniform areas or a variant of this scheme
like the Haar wavelet transform.

The problem in such representations is how to efficientlyat@dhe hierarchical representation taking into account
sensor model uncertainties. In a previous work [16] we @eaivhierarchical algorithm that allow to make efficient
hierarchical updates with a clamping policy.and in paticupdates that are hierarchical in the sens that large part
of the map can be updated at large scale when a large partcisvdisas empty. That is very important in the car
park situation when a car can occupied many cells at fineutsolfor instance. The drawback of clamping-based
policy is that they are either lacking in precision, the doaek when not bounding the occupancy is that the map
is overconfident. In the following is exposed the modificasido bring to the hierarchical algorithm in order to use
exponential forgetting policies.

1.4.2 hierarchical algorithm

The key idea in the hierarchical exploration of the grid gpicto define a predicatexistintersectiorthat is true if
a given set of grid cells intersect the volume defined by tHd téview of the sensor beams (blue plus red cells in

3 It is rarely done without any policy that bound the map sire¢ is no really empty value, and the maps are often irséelli
with a uniform prior in those cases



fig. 1(b)). The absence of intersection indicates that thergset of cells are outside the sensor field of view and don’t
need updating. For the case@fistintersectiorevaluating to true, a special sub case would be when the sellsf

are totally included in the sensor field of view, then all te#sof the set belong t& (blue cells in fig. 1(b)) and their
occupancy are decreased by the same amount @fgdel. 1.2. As the algorithm is able to detect uniform regions
recursively, the grid representation should allow the tgdéregions, and wavelets provide a natural mechanism for
doing so. For each grid area, tegistintersectiorpredicate guides the search. If there is intersection tnetsal
searches deeper into the grid hieraréhey,exploring finer scales. Otherwise it stops at the currenenod

/] /]
SN || S
(@ (b) (c)

Fig. 1.5. (a) The hierarchical process of updating the grid: from tbarsest scale to the finest. To save computing time, area
that are outside the polygon of view or totally included desthe area classified as empty are detected and procesbeih ¢lae
hierarchy. (b) and (c): two different cases for the itematidong a boundary of the field of view that separdteset andJ set.

Fig. 5(b) artificial separatior§ (with waves) was totally empty and the observation of a phitsanterior (on the right of the red
boundary) does not bring any information gain. Fig. 5(c)gbparation brings information about the state of the yeHosa that is
inside the field of view (on the right of the red boundary).tinghis last case the algorithm 2 performs a search at a foze s

An update is almost always required for cells that are in thstacle neighborhood (cells marked with 'D’ in
fig. 1(b) ) so iteration is always performed in area that cimstauch a cell. But for boundaries that separate cells
that belongs t&J set and tcE set (white and blue cells in fig. 1(b)) iteration is requiredyaf the E set corrects the
knowledge in the grid (fig. 5(c)) otherwise the iterations stop early in the hierarchy (fig. 5(b)).

Further details and pseudo code can be found in [16].

1.4.3 Modification of the update algorithm under exponentiaforgetting update policy

The main contribution of the update algorithm with the wavekpresentation is that for uniform area the update
is hierarchical, however with the exponential forgettingligy all finer scales must forget too. This an important
drawback of this policy for a hierarchical representation.

To solve this issue there is the possibility to always prddeea complete traversing of the tree except for regions
outside the sensor field-of-view (U set) or regions with g@amncy that has reached one of the boundaries occupancy
values. The solution proposed here improves this by ngfithiat a hierarchical update is worth when a big part of
the environment being previously occupied becomes emiity With parked car that leaves its place), in that case
successive updates will lead to a complete empty area. finengpdating the grid at fine scale is totally useless and
time consuming, since big parts will be empty.

We propose to keep track of the empty updates performed aameascale by recording the corresponding coarse
nodes of the grid in a second tré&g In that tree is stored the corresponding nodes from whicptgmpdates are
required along with the number of time an empty update wafopaed. When updating the grid treg, is traversed

too and if an update is required for child of a nodeTinthe empty updates are performed in a lazy fashion. The
equations are the following:
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Fig. 1.6. Results of algorithm 2 for 2D data: scaled views of the OG jed by different scales of WavOG representation (a)
scale 0, cell size: J@nx 10cm (b) scale 2, cell size: 4Bnx 40cm (c) scale 3, cell size: &nx 80cm (d) scale 4, cell size:
1.60mx 1.60m. The data where provided by CSIRO on a long-run experimérg.size of the map is approximately 46@ 200m.
The number of cells vary from 9 Millions to 36000 from scaleGtale 4 and the ratio is one for 256 if the scale 4 is compared t
the scale 0. It is obvious that the precision of the map dseewhen the scale increases however the shape of the enginbis
sufficient enough for path planning since scale 3 in the bignogrea which is very interesting and promising for mullsqath
planning algorithm for instance.

n—1 )
odd = (1-y)"dd_1+ VOddemp(_zo(l -v)),
= (1-y)"(odd 1 — 0ddkmp) +0dckmp 1.7)

whenn is the number of cached empty update stored in the coarseaiddeT. is then updated by zeroing the
cached updates at the coarse node. It the empty update isaebtpr a fine scale the whole tree is traversed. The only
parameter to set is the threshold between fine scale andecazaie which we fix to match half the size of a car in our
application.

1.5 Experiments

1.5.1 Computing time and required memory

We performed experimeriten 2D real data with the modified hierarchical algorithm fepenential forgetting policy

with moving obstacles.

Inthe 2D experiment a big truck equipped with four SICK LM$12t each corner carries a big hot metal container
behind it during a B hours experiment, the data are noisy and the evolutioneptppf the map is required by the
presence of a lot of moving obstacles (in particular the hetiacontainer). The algorithm processes the 4 laser range-
finder at real-time (46z each). The processing time of the modified algorithm matthegprocessing time of the
update algorithm with clamping policy but provides in aduita non overconfident map.

4 Every experiment was done with an Intel(R) Pentium(R) 4 CRA0GHz



1.6 Conclusions and future works

1.6.1 Conclusions

The objective of this work is to present a review of the upgateies in grid-based representation that makes this kind
of environment modelling more suitable for compression @ndresent a new one based on exponential forgetting.
This new update policy offers many advantages compare tottie¥s because it present neither overconfidence nor
loss of accuracy in the long term. However it remained to see tinis new update pattern fit with our hierarchical
update algorithm of a sparse grid representation. We hareghesented a scheme that allows lazzy updates in case
of gross disapearance of objects like cars that leave a chr lpathat case the algorithm delayed update as long as
possible and in most of the case never needs to do them whikbsnitaas efficient than the update algorithm with
Haar wavelets and clamping update policy.

1.6.2 Future Works

In the future we will explore parallelising the computingtbé& hierarchical update algorithm since the tree structure
and distributed memory organisation of the data structeeens be well designed for such a purpose.
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