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This report deals with the adaptation of a real-time controller’s sampling
period to account for the available computing resource variations. The design
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plant, where the parameter is the sampling period. A polytopic approach for
LPV (Linear Parameter Varying) systems is then developed to get an H, sam-
pling period dependent controller. A reduction of the polytope size is here per-
formed which drastically reduces the conservatism of the approach and makes
easier the controller implementation. Some experimental results on a T inverted
pendulum are provided to show the efficiency of the approach.
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Une méthode de conception de controéleurs a
période d’échantillonage variable LPV H :
application & un pendule inversé

Résumé : Ce rapport examine le probléme de 'adaptation en temps-réel de
la période d’échantillonnage d’un controleur, afin de lui permettre de s’adapter
aux variations de la ressource de calcul disponible. La conception du contro-
leur nécessite d’avoir un modéle en temps discret paramétré du procédé, ou le
parameétre variable est la période d’échantillonnage. Une méthode basée sur
Papproche polytopique (LPV) est utilisée pour synthétiser un controleur Ho, &
période variable. L’utilisation d’un polytope de taille réduite permet de réduire
fortement le conservatisme et la complexité de reconstruction du controleur. La
méthode est validée expérimentalement sur un pendule inversé.

Mots-clés : Commande numérique, systémes & paramétres variables, com-
mande H.,, validation expérimentale
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1 Introduction

High-technology applications (cars, household appliances..) are using more and
more computing and network resources, leading to a need of consumption op-
timisation for decreasing the cost or enhancing reliability and performances. A
solution is to improve the flexibility of the system by on-line adaptation of the
processor /network utilisation, either by changing the algorithm or by adapting
the sampling period. This paper deals with the latter case and presents the
synthesis of a control law with varying sampling period.

Few recent works have been devoted to the computing resource variations.
In 1] a feedback controller with a sampling period dependent PID controller is
used. In [2 B3] a feedback scheduler based on a LQ optimisation of the control
tasks periods is proposed. In [#] a processor load regulation is proposed and
applied for real-time control of a robot arm. The design of a sampling period
dependent RST controller was proposed in [5]. This latter paper dealt with the
control of linear SISO systems at a variable sampling rate, and its promising
results called for extensions towards multivariable systems.

The presented contribution enhances a previous paper ([6]) using a linear
parameter-varying (LPV) approach of the linear robust control framework [7].
The LPV approach primarily deals with variations of the plant’s parameters,
although it has been applied also to a plant parameter dependent sampling via
a lifting technique as in [§].

This paper provides a methodology for designing a sampling period depen-
dent controller with performance adaptation, which can be used in the context
of embedded control systems. First we propose a parametrised discretization of
the continuous time plant and of the weighting functions, leading to a discrete-
time sampling period dependent augmented plant. In particular the plant dis-
cretization approximates the matrix exponential by a Taylor series of order N.
Therefore we obtain a polytopic LPV model made of 2V vertices, as presented
in [6]. In this paper we exploit the dependency between the variables param-
eters, which are the successive powers of the sampling period h, h2,...,RY, to
reduce the number of controllers to be combined to N + 1. The H,, control
design method for polytopic models [7] is then used to get a sampling period
dependent discrete-time controller. The reduction of the polytopic set drasti-
cally decreases both the complexity and the conservatism of the previous work
and makes the solution easier to implement. This approach is then validated by
experiments on real-time control of a T inverted pendulum.

The outline of this paper is as follows. Section B describes the plant dis-
cretization and the reduction of the original complexity using the parameters
dependency. In section Bl the closed-loop objectives are stated and expressed
as weighting functions in the H,, framework. Section Bl comments briefly the
augmented plant and gives background on H., /LPV control design. The exper-
iments on the "T" inverted pendulum are described in section [l Finally, the
paper ends with some conclusions and further research directions.

2 A sample dependent LPV discrete-time model

In this section the way to obtain a polytopic discrete-time model, the parameter
of which being the sampling period, is detailed.

RR n°® 6380
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We consider a state space representation of continuous time plants as :

| © = Ax+ Bu
G'{y = Cz+ Du (1)

where z € R", u € R™ and y € RP. The exact discretization of this system
with a zero order hold at the sampling period h leads to the discrete-time LPV

system (&)
Q- Tyl = Ad(h) T + Bd(h) U (2)
- Yk = Cd(h) Ty + Dd(h) U

with

h
Ay = P By = / eATdrB
0 (3)
Cy=C Dys=D

The state space matrices are usually computed using expression ) and (H),

see [9)].
(3 5) = m((i 2 o

Cy=C Da=D (5)

with h ranging in [Rin; hmm]ﬂ. However in @) A, and By are not affine on h.

2.1 Preliminary approach: Taylor expansion

Our aim is to get a polytopic model in order to satisfy one of the frameworks
of H,, control for LPV systems. We here propose to approximate the matrix
exponential by a Taylor series of order IV as :

Al
—h'
7!

N
Ag(h) =T+ (6)

N .
Al—lB .
Ba(h) ~ Y h! (7)
=1

7!

However it is well known that the Taylor approximation is valid only for param-
eters near zero. As h is assumed to belong to the interval [hmin, Pmaz] With
hmin > 0 the approximation will be considered around the nominal value hy of
the sampling period, as:

h = hO +4 with Romin — hO < 0 < himaz — hO (8)

(5 5= (5 )0 %) "

Lthe variable sampling period should be chosen in a range where the control performance
is highly sensitive w.r.t. to the sampling rate, e.g. according to the rule of thumb w. h =~
0.2...0.6 where w,; is the desired closed-loop frequency

Then we get:

INRIA
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where

An, Bu \ A BY, As Bs \ _ A B\,
o 1 )= P\Lo o)™ o 1 )70 o
This leads to

Ag = Ap,As

10
By = Bho + AhoB(; ( )

Remark 1 When 6 = 0, then As = I and Bs = 0 which means that, as
expected, Ag = Ap, and Bq = By, .

As hg is known at design time and constant, the Taylor approximation is
then used only for As and Bg, as:

Aq(h) ~ Ap, 1+Z— 8% == Aq(0) (11)

N
Bd(h) ~ B, + An, Z

le

= Ba(d) (12)

To evaluate the approximation error due to the Taylor approximation, a
criterion based on the H,, norm is chosen here to express the worst case error
between G4, and G4, both discrete-time models using respectively the exact
method and the approximated one (i.e. the Taylor series approximation of
order N).

Iv=, max | Ga(h2) = Galh;2) lc (13)

2.2 A first polytopic model

As h belongs to the interval [Amin, hmaz], then we can define H = [§,62,. .., 6]
the vector of parameters. H belongs to a convex polytope (hyper- polygon) H
@) with 2V vertices,.

2 2
D ai(@)wiai(8) >0, ai(6) =1 (14)
i=1 i=1
{6,6%...,6%}, 0" € {0rin: Opna } (15)
Each vertex is defined by a vector w; = [V, Vi, . .., Viy| Where v;; can take

the extremum values {5mm, 87 o } With 8pnine = Rinin —ho and 6maz = Punaz —ho-
The matrices A4(d) and By(d) are therefore affine in H and given by the
polytopic forms:

= Z a;(0)Aa;, Ba(H) = Z ai(6)B

where the matrices at the vertices, i.e. Ay, and By,, are obtained by the
calculation of A4(d) and By(d) at each vertex of the polytope H. The polytopic

RR n°® 6380
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coordinates «; which represent the position of a particular parameter vector
H($) in the polytope H are given solving :

H(5):Zo¢i(5)wi , i(8)>0 Zai((;):l (16)

As an illustration, figure [ shows this transformation for N = 2 with

Ag, = Ag(H1) or  Hi = [Smin, Ocyin)
Ag, = Ag(Hy) or  Hy = [6maz, 02,]
Ag, = Ag(H3) or  Hz = [6min, 02 0s)
Ag, = Aq(Hy) or  Hy = [6maz, Oasl
H = Co{H,, Hz, Hs, Hy}
o Ad(Hs) Ad(Ha)
P | I e 7
52, | e .
g g Aq(Hy) Ag(Hz)
Omin Omaz

Figure 1: Example of polytope for A4(0) with &, =0

This leads to the plant polytopic model () where G4, are G4(H) evaluated
at the vertices w;.

Ga(H) =) i(9)Gg, and H = ai(d)w; (17)

As the gain-scheduled controller will be a convex combination of 2%V "vertex"
controllers, the choice of the series order N gives a trade-off between the ap-
proximation accuracy and the controller complexity. Indeed one should notice
that:

e The raw approach does not take into account the dependence between
§,0%,...,6N. Indeed, as shown in figure[l], the set of parameters {[d, §%],0 <
d < dmazx}, represented by the parabolic curve, is included in the large
polytopic box with 4 vertices. This will of course induce some conser-
vatism in the control design.

e Moreover, when a the order of the Taylor approximation increases, we
will see (in section EI)) that the number of LMIs to be solved, which is
242N 41 will grow exponentially which can lead to unfeasible optimisation
problems.

INRIA
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e Finally the implementation of the controller is also directly linked to the
number of vertices of the polytope.

To reduce the complexity (and the conservatism of the corresponding control
design as well), a reduction of the polytope is proposed below.

Remark 2 Note that exact calculations of matriz exponential via diagonalisa-
tion or Cayley-Hamilton theorems are more involved here as their expression
will lead to non affine representations of Aq(H) and By(H).

2.3 Reduction of the polytope

It is here proposed to reduce the size of the polytope using the dependency
between the successive powers of the parameter . This reduction only stands
for 0,4, = 0, which means that hg = Ay, is the minimal sampling period,
i.e. related with a slack constraint on computing resource. For control purpose
this choice is quite logical as the nominal behaviour corresponds to the minimal
sampling period in normal situations. This period would increase only when
computing resources will be limited.

The way to reduce the size of the polytopic set can be seen on the example in
figure[ll where the parabolic parameters locus is enclosed in the triangle defined
by {0,0}, {6maz,0} and {6max,02,,, }- Therefore it is not necessary to consider
the vertex {0,42,,,} to build a polytope encompassing the parameters locus.

To develop and extend this method to a polytope of size N, let us write:

h = hmin + 5; 0< 0 < 5maza 5mam = hmam - hmina (18)

Then the inequality below is always satisfied:

5n+1
§ o < ez snje 3 < Gan 07 (19)
6n
max
Then it is proposed to delete the vertices which do not satisfy the above
inequality. As the vertices H; of H are given by a vector (v1, 1o, ...,vyN) where
vi = 0 or &% .. according to the considered vertex, then the inequality to be
satisfied is given by:
Vn+1 S 5mam Un (20)

This leads to the following set of admissible vertices:

(0,0,0,...,0)

(5mazv 05 07 ] 0)

(6mazs 02100, 0, -+ -, 0) (21)
(5771(1:67 5'r2namﬂ 67371(1:6’ A ?6ﬁaz)

Remark 3 The vertex (0,62,,,,0,...,0) does not satisfy inequality @0) and
can be discarded.

RR n°® 6380
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This method leads to a set of N + 1 vertices instead of 2V. Note that these
vertices are linearly independent and make a simplex, which is itself basically a
polytope [10] of minimal dimension considering the parameters space of dimen-
sion N.

When N =2 (and for 0 < 0 < d,nqz) the square is downsized to the triangle
in figure @l When N = 3 the pyramid in figure Blis the reduction of a cube.

X
A0 4 M v A2 @ B N ®

Figure 3: Polytope reduction for N=3

3 Formulation of the H.,,/LPV control problem

In this section we first present the formulation of the H,, control problem using
weighting function depending on the sampling period. Indeed the provided
methodology will allow for performance adaptation according to the computing
resources availability.

The H framework is based on the general control configuration of figure @l
where W; and W, are some weighting functions representing the specification
of the desired closed-loop performances (see [I1]). The objective is here to find
a controller K such internal stability is achieved and ||Z||2 < v||@||2, where ~
represents the H,, attenuation level.

INRIA
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ot

K

Figure 4: Focused interconnection

3.1 Towards discrete-time weighting functions

Classical control design assumes constant performance objectives and produces
a controller with an unique sampling period. The sampling period is chosen
according to the controller bandwidth, the noise sensibility and the availability
of computation resources. When the sampling period varies the usable controller
bandwidth also varies and the closed-loop objectives should logically be adapted.
Therefore we propose to adapt the bandwidth of the weighting functions to the
sampling period.
The methodology is as follows. First W; and W, are split into two parts :

e a constant part with constant poles and zeros. This allows, for instance,
to compensate for oscillations or flexible modes which are, by definition,
independent of the sampling period.

e the variable part contains poles and zeros whose pulsations are expressed
as an affine function of the sampling frequency f = 1/h. This allows for an
adaption of the bandwidth of the weighting functions, and hence for an
adaption of the closed-loop performance w.r.t. the available computing
power. These poles and zeros are here constrained to be real by the
discretization step.

First of all the constant parts of the weighting functions are merged with
the continuous-time plant model. Then a discrete-time augmented system is
developed as presented above.

The variable part V(s) of a weighting function is the discretized according
to the following methodology:

1. factorise V'(s) as a product of first order systems. We here chose poles
and zeros depending linearly of the sampling frequency f = 1/h, as:

ORT | e i) | 10 (22

i
with a;,b; € R
2. Consider the state space observable canonical form for V;(s)

%(S):{i'iaifxiJFf(aibi) U;

i (23)

RR n°® 6380



10 Robert, Sename € Simon

3. form the series interconnection of the state space representation of each
Vi(s). This allows to get V' (s) of the form (2] with appropriate dimensions
of the state space matrices.

. Ty = Auf To+ Buf uy
V(S) ' { yﬂ == Cﬂ xﬂ + D'U uﬂ (24)

4. Get the discrete-time state space representation of V(s). Thanks to the
affine dependence in f in ([Z4)) the discrete-time model of the variable part
becomes independent of h since:

A,, = edvfh = Av
d

By, = (A, f) (A, — I)B,f = (A,)"Y(A,, — I)B, (25)
Cy, =C, and D,, = D,

Remark 4 The serial interconnection of two systems of the form R8) leads to

a system of the form E1).
&= Afz+ Bfu 20
y=Czxz+Du

Al 0 Bl X
A = B = =
<B201 A2> <B2D1> . <ZE2> (27)
C=(D:Cy Cy) D=DyDy

As seen matrices C and D only depend on C; or D;, i = 1,2, which ensures
that they do not depend on f. Then there is no coupling between A; and B;,
i = 1,2, which keeps the linear dependence on f of the state space equation. As
illustration and forward, the interconnection of 8 systems leads to a state space
representation 28) :

A1 0 0 Bl €
A= BQCl AQ 0 B = BQDl Tr = xZo
B3D2Cy B3Cy  Aj B3 Dy D, x3 (28)

C = (D3D;Cy D3Cy C3) D= DsDyDy

By iteration, the serial interconnection of more than three systems @8) still
keeps the form @8). Therefore the interconnection of systems V;(p) which are
in form ([@ZO)) leads to a system in the form 4 where the dependence on f
makes easier the discretization step.

Remark 5 The simplification between f and h in [Z3) makes easy the dis-
cretization step. This is why the plant and the weighting functions are separately
discretized, and the augmented plant is obtained in discrete time afterwards by
interconnection. This is also a consequence of the use of the observable canonical
form.

INRIA
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3.2 The discrete-time augmented plant

Let us here present the overall methodology to get the discrete-time plant in-
terconnection.

Let first consider the following continuous-time model where the constant
part of the weighting function W; and W, has been connected to the plant
model:

&(t) = Ax(t) + Byw(t) + Byu(t)
P:q 2(t) = Coax(t) + Dyw(t) + Dyyu(t) (29)
y(t) = Cyx(t) + Dyww(t) + Dyqu(t)

where = € R" is the state, w € R™w represents the exogenous inputs, u € R™*
the control inputs, z € RP= the controlled output and y € RPv the measurement
vector.

A discrete-time representation of the above system is first obtained thanks
to the previous methodology. For simplicity we will note, according to the
representation ([I):

Cz _ Dzw Dzu
o v w on(@) 0-(3 B) e

Using the Taylor approximation at order N leads to a polytope H. This
polytope has r vertices (where r equals 2%V for the basic case and N + 1 for the
reduced one). Each of the r vertices is described by a vector w; of the form
(61,02,...,8,) where 6; = 8% . or 6, ...

The LPV polytopic discrete-time model is given by:
1 = A(H)xy + Byw(H)w + By (H)u

P(H) : z=CLx + Dopw + D.yu (31)
y = Cyxi + Dypw + Dy u

H= (6 ¢ ... oY) HecH=Co{wy,...,wr}
T T T (32)
H:Zaiwi A(H):ZOQ.A% Zaiil 04120
i=1 i=1 i=1
where, according to the representation (&)
Ag=A By = (Bw Bu) Cq=0C Dy=D (33)

Now, the variable part of the weighting functions W; and W, are expressed
as previously presented, which leads to both discrete-time representations (B4)
and([BH) where the size of the state vector depend on the weighting function:

W - Llyr = Arxy, + Brw (34)
L ’w:C]:L'[k+D]’lD
W, - Lo, = onok + Boz (35)
o zZ= Col'ok + Doz

RR n°® 6380



12 Robert, Sename € Simon

The augmented system P’(H) is obtained by the interconnection of P(H),
Wi and Wy. Therefore we obtain the following LPV polytopic discrete-time
system of state vector z}, = (zy, z7, To,)" :

zy = A (H)x, +B'w(H)w + B W (H)u
P'(H): Z=C.a) + DLW+ Du (36)
Y= C;zﬁc + D;wd) + Dlyuu

with
A(H) Bu(H)C; 0 B.(H)D; B.(H)
AHE) = o A o | B,H) = B; B.(H)y=| o0
BOCZ BODszI AO BODzwDI BODzu
C; = (DOCZ DODszI CO) D;w - (DODzwDI) D/ - (DODzu)
C; = (Cy Dy Cr 0) Dlyw = (DwaI) D;u = (Dyu)

4 Solution to the H,, control problem for LPV
systems

We aim to use here the H, control design for linear parameter-varying systems
as stated in [[f]. Let the discrete-time LPV plant, mapping exogenous inputs
w and control inputs u to controlled outputs z and measured outputs y, with
x € R be given by the polytopic model:

Tt = A(H)ay, + Bl (Hyw + Bl (H)u

2 = Clag + Dlyw + Dl (37)

y= C;:ck + D;ww + D’yuu
where the dependence of the state space matrices on H is affine and the param-
eter vector H, ranges over a fixed polytope H with r vertices w;

H= {Zal(é)wl : al(é) Z O,Zal(é) = 1} (38)

where 7 is equal to N + 1 or to 2V according to the kind of polytope (reduced
or full).

4.1 Problem resolvability

The method considered here requires the following assumptions:
(A1) D, (H)=0
(A2) B, (H),C,,D.,,

(A3) the pairs (A'(H),B;,(H)) and (A'(H),C,) are quadratically stabilisable
and detectable over H respectively,

D,,, are parameter- independent

Remark 6 In [B1) assumption (A2) is not satisfied due to the B, (H) term in
B.,(H). To avoid this, a strictly proper filter is added on the control input, as
explained in [12, [I3]. It is a numerical artifact (which of course increases the
number of state variables n. > n,), therefore its bandwidth should be chosen
high enough to be negligible regarding the plant and objective bandwidths.

INRIA
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Proposition 1 Following [7] , under the previous assumptions there exists a
gain-scheduled controller (Figure[3)

{“”Km = Ax(H)zx, + Br(H)y (39)

U, = Ck(H)zk, + Dr(H)yk
where xx € R™ which ensures, over all parameter trajectories, that :
e the closed-loop system is internally quadratic stable;

o the £5-induced norm of the operator mapping w into z is bounded by -y,
e ||z]l2 < yllwll

if and only if there exist v and two symmetric matrices (R, S) satisfying 2r + 1
LMIs (which are computed off-line) :

T
Nz |0 Nz |0 .
Ng|o\" Ns |0
5 5 .
( 0 T) EQ( 0 T)<O,Zl r (41)
R 1
( ol ) >0 (42)
where - _ _
A;RAT — R A;RCY; | Bu
Ly = Cy;RAT —~I + C;RCT | Dyy;
Bsz' DlTu | -1
ATSA; -8 ATSBy; i
Ly = B;SA; —I 4+ BISBy | Df};
Chi D | =1

zZw
the it" vertex of the parameter polytope. Ng and Nr denote bases of null spaces

of (BY, DL,) and (Ca, Day) respectively.

where A;, By, Ci, Di1; are A(H), B, (H), C.(H), D., (H) evaluated at

P(H)
K(H)

Figure 5: Closed-loop of the LPV system

RR n°® 6380
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4.2 Controller reconstruction

Once R, S and v are obtained, the controllers are reconstructed at each vertex
of the parameter polytope as shown in [IZ]. The gain-scheduled controller K (H)
is then the convex combination of these controllers

won: (8w )=S0 (o o) @

i

with «;(d) such that H = Zai((S)wz' (44)

=1

Note that on-line scheduling of the controller needs the computation of «; ()
knowing h. For the full polytope case the polytopic coordinates are solutions of
the following under-constrained system (T4, [T3]) :

2% g 2 N

Zijzvl ai((S)wi =H= [(5,5 ,...,5 ] (45)
S ai(d) =1, a;(8) >0

which can be solved using an algorithm of the LMT toolbox [I6]. When the poly-

tope is reduced to a simplex (using inequality [£0)) the polytopic coordinates
are given solving a simpler system :

S ai(O)w; = H = (6,62, ..., 6V (46)
SV a(8) =1, ai(8) >0
for which explicit solutions are easily recursively computed:
041 — 67naj:_6
o =M n—1
Ay = W_Zl ;o TL:[2,,N] (47)

This leads, for the case N = 2 and §,,;, = 0 of the next section to the simple
explicit solutions:
5maz - 5,0&2 _ 5'r2nax 7 52

— 1 043:17 @1 + Qo
- . : ( )

] =

5 Control of the T inverted pendulum

This section is devoted to an experimental validation of the approach using a
"T" inverted pendulum of Educational Control Productg, available at GIPSA-
lab, in the NeCS (Network Controlled Systems) team. These experiments will
emphasise the effectiveness of the proposed design method.

%http://www.ecpsystems.com/controls_pendulum.htm

INRIA
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5.1 System description

The pendulum shown in figures @l and [ is made of two rods. A vertical one
which rotates around the pivot axle, and an horizontal sliding balance one. Two
optional masses allow to modify the plant’s dynamical behaviour.

The control actuator (DC motor) delivers a force u to the horizontal sliding
rod, through a drive gear-rack.

The 6 angle, positive in the trigonometric sense, is measured by the rod angle
sensor. The position z of the horizontal rod is measured by a sensor located at
the motor axle.

The DC motor is torque controlled using a local current feedback loop (as-
sumed to be a simple gain due to its fast dynamics). The dynamical behaviour
of the sensors is also neglected.

1

Figure 6: Picture of the T pendulum Flgure 7: Coordinates of the T pendu-
um

5.2 Modelling

A mechanical model of the pendulum is presented below, which takes into ac-
count the viscous friction (but not the Coulomb friction).

mq mllo Z + _fUz —mlzé Z
m110 J 9 2m129 0 9
—my sin @ _(u
T ((mﬂo + mal.) sin@ — my z cos 9) 9= (0) (48)

where the time dependence of the state variables is implicit, and the parameter
values of given below in table [l
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Table 1: Parameters

Name | Value Description

my 0.217 kg horizontal sliding rod mass
mo 1.795 kg vertical rod mass

lo 0.33 vertical rod length

le -0.032 m vertical rod position of the centre of gravity
g 9.81 m.s~2 | gravity acceleration

J | 0.061 Nm? | Nominal inertia

fo. | 0.1kgs™! | viscous friction

Choosing the state vector as x = [z, 2,0, 9], we get the following non linear
state space representation:

S.Cl = X9
. . 2 . Vs u
To = —loTy + 125 + gsinzs — To + —
mi mi
.i'3 = X4 (49)
T (+g(myxq cosxs + mal.sinxs)

- Jo(wl) — mll%

—m1 (lol‘4 + 21‘2)1‘1:64 — lou)
with Jo(x1) = J +myz?. The steady-state linearisation around z = [0, 0,0, 0]
gives the linear state space representation @(t) = Axz(t) + Bu(t), y(t) = Cxz(t)
with

0 1 0 0 0
—logmi _ fo. =logmale 12 1
A= Jlomlllﬁ my fimfl% +g 0 B = jfﬁlllg my
0 0 0 1]’ 0
gm gmal. -1
Tomis Y Jomz 0 T
10 0 0
¢= <0 0 1 O)
which gives numerically:
0 1 0 0 0
—18.79 —-046 1482 0 7.52
A=1 0 o 1] BT o (50)
56.92 0 —15.18 0 —8.82

The poles of the linear model are p; o = —0.122 £+ 6.784, p3 = —3.592 and
pg = 3.376.

5.3 Performance specification

As such a T pendulum system is difficult to be controlled, our main objective
is here to get a closed-loop stable system, to emphasise the practical feasibility
of the proposed methodology for real-time control.
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From previous experiments with this plant the sampling period is assumed
to be in the interval [1,3] ms.

The chosen performance objectives are represented in figure B where the
tracking error and the control input are weighted (as usual in the H,, method-

ology).

+>®—> W, l>eé

6

S
g
=

A

Figure 8: General control configuration

This corresponds to the simple mixed sensitivity problem given in (&I).

We(I — MS,GK,) W.MS,G (51)
WS K1 WuTu || =7
with
K =[Ki K] M=[0 0 1 0
Su=(I—KyG)™! S, = (I — GK>)
T, = —K2G(I — K2G)™! (52)

The performance objectives are represented by weighting functions and may be
given by the usual transfer functions [TT]:

W.(p, f) = % w5(f) = im0 f (53)
1

where f =1/h, wg,,,, = 1,5 rad/s, Mg = 2, e = 0.01 and My = 5.
Notice that only W, depends on the sampling frequency to account for per-
formance adaptation.

5.4 Polytopic discrete-time model

We follow here the methodology proposed in section 2l The approximation is
done around the nominal period h, = lms, for h € [1,3] ms, i.e. o, € [0,2] ms
(see Remark 2).

On figure @ the criterion () is evaluated for different sampling periods
(h € [1,3]ms ) and different orders of the Taylor expansions (k € [1,5]). It
shows that this error may be large only if the order 1 is used.
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On figure [ |Gy, (0n, z) — Ga(0n, 2)| is plotted according to the frequency,
evaluated for 5 sampling periods ( i.e. §;, € [0,2]ms) and for two cases of Taylor
expansions (2 and 4). This allows to conclude that the choice of an order 2
of the Taylor expansion is already quite good as it leads to an approximation
error less than —40dB in the selected sampling frequency interval. Note that
choosing the case "order 2" leads to a reduced polytope with 3 vertices.

Erreur d’approximation : hinfnorm (Gappwx—ed)

Erreur

h (ms)

Figure 9: Approximation error

5.5 LPV/H, design

The first step is the discretization of the weighting functions. The augmented
system is got, using a preliminary first-order filtering of the control input, to
satisfy the design assumptions. The augmented system is of order 6.

Applying the design method developed in section Hl leads to the following re-
sults, combining the Taylor expansion order and the polytope reduction:

Polytope | Nb vertices | vopt
Taylor order N=2 full 4 1.1304
Taylor order N=2 | reduced 3 1.1299
Taylor order N=4 full 16 1.1313
Taylor order N=4 | reduced ) 1.1303

This table emphasises that both design of orders 2 and 4 are reliable. For im-
plementation reasons (simplicity and computational complexity) we have chosen
the case of the reduced polytope using a Taylor expansion of order 2.

The corresponding sensitivity functions of the chosen design are shown in fig-
ure[[dl Using S. = e¢/r the steady-state tracking error is less than —46dB, with
a varying bandwidth from 0.4 to 1.2 rad/s, i.e the ratio 3, specified according
to the interval of sampling period, is satisfied.
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Magnitude (dB)
.l‘
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10 10 10 10
Frequency (rad/s)

4

Figure 10: |G4, (6n, z) — Ga(0p, 2)| for # h - Taylor order 2 and 4

The peak value of S, K; varies from 1.2 to 10.8dB, which is reasonable for
the control gain. Note that in this particular case study we will benefit from
the relatively high sensitivity in high frequencies, as it allows some persistent
dithering in the control action and reduces the effect of friction, as we will see
in the experiments.

Finally the function M S,Gd,, is very low so that the effect of input distur-
bance d, on the tracking error will be greatly attenuated.

Figure[[A shows the time-domain response of the non linear pendulum model
(angle and position) interconnected with the discrete-time LPV sampling vari-
able controller (here for different frozen values of the sampling periods). The
settling time varies from 1.1 to 4.8 sec, i.e. in a ratio 4.3. Indeed we observe
here the graceful and controlled degradation of the performance due to the adap-
tion of the sampling dependent weighting functions. There is no overshoot, as
expected from the frequency responses of the sensitivity function Sy,GK;.

5.6 Simulation results

In this section, the application of the proposed sampling variable controller when
the sampling period varies on-line between 1 and 3 msec. is provided.

Two cases are presented. First in figure the sampling period variation
is continuous and follows a sinusoidal signal of frequency 0.15rad/s. Then in
figure [[4] some step changes of the sampling period are done.
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Figure 11: Sensitivity functions
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Figure 12: Response time of the continuous time non-linear process

These results show that, as expected from the performance specification,
the settling time of the closed-loop system varies accordingly with the sampling
period. When the period is large (i.e at ¢t = 10sec) the pendulum is slower, while
when the period is small (i.e at ¢ = 30sec in Fig. [[3)) the pendulum response is
faster. Moreover, thanks to the LPV approach, the variations (sinusoidal or step
changes) of the sampling period do not lead to abrupt transient of the pendulum
behaviour. This is a great benefit from the LPV approach which ensures the
stability for arbitrarily fast variations of the parameter in their allowed range
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(this is due to the use of a single Lyapunov function in the design [7]). The
same assessment can be done for the control input.

The LPV scheme allows here to guarantee the closed-loop quadratic stability,
to have a bounded %-induced norm for all variation of the sampling period and
to have a predictable closed-loop behaviour.

Angle du pendule
T

0.4 T
—r
0.2 — 0
= f
g o |
@
-0.2-
~0.4 I I I I I I I I
10 20 30 40 50 60 70 80 90
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0 10 20 30 40
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Figure 13: Motion of the T pendulum under a sinusoidal sampling period
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Figure 14: Motion of the T pendulum under a square sampling period
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5.7 Experiments

The scenarii of the previous section (simulation results) are now implemented
for the real plant of figure B The plant is controlled through Matlab/Simulink
using the Real-time Workshop and xPC Target.

Figure 15:
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Experimental motion of the T pendulum under a sinusoidal sampling
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Figure 16: Experimental motion of the T pendulum under a square sampling

period
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The results are given in figures [[Q and M8 As in the previous section, the
settling time is maximal when the sampling period is maximal, and conversely.
In the same way, there is no abrupt changes in the control input (even when the
sampling period abruptly varies from 1 to 3 ms as in figure [IGl).

Note that, as explained before, the real control input is sensitive to noise,
allowing to minimise the friction effect, and therefore to obtain a closed-loop
system with much less oscillations.

Finally we get similar results in simulation and experimental tests which
shows the inherent robustness property of the H,, design.

These results emphasise the great advantage and flexibility of the method
when the available computing resources may vary, and when sampling period
variations are used to handle computing flexibility such as in [4].

6 Conclusion

In this paper, an LPV approach is proposed to design a discrete-time linear
controller with a varying sampling period and varying performances. A way to
reduce the polytope from 2V to N + 1 vertices (where N is the Taylor order
expansion) is provided, which drastically reduces both the conservatism and the
complexity of the resulting sampling dependent controller and makes the solu-
tion easier to implement. Further developments may concern the reduction of
the conservatism which is due to to the use a constant Lyapunov function ap-
proach, which is known to produce a sub-optimal controller. Another approach
based on [I7] is presented in [I3] but up to now did not give improvements in
the results.

Also the complete methodology has been implemented for the case of a
"T" inverted pendulum, where experimental results have been provided. These
results emphasise the real effectiveness of the LPV approach as well as its interest
in the context of adaptation to varying processor or network load where a bank of
switching controllers would need too much resources. In our case, using a single
controller synthesis, the stability and performance property of the closed-loop
system are guaranteed whatever the speed of variations of the sampling period
are. In addition we also observed an interesting robustness of this controller
w.r.t. sampling inaccuracies, e.g. which could be induced by preemptions in a
multi-tasking operating systems. As shown in preliminary studies ([4,[13]), these
properties are of prime interest in the design of more complex systems combining
several such controllers under supervision of a feedback-scheduler : the control
periods can be varied arbitrarily fast by an outer scheduling loop under a QoS
objective with no risk of jeopardising the plants stability. However the specific
robustness w.r.t. timing uncertainties deserve to be further investigated.
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