N

N
N

HAL

open science

Bumps in simple two-dimensional neural field models

Olivier Faugeras, Francois Grimbert

» To cite this version:

Olivier Faugeras, Francois Grimbert. Bumps in simple two-dimensional neural field models. [Research

Report] RR-6375, 2007. inria-00192952v2

HAL Id: inria-00192952
https://inria.hal.science/inria-00192952v2
Submitted on 3 Dec 2007 (v2), last revised 17 Jan 2008 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00192952v2
https://hal.archives-ouvertes.fr

%I INRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMAIQUE

Bumps in simple two-dimensional neural field
models

Olivier Faugeras — Frangois Grimbert

N° 2?77
December 2007

Théme BIO

apport
de recherche

ISRN INRIA/RR--????--FR+ENG

ISSN 0249-6399







Zd I N RIA

SOPHIA ANTIPOLIS

Bumps in simple two-dimensional neural field models

Olivier Fauger% Francois Grimbett

Théme BIO — Systémes biologiques
Projet Odyssée

Rapport de recherche n° ???? — December 20Q7}— 19 pages

Abstract: Neural fieldmodels first appeared in the 50's, but the theory really tdbknahe 70’s
with the works of Wilson and Cowal[ILT,112] and Améri [2, 1]. uxal fields are continuous net-
works of interacting neural masses, describing the dynaofithe cortical tissue at the population
level. In this report, we study homogeneous stationaryti&wls (i.e independent of the spatial vari-
able) and bump stationary solutions (i.e. localized arddsgh activity) in two kinds of infinite
two-dimensional neural field models composed of two nedrtayars (excitatory and inhibitory
neurons). We particularly focus on bump patterns, whickel#en observed in the prefrontal cor-
tex and are involved in working memory taskbs [9]. We first shmmw to derive neural field equations
from the spatialization of mesoscopic cortical column mMed&hen, we introduce classical tech-
nigues borrowed from Coombed [3] and Folias and Bresdldffdexpress bump solutions in a
closed form and make their stability analysis. Finally wstamtiate these techniques to construct
stable two-dimensional bump solutions.
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Activités localisées dans des modeles simples de champs
neuronaux

Résumé :Les modeéles de champs neuronaux sont apparus dans les eimg@esite, mais la théorie
n'a véritablement pris son essor que dans les années saidanavec les travaux de Wilson et
Cowan [T1[1P] et Amari]Z]1]. Les champs neuronaux sont dssaux continus de masses neu-
ronales interconnectées qui décrivent la dynamique du tiegtical & I'échelle des populations de
neurones. Dans ce rapport, nous étudions les solutionsretaes homogeénes (indépendantes de la
variable d’espace) et celles en forme de bosses (correapbadies zones localisées de forte activ-
ité) dans deux types de modéles de champs neuronaux a deemsiims comportant deux couches
neuronales (neurones excitateurs et inhibiteurs). Nous ©oncentrons particulierement sur les
bosses, qui ont été observées dans le cortex préfrontalteingpliquées dans les mécanismes de la
mémoire de travailJ9]. Dans un premier temps, nous montconsment obtenir les équations de
champs neuronal par simple spatialisation de modeéles m@sigsies de colonnes corticales. En-
suite, nous présentons des techniques classiques emplog€oombes]3] et Folias et Bressloff
[[7] pour exprimer les bosses par une formule explicite egeféianalyse de leur stabilité linéaire.
Enfin, nous instancions ces techniques pour construireakseb stables a deux dimensions.

Mots-clés : champs neuronaux, masses neuronales, bosses, cort@nakftabilité linéaire



Bumps 3
Contents

[L__Neural field equationk 4

L1 _Interactions between a few neuralmasses . . . . .. ... .cou....... 4

- del . . . . . . .. e 5

[L1.2  Theactivity-basedmaflel . . . . . . . . . .. . . . e 6

(L2 Neuralfieldsmodéls . . . .. . . . . . . 6

2__Study of bump solutionk 7

2.1 Stationarysolutiohs . . . . . . . . e 7

M@%L ----------------------- 7

1.2 Circularly symmetric bumps solutions . . . . . . ... . . wuw...... 8

2.2  Stability of the SOIUIONS . . . . .« v o o e 10

2.2.1__Homogeneoussolutibns . . . . . ... ....... ... . ... . ... 10

P22 Bumpsolutiohs . . . ... ... ... .. 10

38__Construction of bump solutions 13

Bl Existende . . . . ... 14

B2 St@abilith . . . . . oo 14

__Conclusioh 16

RR n° 0123456789



4 Faugeras & Grimbert

We consider the formation of bumps in an infinite two-dimensi neural field composed of
two interacting layers of neural masses: excitatory anibitdry masses such as shown in fighle 1.
Each point of the field can be viewed as a cortical column caagof two neural masses (one in
each layer). Columns are assembled spatially to form theah&eld, which is meant to represent a
macroscopic part of the neocortex, e.g. a cortical area.

Wee

Wei Wie

nhins
nh/b/tory layer

Wii
Figure 1:Two interacting neuronal layers of excitatory and inhilojteells.

In this report, we consider an infinite neural field. Then dagkr can be identified witi?. Neural
masses are characterized by their layer; i, and their horizontal coordinates= (ry,r2).

1 Neural field equations

1.1 Interactions between a few neural masses

The following derivation is built after Ermentrout’s rewidb]]. We considem interacting neural
masses. Each magss described by its membrane potenfial(t) or by its instantaneous firing rate
v (t), the relation between the two quantities being of the fopift) = Si (Vi (t)) [8,M], whereS
is sigmoidal and depends on the layer of neutoklere we consider the limiting case of a Heaviside
function

S.(V)=v,HV —0,), z¢€ {e,i},

whereH is the Heaviside distributiorn, the maximal firing rate of neurons of typeandd,, their
excitabillity threshold.

INRIA



Bumps 5

The massn is connected to the mags A single action potential frorm is seen as a post-synaptic
potential PS Py, (t — s) by k, wheres is the time of the spike hitting the terminal andhe time
after the spike. We neglect the delays due to the distangelled down the axon by the spikes.
Assuming that the post-synaptic potentials sum lineanky,hembrane potential of the madss

Vi(t) =Y PSP (t — tp)

m,p

where the sum is taken over presynaptic masses and thd timiga of the spikes produced by them.
The number of spikes arriving betweeandt + dt is v, (t)dt. Therefore we have

Vie(t) = Z/t PSP (t — 8)vm(s) ds = Z/t PSP (t — 8)Sm (Vi (s)) ds,

or, equivalently

vi(t) = S (Z /t PSP (t — 8)vim(s) ds> (1)

There are two main simplifying assumptions that appeareritbrature[[5] and yield two different
models.
1.1.1 The voltage-based model

The assumption, made inJ10], is that the post-synaptioftiziehas the same shape no matter which
presynaptic neuron type caused it, the sign and amplitugeevarg though. This leads to the relation

PSPkm(t) = kaPSPk(t).

If Wk, > 0 massm excites masg whereas it inhibits it wheily,,, < 0. Finally, if we assume that
PSPy, (t) = Wigme ™t/ ™x H(t) (whereH is the Heaviside distribution), or equivalently that

AP S Ppn (1)

Tk dt + PSPym (t) = kaTké(t)a (2)
we end up with the following system of ordinary differenggjuations
de(t) Vk(t) o ext —
dt + . *;kasm(vm(t))+1k (t)v k* 15"')”7 (3)

that describes the dynamic behaviour of the network. We hdded an external currefff(¢) > 0
to model external input to mags We introduce the: x n matrix W = Wj,,,, and the function
S : R® — R" such thaS(x) is the vector of coordinates, (zy ). We rewrite [B) in vector form and
obtain the following system of ordinary differential equations

V = —LV + WS(V) 4 I, (4)

whereL is the diagonal matrif. = diag(1/7y).

RR n° 0123456789



6 Faugeras & Grimbert

1.1.2 The activity-based model

The assumption is that the shape of a post-synaptic potelggends only on the nature of the
presynaptic mass, that is
PSPy, (t) = Wi PSPy, ().
As above we suppose thBtS Py, (t) satisfies the differential equatidd (2) and define the ayttoi
be
t
Ap(t) = / PSP, (t — s)vm(s)ds.

to

A similar derivation yields the following set of ordinaryffdirential equations

dAk(f) Ak(t) o ext _
T+T—k_5k ;kaAm(t)"i_Ik (t) ;o k=10

We rewrite this in vector form
A = —LA +S(WA +I%). (5)

1.2 Neural fields models

Following the above rules for a discrete network of massesfavm a two layers continuum of
masses.

We noteV (r, t) (respectivelyA (r, t)) the2-dimensional state vector at the poirndf the continuum
and at timet. We introduce th& x 2 matrix functionW (r, r’) which describes how the mass at
pointr’ influences that at point. More preciselyV,, (r,r") describes how the mass in laygr
at pointr’ influences the mass in layerat pointr. We callW the connectivity matrix function.
Equation[#) can now be extended to

V(r,t) = —IV(r,t)+ [ W(r,v')S(V(r', 1)) dr’ +I(r, 1), (6)
R2

and equatior(]5) to

A(r,t) = —LA(r,t) +S ( W(r,r')A(r',t)dr’ + IeXt(r,t)) . @)
]RQ
In detail, we have the following systems
Ve(r,t) + L&l — fRz NSe(Vo(r! 1)) + Wei (r,2)Si (Vi (x/, 1)) dr’ + IS (x, 1)
Vi(r,t) + Vl(r - = [ W, NSe(Ve(r',t)) + Wii(r,x’)S; (Vi(x/, 1)) dr’ + I (r, t)
(8)
and
Ac(r,t) + 2emt) — (J"Rz DA, 0) + Wair,x) A D d! + 124w D) - o)
Ag(r,t) + 2D = G5 ([ Wie (0, 1) Ac (v, 1) + Wi (r,0) A; (¢ £) dr’ + I (x, 1))

In this study we will consideW translation invariantW (r,r’) = W(r —r’).

INRIA



Bumps 7

2 Study of bump solutions

This is an extension of the work of Stephen Coombks [3].

2.1 Stationary solutions
We look for stationary solutions of the systerfik (8) ddd (9):

{ Ve(r) = Te [go Wee(r —1')Se (ve(r')) + Wei(r — ') S (0i (x')) dr’ + 7 I (r) (10)
vi(r) = 7i Jgo Wie(r —1')Se(ve(r')) + Wi (v — 1) Si (vi (x')) dr’ + 7 I (r)
and
{ ae(r) = 7e Se (Jgo W. ee r)ac(r’) + Wei(r — r')a;(r') dr’ + I$(r)) (11)
a;(r) =7, S (fR2 e(r—1 )ae( ) 4 Wii(x —x')a;(x') dr’ + I (x))

We introduce the termey = [z Way(r) dr.

2.1.1 Homogeneous solutions

Homogeneous stationary solutions (i.e., independento$piace variable) verify the systems

ve = T (WeeSe(ve) + WeiSi(vi) + 1) (12)
V; =T (/Wiese('l}e) + /Wusl(vl) + IieXt)

and _ e
ae = 7. S (Weete + Weas + 12%(r)) (13)
a; =1; S; (/Wieae + Wiiai + If"t(r))

These systems have at most four solutions. In the cadeldaf ([@2);) possibly have four values
because there are two possible values for &agh,.) (namely,0 and7,), depending on whetherg
andv; are below or above the threshol@isand®;. We obtain two expressions, for andv;, and
they have to satisfy the threshold conditions, dependinﬁ\/brlEXt andr,, to be validated as actual
solutions. In detail, the four possible solutions, withithlereshold conditions are

Ve = Te ISXt < 96

{ v =7, I < 6, (14)

— 7 = ext >
Ve Teﬂ/ee_l/e + T 5 >0, (15)
v; =T WieUe + 1 I < 6;

— 17 =3 ext <
Ve TeKVel_l/z + 7 I <0, (16)
vi =7 Wi Uy + 1 I > 0

RR n° 0123456789



8 Faugeras & Grimbert

Ve = Te (Wee Ve + Wei U+ ISXt) > 96

vi=ri (Wiewe + Wiswi + 1) > 0 (17)

One can easily see that some of these pairs of thresholdtzorgdare mutually exclusive, namely
([@3) and[Ib),[[T5) and(16), ardd{15) ahdl(17). Since in the#es of solutions, at least two of them
will be incompatible, there can be at most two homogene@i®sary solutions. The case of zero
solutions is impossible because it would require two miyweadclusive conditions like, 7¢<* > 6,
andr, Wee Ve + 7 IS < 0.. Hence, one and two solutions are the only possible scearatiboth
can actually occur. For examplE114) ahd (15) are compatitit if 7, /¢ > 0., only (T8) remains
true.

In the case of[{1I3), we assign a value to eagh0 or 7,7.) and impose that the term inside each
S, verifies the corresponding threshold condition. We carvdaisimilar discussion as above and
prove that this system can only have one or two solutions.dRlkethat in this second case, the input
needs not to be homogeneous.

2.1.2 Circularly symmetric bumps solutions

Looking for bump solutions means that we pay special atiartt the domain of the field where the
components ofr or a are "high". Indeed, bumps can be defined as localized highitscreas on
the neural field. Here "high activity" means that the termb@sigmoids are above the characteristic
thresholds. We look at rotationally invariant (i.e. depegdnly onr = ||r||) stationary solutions
centered at the origin &2. It is not difficult to check on systemE{]10) afidi(11) that thisy makes
sense fol®** andW rotationally invariant.

We look for bump solutions so th&t and.S; are on a high state only in the disks., andD,.,, of
radiir. andr; respectively. If we define

bay (7, p) :?y/ Woy(|r —1'|) dr’,
DP

these bumps necessarily verify

Ve(r) = Te (bee(r,7e) + bei(r,m;) + I¥4(r))
{wmnwama+wmm+ﬁwm (18)
e (1) = 7o S (rebecryre) + Tibes(r,73) + I(0)
(1) = Te Oe (Tebee T Te) + Tibei (1, 74) + SXt r
{ a;(r) = 7; S; (Tebie(r,re) + Tibii (ry i) + IF<(r)) (19)

At this point, it looks like we have an explicit formula forgtbumps in the voltage-based and the
activity-based frameworks. It is not true, since for a gah@r., r;) the corresponding solution may
not be consistent with the threshold conditions, which figrtoltage case amount to

{ Te (bee(rs7e) + bei(r,75) + IS () > 0, iff r <1

Ti (bie(T, Te) + bii(T, Ti) + IieXt(T ) > 91', if r <r; ’ (20)

INRIA
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and for the activity case to

X . . ext :
{ Tebee (1, 7¢) + Tibei(ry i) + IS (r) > 0., iff © <1, (21)

Tebie(T7 Te) + Tibii(T7 Ti) + IieXt(T) > 91', if r < T

So, to solve the bumps existence problems, one has to fiaddr; such that the (necessary and)
sufficient condition[[210) o{A1) is satisfied. We will refer éxpressiond18) anf{19) pseudo-
bumps

As in [3] , we can rewrité using Bessel functions. The Hankel transformfr) is defined by

W(k) = /OOO W (r)Jo(kr)r dr,
whereJ, is the Bessel function of the first kind of orderand we have the following property
W(k) = / e®TW (r) dr,
R2

where we have considered the rotationally invariant 2D fiondV (r) = W (r). Then, we can write

W(r) = /OOO W (k) Jo(rk)k dk.
According to [7], we obtain

/D W(r —r'|)dr’ = 2mp /OOO W (k) Jo(rk)Jy (pk) dk.
P

Then we can use the properties of Bessel functions. For eeawe can get rid of integrals in

the expression of the bumps with appropriate connectidtyi&ls. In[[8] the author considers the
following approximation

4
e ~ 5 (Ko(r) — Ko(2r)),
wherekK, is the modified Bessel function of the second type of ordand exploit the fact that the

Hankel transform ofk, (pr) is equal toH, (k) = (k* + p?)~!. So, if we choose to approximate
exponential connectivities of the form

{Wee(r) = Coel %" Wie(r) = ciee %"
Wei(r) = cee " Wi(r) = cuye % 7
we have
Weelk) = %Cee<kz2—1k6§k2—|}46§>
Walk) = Sea g~ womw

(22)

W 1 1
Wielh) = 50\ gz ~ 71 a2

4o | S |
3TANKT 407 k%4462
RR n° 0123456789



10 Faugeras & Grimbert

and use the following property to obtain the explicit foraiédr the bumps

1
o —Li(zp)Ko(zr) r>p
Hy(k)Jo(rk)Ji(pk)dk = ¢ %4 . |
i 2. —Io(axr)Ki(xp) r<p
Tep x

wherel, is the modified Bessel function of the first type of ordeHence, we get

1
7, L (%P)KO((SZJT) - 511 (25yP)K0(25yT) > p

8
byy (7, p Caoy . (23)
y(rp) =g m 5t cay 463p—Io(éyr)K1(5yp)+%10(25yr)K1(25yp) r<p
y

This thus provide an expression for the pseudo-buings (I8]E) explicitly depending only on.

In these developments we have seen how crucial is the chbibe @onnectivity kernels to make
bumps calculations tractable.

2.2 Stability of the solutions
2.2.1 Homogeneous solutions

We make a linear stability analysis of the homogeneousisalsitz of the system[{]8). We consider
perturbations of the form

V(r,t) = v+ ¢(r)eM

with |¢| < |v|, inject them in the corresponding linearized equation, ginplify the exponential
terms. We have therefore

(Md + L)¢ /W|r7r|)DS() (') dr’,

and sinceDS(v) = 0, we obtain
(AId +L)o(r) =0,

which has two negative solutions= — X and\ = ,TL

Hence, the homogeneous solutions are stable. A similavatiem guarantees the stability of the
homogeneous solutions in the activity case.

2.2.2 Bump solutions

Here we make a linear stability analysis of the bumps salstiqr) anda(r) of systems[{8) and
@). We consider perturbations of the form

V(r,t) = v(r) + ¢(r)e* and A(r,t) = a(r) + (r)e

INRIA



Bumps 11

with |¢| < |v| and|¢| < |al, inject them in their corresponding linearized equati@ms| simplify
the exponential terms. We obtain

(Ald+ L)¢ / W (|r —1'|) DS(v(r'))p(x') dr’

and
(Md + L)¢(r) = DS ( . W(|r —r'|)a(r’)dr’ + IeXt(r)) /R2 W(|r —r'|) p(r') dr’

We will use the fact that
o(r—re)

DS(f(r)) = |fé(07“e)|

0

r—r) |’

|£i (i)

where functionsf,;s only reacltd,, atr,.
In the voltage case, we obtain

Nede(r) = o Jo" Weelr = rL]) 6e(e) 0" + s Jy™ Wil —xt]) 6i(x7) o’

,, . (28)
Xgi(t) = ae [T Wielr —tl]) de(rl) O’ + a; [T Wi |r r]) ¢y (r}) o’
wherer!, = [r,,0']", and
1 Ty
Az = A+ —, = .
T T )

In the activity case, we have

Aethe(r) = Be/re fR2 ce(|r = 1'[) e (') + Wei(|r — 1'[) 95 (x") dr’
)‘iwi(r) = Bz/'rz 7"1 f]R2 e |I‘—I’ |)1/]e( ) +Wii(|r_rll)1/]i(rl) dI’I ’

where
Tz

|(Teblye (s ) + Tl (1, 72)) + I ()|

We see that the mass of distributiafisands); is concentrated on the circl¢s = r.} and{r = r;}
respectively because of the Dirac terms in the above forsn@a we can rewrite them as

6x:

Aete(r) = Be/red(r —re) (refo ce(|r — L)) e (r)) dO + 1 f Wei(lr — rl]) ¥i(r )d@')

)\iwi(r) ﬁi/'ri (T - ri) (Te f027r ie(|r - I‘e|) we( )del +r fO (%3 |I' /| wz( de/)
(25)

RR n° 0123456789



12 Faugeras & Grimbert

Separation of radial and angular variables

We specialize the perturbations by separating angularadidlrvariables
¢M(r) = ¢ (r)e™, me,

with ¢ = ¢ or . By a change of variablg = 6’ — 6, we obtain

2 27
Wya(lr = NG (xh) d8' = G (ro)e™ | Wya(|r — ree’?))e’™? do,
0 0
with ¢ = ¢ or e, and set
2 27

by (1) = Wye(|r — ree'®])e™? dp = Wye (/12 + 72 — 2rr, cos @) cos(mep) dep.
0 0

Now, in the voltage case, equatiolsl(24) can be rewritten

Aetp'(r) = e (re) hie(r) + aidi (i) hey (r)
A (r) = aedd (re) hig(r) + iy (ri) B (r)

We evaluate these equations for respectively r. andr = r;, and set

o = (R S )

- (5 1)) (3

or equivalently (as soon &8 (r.) or ¢"(r;) # 0)

Then we have

det (M(m) — L — \Id) = 0,

which is a second order polynomial in the variahle
System[[ZK) is stable to a given perturbation (i.e. giwenif and only if both roots of the above
second order polynomial have a negative real part. Thisitionds equivalent to

det (M(m)—L) >0 and tr(M(m)—L) <0. (26)
For equationd(25), the specialization of the perturbagivas

A (1) = Be/re 0(r = 1e) (repl (re) hie(r) + rii” (ri) hii (1))
At (r) = Bifrid(r — i) (regpe (re) hig (r) + 1™ (i) b (r))

We integrate these expressions®h

Aed’?(re) = Be/Te (Tewgn(re) h;’é(re)Jrrﬂ/);”(ri)hg(re))
ANt (ri) = Bifri(ree (re) hig (i) + g™ (ri) hi7 (ri))

INRIA



Bumps 13

and set

/ - ﬂeheme(Te) :_zﬂihg;'b(re) " _ ﬁehgé('re) ﬁihZ(re)
Mi(m) = < re G () BRI (o) > and M7(m) = ( Boh(r)  BihTE(rs) >

Then the stability condition is

det (M'(m) —L) >0 and tr(M’'(m)—L) <0, (27)
which is equivalent to

detM"”(m) —L) >0 and tr(M"”(m)—L)<0. (28)

Hence we obtain the same condition as in the voltage caseswdtinstead ofy,.s.

3 Construction of bump solutions
When the connections are weak, we see fiioth (10)[add (11) that
V- L™ and A — L'S(I).

So the form of the stationary solution is similar to the input
Moreover, the solution is stable because the equationsieco

Va-LV4+I™ and A~ -LA + S(I®),

and the corresponding eigenvalues are- —Ti and\ = —Ti Hence a stable bump solution is

easily obtained by choosing a bump-shapedeinput.

From now on, we will look at another, more complex particudase: self-sustained states of lo-
calized high activity, corresponding I6** = 0. Because of the similarities between the equations
of the two cases for the existence and stability of bumps, Wlaeus on the voltage-case in the
forthcoming derivations. We will consider continuousgigitable connectivity kernels with radially
decreasing absolute val(ié’,,|'(r) < 0. Allillustrations and simulations will be performed with
pseudo-bumps given by, s of the form [ZB). The parameters we have used to produce &hem
shown in table 1.

Parameters

Cee Cei ) ) — =
< Cie  Cii ) ‘ (7e, 73) ‘ (de- 9i) ‘ (Te, i)

0.756. —0.086;

Values ‘ ( 0156, —0.026, > ‘ (0.01,0.02) ‘ (1,2) ‘ (1,1)

Table 1:Parameters used in computations.

RR n° 0123456789



14 Faugeras & Grimbert

3.1 Existence

Each pair(r., ;) € R, ? defines a pseudo-bump by formu[@l(18), but not all of thesedqmséumps
are actual bumps satisfying the threshold conditions. @at kere is to identify subdomains of the
(re,r;) plane where real bumps can be found, and discuss the demendkthe solutions on the
excitability threshold#, andd,.

We first discuss the existence of putative bumps dependittgeoralues of the excitability thresholds
of the layers.

The difficulty for the fulfillment of the sufficient conditi@of existencd{20) resides in their global
nature. So, we will first try to satisfy weaker, local criteriA pair (r.,r;) € R% being given, the
corresponding pseudo-bump must satisfy three necessaydonditions to be a real bump

v,(0) > 0,
ve(ry) = 0, ,forax e {ei}.
vp(+o00) < Oy

Sincev, (+o00) = o, we can rewrite them more specifically as

96 = Te (bee(re; Te) + bei(Te; Tl))
{ 0 = 7i (bie(risre) + bii(riy i) (29)

and
{ 0 < bee(reare) +bei(re;ri) < bee(oare)+bei(0;ri) (30)

0 < bie(ri,re) 4+ bis(15,75) < bie(0,7e) + b3 (0,75)

In particular, given a pair of radiir., ;) (and hence a pseudo-bump), a unique pair of thresholds
could satisfy the above conditions. The two threshold sedacorresponding t¢{P9) have been
plotted on figur&R.

Now that the thresholds are given, only a fraction of the geebumps satisfy the inequalities at O
and-+oo. In figurel3, we have plotted the subdomain of the r;) plane where conditionE{B0) are
fullfilled if we impose the adequate values farandé;.

However, even in this subdomain pseudo-bumps are not gieacto be real bumps. This is illus-
trated on figur&l4.

3.2 Stability

Now that we have been able to construct a pair of real bumpstuwdy their stability.
A pair of bumps is stable if and only if conditiorfs{26) arefifléd for all m.
The termsh, (1) can be seen as Fourier coefficients. Hence they satisfy

lim A7 (re) = 0.

m——+0o0

Lug (1) is @ sum of terms of the forrbyy (r, p) = Ty po Way(|r — r’]) dr’, wherep, the radius of the integration

domain, is fixed. As* — +oo, the termsiWy,, (|r — r’|) pointwise converge to 0, becaulé,,, is radially decreasing and
integrable. So, in virtue of Lebesgue’s theorem, each terpconverges to zero.
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Figure 2:Plot of 0. (7., r;) (left) andé; (r., r;) (right).

Figure 3:Domain of the(r., r;) plane where condition§{B0) are all satisfied (light color).
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Figure 4: Examples of pseudo-bumps profiles (solid lines, red for Koiagory layer and green
for the inhibitory one) with their corresponding threshsliftiashed lines). The little blue squares
indicate the pointgr,,6..). Left. This pseudo-bumps pair is obtained foy = 3,r; = 4), which
belongs to the yellow domain in figuk 3. It is actually a pdireal bumps, since it respects the
global conditions[[210). Middle. These pseudo-bumps arainetl for(r. = 0.5,r; = 3). They do
not even respect the local conditioiSI(30), so they are raitbemps. Right. These pseudo-bumps
corresponding tdr. = 0.35,r; = 1) satisfy local conditiond{30) but not global conditiofsI(2&
they are not real bumps.

SoM(m) — 0, and we have

1 1
>0 and trace(M(m)—L)— —— — — <0.

TeTi Te Ti

det(M(m) — L) —

So, one should particularly care about “small” valuesrofn the stability analysis. We show an
example of stability analysis with the bump obtained for = 3,r; = 4) (see figurdK). This
particular bump is not stable as can be seen on flgure 5 simgk lite destabilized by the isotropic
component of a perturbatiom(= 0).

We can give an example of stable bumps. It is the casefoe 8, r; = 8), as shown on figuld 6.

On figureT, we show the domain of the., r;) plane where pseudo-bumps are stable to all pertur-
bations (i.e. alln € Nf.

4 Conclusion

In this report, we have studied some basic properties of bsmhgions in a simplified neural field
model. We have assumed that the field was infinite and that #we+to-pulse transforms were
Heaviside-shaped. This allowed us to use translationd@mwbconnectivity kernels and thanks to a
right choice of these kernels, to express bump solutionsciosed form, perform a linear stability
analysis on them and construct stable two-dimensional Bump

However, those assumptions are of course unrealistic asvants to model a part of the cortical

2|n this particular parametrization of the neural field, itresponds to the domaitet(M (0) — L) > 0 since all domains
{det(M(m) — L) < 0} and{trace(M(m) — L) > 0}, m € N are included in{det(M(0) — L) < 0}

INRIA
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Figure 5: Plots of the determinant (left) and trace (right) of the niatgiving stability conditions
@8) for the bumps paifr. = 3,7, = 4). These bumps are not stable since the determinant is

negative form = 0.

o
04

Figure 6: Plots of the bumps profiles (left), and the determinant @@rand trace (right) of the
matrix giving stability conditions for the stable bumpsmp@i. = 8,r; = 8).
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Figure 7: Domain of the(r., ;) plane where pseudo-bumps are stable to all perturbatioigétl
color).

tissue. In addition, the classical Cauchy problem of eristeand uniqueness of solutions is ill-
posed, because of discontinuities in the wave-to-pulsetioms.

In the report[[B], we intend to overcome these problems by@sag a more realistic neural field
model defined on a compact domain and featuring Lipschit¢heoous sigmoidal transforms.
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