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ABSTRACTAN algebraic framework for continuous-time linear systedesitification introduced

in the literature some years ago has revealed as an intexgstiternative way for on-line para-
metric identification. The present contribution aims at\ying those ideas to linear time-
invariant discrete-time systems, with particular empbagitached to application issues. To
this end, an on-line linear identifier fat-th order systems is evolved, re-sorting to the oper-
ational representation of the dynamics. Being discussetherbasis of a fifth-order model of
a drive-train, the numerical condition of the obtained sggtof the identifier is found to suffer
significantly with decreasing sampling times. A settingexqteriencing these numerical prob-
lems is finally introduced by means of a re-parametrizatibthe identifier via application of
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the bilinear Tustin transform. The already implemented pot®r programs, where computer
algebra plays an important role, are available.

RESUME. Cette communication est le pendant discret d'une technigjgébrique récente
d’identification paramétrique pour systémes linéairegistamaires et continus. On y accorde
une importance particuliere aux applications, en calctjarace a la transformation en, un
identifieur en ligne pour un systeme d'ordre Le dispositif de laboratoire est d’ordre cing.
La transformation bhilinéaire de Tustin permet de contreeat’instabilité numérique due a un
échantillonnage trop rapide. Les programmes de mise enagatrie calcul formel joue un réle
important, sont disponibles.

KEYWORDS:Discrete-time linear systemsg;transform, bilinear Tustin transform, parameter
identification, on-line identifier, rapid sampling, computlgebra.

MOTS-CLES Systémes linéaires discrets, transformatiorzetransformation bilinéaire de Tus-
tin, identification paramétrique, identifieur en ligne, éatillonnage rapide, calcul formel.




212 RS- JESA -42/2008. Identification des systemes

1. Introduction

This article, the origin of which is a recent conference camioation (Fliesst
al., 2006), further develops recent works on discrete-timeupatric identification
(see (Sira-Ramireat al., 2002; Flies®t al,, 2002; Fuchshumer, 2006). Itis a counter-
part, augmented with application issues, of (Fliesal,, 2003; Fliesst al,, 2008b),
which permits for linear time-invariant continuous-timestems, thanks to algebraic
methods, to achieve,

— on-line parametric identification,

— robustness with respect to noisy data without knowing thgssical properties
of the corrupting noises (see (Fliess, 2006) for furtheaitit

In accordance to the continuous-time framework, the ofmaraltrepresentation of
the discrete-time constant linear system (inthdomain) is considered. Initial condi-
tions are allowed to being ignored by taking derivativewiispect to the shift opera-
tor z. To determine the unknown system parameters, subsegerieid summations
of the discrete-time counterpart of the resulting operati@quation are carried out to
set up a system of linear equations, referred to as lineatifae. The presentation
is evolved for a general-th order discrete-time constant linear dynamics. To cope
with measurement noise, besides the possibility of a sttfsigvard incorporation of
linear filters, the setup of an over-determined system efdirequations by means of
additional iterated summations qualifies to be suitable.

On the basis of a fifth-order model of a drive-train, which\si&ble as a labo-
ratory experiment, the problem of inaccurate estimatiotho$e system zeros, which
have only minor effect on the system response, and, henealifficult to estimate
in presence of noise, is illustrated. Additionally, it isufad that the identifier para-
meterized in terms of the-domain parametersge., the coefficients of the system’s
difference equation, exhibits increasingly poor numéraandition emerging with
decreasing sampling times. This numerical issue ofztllwmain setting might be-
come apparent by reflecting the relatian= exp (s,;T,,) between the poles; of the
continuous-time system and the pole®f the according discrete-time representation.
Hence, with decreasing sampling tirig, the poles:; approach the point = 1. In
order to overcome this numerical problem, a suitable reupetrization of the iden-
tifier is sought for and found in terms of the bilinear Tustiansform, also referred
to asg-transform for short in linear systems theory (seg, (Middletonet al., 1990)
for a related transform). Again referring to the drive4trakample it is shown that the
g-domain setting of the identifier does not experience nuraédeficiencies in case
of small sampling times.

To cope with the problem of inaccurate estimation of “inesisd’ zeros, the idea
to discarding (or pre-setting) those zeros, based pnori knowledge from model-
ing, is proposed. This approach is first discussed on the béa#iheg-domain setting
and then transferred to thedomain framework accordingly. The motivation for dis-
cussing this idea for thg¢-domain case first simply is that, by virtue of the close sim-
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ilarity to the continuous-time domain, things might be jautarly apparent from the
control engineer’s point of view. This idea of pre-settihgge non-essential zeros to
obtain a “reduced-order” linear identifier is shown to pdev/particular attractiveness.
The corresponding computer programs are available.

The accuracy of our identification results is demonstratethbpecting the tight
correspondence of measurement and simulation of a dide-tontrol application,
with the controller designed on the basis of the identifiedadyics using a simple
loop-shaping procedure (seeg, (Gausctet al,, 1991; Longchamp, 2006)).

2. Alinear identifier for n-th order discrete-time SISO LTI systems

Consider a linear time-invariant discrete-time SISO systé ordern

n m
Zi:o Ailfk+i = Zi:o bivkyi, m<n, ap=1 (1]
For estimating the unknown parameters
/\T:[ao,...,an_l,bo,...,bm] [2]

we start with the.-domain representation of system [1], which yields an ifieation
approach motivated by (Fliegs al,, 2003; Fliesst al., 2008b).

Consider a sequenddy), wheref,, = 0 for £ < 0. The formal Laurent series
f2(2) = >0 fiz7", called thez-transform of( ), is written f, e (f;) for short.

With (fis) o 2 (2 = X520 fi277), and A (2) = 2" + Yim) aiz', B(2) =
>, biz', thez-domain counterpart of Equation [1] is

" i1 m i1
A(2)y- —ZaiziZyjz_j = B(2)u, _Zbizizujz_j 3]
i=0 Jj=0 i=0 §=0

and the associated transfer function is

() B()
CE =0~ A “

Correspondingly to the continuous-time framework of (§diet al., 2003; Fliess
et al, 2008b), derivatives with respect o of ordern > n + 1, are taken on both
sides of Equation [3] in order to eliminate the initial cotioiisy;, j = 0,...n — 1,
andu;, j = 0,...m — 1. (Accordingly, one might thinke.g, of first dividing both
sides of Equation [3] by, followed by ann times differentiation with respect tg in
order to meet this objective.)
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By carrying out the derivative of order > n + 1 on both sides of Equation [3]
(the detailed calculations are given in the appendix) aralfitransferring the result
back to the discrete-time domain, we end up with

a—1 n—1 m
<H (k—n+ S)) {yk ) Ykntiai— Y Uk—n+ibi} =0 5]
=0 i=0

s=0

For determining the setof parameters, Equation [5] is subjectto> n+m fold
iterated summation (correspondingly to the iterated iralsgof (Fliesset al,, 2003))
to assemble a set ¢fV + 1) linear equationsP (k) A = Q (k), also referred to as
an (on-line) linear identifier So, withy (k) = H?;()l (k —n+ s), the first row ofP
and(@ is given asP; ;11 (k) = X (k) Yk—nti» @ = 0,...,n — 1, Py pyjr1 (k) =
—x (k) uk—n+j, 3 = 0,...,m, Q1 (k) = —x(k)yx. The subsequent rows read
Pryi(k) =0 Pi(r),l=1,...,N,i=1,....,n+m+ 1, with an according
expression for). The reason for optionally setting up an over-determinetiesy of
linear equations (by choosing > n + m) is the following it provides an improved
accuracy for the estimates in presence of noisy signalgiocseg will deal with some
related issues.

3. Re-parameterizing the problemvia application of the Tustin transform

Given a continuous-time syste@(s) with poless;, then the poles of the accord-
ing discrete-time systeii (z) are located at; = exp (s;7,). Thus, with a decreasing
sampling timeT,, the poles;; approach. The objective of the following discussions
is to introduce a suitable re-parametrization of the prepasentification method,
namely via application of the bilinear Tustin transfotin— C,

1+q/Q z—1 2
z 1_q/Qoa q OZ+1’ 0 Ta []
in order to avoid poor numerical conditioning emerging witbcreasing sampling
times. Section 6.1 will illustrate these (numerical) isso® the basis of a “drive-
train” example.

Let

G* () = G ()] _ 12wy [7]
1—-q/9Q
denote the-domain transfer function, with the prime arranged to iatkcthe repre-
sentation in terms of. Clearly, an(n — m)-fold zero ay = €2y occurs. Next, arrange
a change of the parameters to re-@@8t(q) as

(1= q/)" " Y Big'
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represented in terms of the parameteds, B; }. Notice that, given a continuous-time
systemG (s), the approximatio:™ () ~ G (jw), with Q = (2/T,) tan (wT, /2),
holds for|wT,| < 1. Lets = a be a pole of# (s), then the according pole 6 (q)
isa = Qotanh (a/Qp). This observation draws a close link between ¢ghdomain
and thes-domain scenario.

The following idea will be crucial for additionally increiag the performance of
the identifier (to be illustrated in Section 6.1). Being patarly apparent in the-
domain setting from the control engineer’s point of viewgenay discard, except for
the (n — m)-fold zero at()y, those zeros ofi* (q) which only have minor influence
on the system response, and, hence, are difficult to estimptesence of noise. This
idea of discarding the “inessential” zeragriori (based on knowledge obtained from
modeling) will be accordingly transferred to thedomain setting in Section 4.

So, the point of departure for thedomain setting of the identification approach,
incorporating the (optional) feature of discarding “inersgal” zeros, is set as

G# (g = L= 9/%)" " T, By’
1+ Z?:l Aiqi ’

with the tilde indicating the approximation 6f* (¢). Next, we will trace back to the
z-domain solution, and re-cast [5] in terms of thelomain parameters

m<m [9]

ATZ[Al,...,An,BO,...,Bm [10]

To this end, let us first determine the parameter transfoomat hez-domain transfer
function (witha,, # 1 in general) according t6'* (¢) reads

o S B (2 - 1) (2 + 1) S bz

, : - = = 11
CHD"+ XL A (z -1 (z+1D)"" Xoas?® .

G(z)=

By referring to the binomial theorem, we obtain the relatidmetween the
(n + m + 2) coefficients{as, bs} of [11] and the(n + m + 1) parameters\ as

by = > 1B, s=0,...,m
=0 [12]
n
s = 115 ‘Ai7 = Oa ;
a <s> + ; s, S n
with
I, = 2™ (=)' > (1) ( : ) (m 1 2)’
= s—j)\ J
[13]

- () _SO o (M)
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Plugging the transformation [12, 13] into [5] (notice tha} fias to be slightly adapted
so as to allow for arbitrary,,), we finally find

X (k) {zn: (7;) Yk—ntr + i <i yk—n+rH?,i> Ai—

r=0 i=1 \r=0

-3 <Z uknﬂnﬁ,i) BZ} =0 [14]
i=0 \r=0

The procedure of setting up the linear identifier by meansesaied summation of
[14], and the solution foA as well, proceeds as discussed in Section 2.

4. The z-domain setting — cont'd

The idea to (optionallya priori discarding “inessential” zeros will now be equiv-
alently applied to the-domain settingi.e., the parametrization in terms af contin-
uing Section 2. Clearly, by [6], discarding certain zero&df (¢), i.e., shifting those
zeros to infinity, corresponds to placing the associatenszfiG (z) atz = —1. Now,
introduce the counterpart of [9],

é () = (z + 1)7”" m ZZO b 2" _ ZZLO biZZ. [15]
Yoo @iz Yoo iz
with the tilde indicating the approximation d@f (z). The linear map relating the
parameter$” = [by...b;] to the numerator coefficients’ = [by...b,,] is rep-
resented a® = Z;b. Let AT = [aq,...,an_1,b0,...,bs], thenX = EX with
2 = diag (E"*",,), and the linear identifier readd\ = Q, with P = PZ.

5. Robustness with respect to noisy data

In presence of noisy signals, the composition of the idemt#s a “square” system
of linear equations,e, N = n+mor N = n+m respectivelyyiaiterated summation
of [5] or [14], might not yield accurate (or even approprjadstimates. For instance,
this is the case for the drive-train example to be investigat Section 6.1. We will
address here some possibilities (which might of course bebawed) for improving
the performance of the proposed identification method isgmee of noisy signals

1) instead of taking iterated summations on [5] or [14], iterated application of
1/ (z — 1) in the z-domain, one might more generally iteratively apply (fitef the
type)1/ (z — v) (or even higher-order ones) for denoising,

2) “invariant filtering’ (see,e.g, (Fliesset al., 2008b)) Each row of the linear
identifier P (k) A = @ (k) (or its counterparts of Sections 3 and 4) might be pre-
processed with a filter, suitably adjusted utiliziregfriori) knowledge of the system
dynamics,
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3) instead of setting up a “square” linear identifer, onemichooseV > n +m
(or N > n+m, resp.) to set up an over-determined system (in the presdmoése)
and solvege.g, for a least-squares solution to (the under-determineshlirsystem)
PX\—e=Q,i.e, min, ||, whichisx = (PTP)~'PTQ,

4) clearly, the “first few” equations of the linear identifigre obviously more af-
fected by noises than the subsequent ones. This is due tdféioe @& the iterated
summations (or the iterated filters of item 1). So, one mightkt of discarding the
“first” o equations from the parameter calculation.

The combination of the items 3 and 4 might read as folldBet up a number of
N =n+ m + « + [ equations (either by means of iterated summation or figrin
with 3 denoting the number of additional equations added duero3teHence, from
the (1 + V) equations, the equations n¢x + 1) up to (1 + N), i.e, a number of
14+ N —a=1+n+m+ (3 equations, are used for calculating tie+ n + m)
unknown parameters (in the least-squares sense).

REMARK. — Several aspects of the above discussion are nothing eisediscrete-
time interpretation of the viewpoint expounded in (FlieB806), where noises are
considered as highly fluctuating, or oscillating, phenomelret us emphasize once
more that we do not need any statistical knowledge of theasois

REMARK. — See (Mboup, 2006; Mboup, 2007) for a most illuminating pamison
between continuous-time algebraic identification methadd least-square tech-
niques.

6. Application and discussion
6.1. Identification

To illustrate the behavior of the presented approach toelisd¢ime linear systems
identification, and, in particular, to reveal some suldtetinvolved, we will finally
discuss a selected application available as a laborat@sraxrent.

permanent-magnet
dc motor 0, O, O3

u‘ D = :D'WWD: = ’V\/\/\/DZ

C1

Figure 1. The lab model “drive-train”

Consider the model of a drive train as depicted in Figure le parameters of
the lab setup are as follow& 4 = 896 pH (armature inductancelf4 = 6.38 Q
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(armature resistance},, = 41 - 1073 Nm/A (torque constant)¢; = c; =
1.72 - 1073 Nm/rad (spring coefficients)®; = 25.65 - 107¢ kgm?2, O, =
6.44 - 1075 kgm?, ©3 = 5.1 - 1075 kgm? (moments of inertia of the rotors), and
di =3.98-107% Nms, dy = 0.92-107% Nms, d3 = 2.4- 10~% Nms (coefficients
of viscous friction, related to the bearings of the respeatbtors). By discarding the
dynamics related to the electrical subsystem in the sensesafgular perturbation
point of view, the dynamics of the drive-train are obtained-ds) = &/,

14
(1+55) (1+ S +w—2¥) (1+ oo +S—§)

wi UJ2

G(s) = [16]

with V' = 23.7, wy = 12.4, wy = 27.7,& = 0.1 and& = 0.0083. Thusn = 5,
m = 4 for the according discrete-time syste&#z).

The following examples (witlk = n + 1) provide different case studies regarding
the choice of the parametér < m (for both theq- and z-domain setting) and the
sampling timeT,. In order to cope with noise, the combination of the items @ 4n
of Section 5 is applied, withh = 7 and3 = 10. Numerous case studies showed that
for this example, the use of the iterated summatioms ¢ = 1) is clearly advanta-
geous compared to the choige# 1 of item 1 (of Section 5). The “invariant filtering
approach” of item 2 was found not to give significant furth@provements (to the
setting as introduced above), so it is not applied withinfttlewing case studies.

All equations of the identifier are normalized (by dividing the maximum ab-
solute entry ofP of the respective row) to improve the numerical conditigniithe
linear on-line identifiers start & = 0, and the pole-zero plots and Bode diagrams
of the identifiedz- and¢-domain transfer functions given in the figures are dus to
andA, evaluated at the final timg,,; = 1.35s. The pole-zero plots of the nominal
dynamicsG (z), or G* (q) resp., associated G (s) as given above, will always be
displayed in blue color.

Example 1 Setmn = m, T, = 10 ms. The simulation results given in the Figures 2
and 3 are associated with the observation that, in presefic®ize (chosen as col-
ored), the estimation of the zeros which have minor influemcthe system response
(see the subplot containing the system outgus very poor. Additionally, it is found
that, emerging with decreasing sampling times, the nurakcienditioning of the lin-
ear identifier parameterized in terms of thelomain parameters becomes increas-
ingly worse, in contrast to the-domain setting. To illustrate this, the conditioning
numbers ofP (i.e., the ratio of the largest singular value &f to the smallest) for
the z- and g-domain identifier, evaluated at the final timg, 4, for different sampling
times, are given in Table 1 (col8.and3).

In order to show that these conditioning numbers are onlykleaffected by the
noise added to the output signal, the conditioning numbétained by noise-free
simulations are also given in Table 1 (colsand5).
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T, [ms] z q z q
10 3.0e10 1.7¢10 | 3.0e10 1.7el0
5 5.1ell  8.0e9 | 5.2ell  7.8e9
2 2.9el3 1.2e10 | 2.9e13 1.2e10
1 5.4el4 1.4el0 | 5.4eld 1.4el0
0.5 9.0el5 1.5el10 | 8.9¢l5 1.5e10

Table 1. (see Example 1) Conditioning numbersfof

The first observation of Example 1 (inappropriate estinmatibthe zeros in pres-
ence of noise), associated with the knowledge obtained frmdeling, is the moti-
vation for applying the approximations of the numeratorp@posed in Sections 3,
4. Notice that, by inspecting for instance the Bode plotshef hominal drive-train
dynamics in Figure 3, those mentioned zeros only affectréngufency response in the
frequency domain with the magnitud]@# (jQ)\ located significantly below the zero
dB line. The idea of discarding those zeros is addressecifotltowing example.

Example 2 Set/in = 0 andT,, = 10 ms for the simulation results given in the Fig-
ures 4 and 5. The approach for discarding those zeros havegdjgible effect on the
system response is seen to be appropriate (see in partithgssubplot containing the
system outpub). The estimation of the poles is again accurate. Additipnaiue to
the reduced number of parameters, this approach has alsadkantage of having
better numerical conditioning compared to the caise= m of the previous example,
illustrated by the condition numbers given in Table 2. Agalasly to Table 1, colst

T, [ms)] z q z q
10 1.8e7 2.3e7 | 1.9e7 2.3e7
5 6.0e8  2.7e7 | 5.8e8 2.7e7

2 3.5el10  3.0e7 | 3.5el0  3.0e7
1 6.4ell 3.1e7 | 6.4ell 3.1le7
0.5 1.1el3 3.2e7 | 1.1el3 3.2e7

Table 2. (see Example 2) Conditioning numbersrof

and5 display the results obtained with noise-free simulatiodgain, the numerical
conditioning of thez-domain setting suffers with decreasing sampling timegreds
the parametrization in terms @f does not show such problems.

Example 3 (measurement results) Sét = 0, T, = 10 ms. Figures 6 and 7 depict
the identification results obtained from measurementsefdnive-train” lab model.
The angular velocity is measurediia an incremental encoder.
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Figure 2. (see Example 1) Simulation resulis, = m, T, = 10 ms. Bothz- and
g-domain setting provide good results (regarding the sysigmamics in the “inter-
esting” frequency domain, see the system response and threeddagrams of Figure 3.
However, the estimation of the zeros of both parametedmatis very inappropriate
indeed
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Q = Qp tan (w/Q) [rad/s]

Figure 3. (see Example 1) Figure 2 cont'd: Bode plots

Let us end these case studies with some considerations aodinéerparts of the
Examples 1 and 2 by invoking a standard least-squares (L8)oaén thez- and the
g-domain. We also present a comparison with an instrumenatadble (IV4) identi-
fication method (see.g, (Ljung, 1999; Sdderstronat al, 1989)) in thez-domain,
since by assumption the equation error is not white noise.

Example 4 (standard least-squares (LS) method; = m, T, = 10 ms). The re-
sults obtained with the same measurement data as given imé=&jare displayed in
Figure 8. They indicate poor performance (getting worsénwdiécreasing sampling
times), even for the estimation of the pole-pair relatech®slow eigenfrequency”.

Example 5 (standard LS methodf = 0, T, = 10 ms). This setting is found not to
give any clear improvements compared to the chaéice- m of Example 4, thus, the
associated graphics are not displayed.

REMARK. — In order to achieve suitable results with the LS identtfaa(in the case
of the drive-train example), it is advisable to increaseséepling time, saye.g, to
T, = 50 ms, additionally to articulately increasing the “observatiome span”.
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Figure 4. (see Example 2) Simulation resuli®,= 0, T, = 10 ms. The usefulness of
the idea of approximating the numerator in the sense of @£ and 4 is verified,
see also Figure 5 for the Bode plots



Algebraic discrete-time identification 223

40
— T T T T ‘ T
0 J\ g-ident.
= z-ident. -
s 4 . nom. 7
— —80 S
c I
= -120 X
¥ —160 -
~200 B
_248 I
I s B T 1] T
= oo o g-ident
o \ z-ident.
= 180 \ nom. -~ .
< 270
H —360 |
g L
& —450 —
—
_540 I I I | e !
0.1 1 10 100 1000 10000

Q = Qp tan (w/Q) [rad/s]

Figure 5. (see Example 2) Figure 4 cont'd: Bode plots

Example 6 (IV4 method” = m, T, = 10 ms). The results obtained with the same
measurement data as given in Figure 6 are displayed in Fi§ure

REMARK. — The use of colored noises is a further confirmation thatdmmoising
techniques are not limited to classic Gaussian white nhises

6.2. Control application

Based on the identification result of the drive-train lab elatisplayed in the Fig-
ures 6 and 7, a controlle® (for the one-degree-of-freedom standard control scheme)
is now designed by means of a loop-shaping procederea simple graphical method
based on Bode plots (seg, (Gauschet al,, 1991; Longchamp, 2006)). The design
is carried out in thei-domain. To this end, the transfer functidre( the amplitude

1. See (Fliess, 2006) and the references therein for confomat various areas including sig-
nal processing (see also (Newsal,, 2007; Traperet al,, 2007; Traperet al., 2008)).
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Figure 6. (see Example 3) Measurement resulis,= 0, T, = 10 ms. See also
Figure 7 for the Bode plots
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Figure 7. (see Example 3) Figure 6 cont'd: Bode plots

and phase response) bf= RG of the open loop is given a suitable shape so as to
meet the closed loop design objectives.

The following control design may be retraceih the Bode plots of Figure 10.
Let G* (¢) denote the identifieg-domain transfer function of the drive-train due
to Figure 7. As the first design step, in order to cope with #idyFdamped tor-
sional oscillations of the drive-train system, the acaogdiomplex-conjugate pole-
pairs—1.16 + 12.5y/—1 and—0.76 4- 26.34,/—1 of G# (q) are compensated for. Let
us represent the polynomials associated with those pote gt +2£,q/w; +(q/w;)?,

i = 1,2, with (w; = 12.55rad/s, & = 0.0923) for the “slow” eigenfrequency and
(w2 = 26.35rad/s, & = 0.0289) for the “fast” eigenmode, respectively. Typically, in
view of robustness issues regarding performance, it issathlé not to exactly cancel
out such pole-pairs+ 2¢;q/w; + (q/wi)Q, but to install (approximate) compensators,
as,e.g,

_ 1+26g/wi+ (q/wi)?
1+ 2Giq/wi + (q/w:)?

N7 (q) [17]



226 RS- JESA -42/2008. Identification des systemes

80
2
40 ﬂ’{: Ty

—40 \ /?
- Wl e

w [rad/s]

-2 LSz -
—~120 | | | | | |
0 0204 0608 1 1.2 1.4 0 02040608 1 1.2 1.4
t[s] t[s]
3 LS-¢ (detail x !
- etal .
20 ¢ (detai) LS-z (detail)
0.5
10 X
X
£ 0 E 0
~10 *
x X -0.5
—20
—~30 X -1
10 -8 -6 -4 -2 0 05 0 0.5 1 1.5
Re Re

Figure 8. (see Example 4) Results obtained from measurements byrigubk stan-
dard least-squares (LS) method with = m, T, = 10 ms. The representations in
terms of\ and A are entitled as “LSz” and “LS-¢” for short

with & > & (“approximate” compensation as mentioned above take® fitac; >
&) and0 < ¢; < 1. Compensators of this type are usually also referred tdaish
filters. In order to illustrate the quality of the identification véts however, we will
exactly cancel out the pole-pair related to the “slow” efgequencyia Nl# (¢),i.e,
seté; = ¢1, see also Figure 10. The other pole-pair is compensatedsippately by
settingé, = 1.5&,. For both Notch filters of the drive train controller we chegs=
1,47 = 1, 2. Finally, as the third part of the controller, in order to esle steady-state
accuracy, we add a transfer functiéhof Pl-type, H# (q) = 0.08 (1 + ¢/10) /q, to
obtain the controllekR = H N1 N»2. The Bode plot of the open-loop transfer function
L = RG is also displayed in Figure 10. The BIBO stability of the @ddoopT” =
L/ (1+ L) is immediately deduced by inspecting the phase angle”of;(2) at the
cut-off frequency). = 1.78rad/s,i.e., arg L* (j€.) = —120.7 deg. Measurement
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Figure 9. (see Example 6) Results obtained from measurements byrigubk stan-
dard instrumental variable method (IV4) implemented in MAB with . = m,
T, =10 ms

and simulation results of the control loop subject to a steginge of the reference
angular velocity are finally given in Figure 11.

Of course, more advanced design technigeas,for decoupling the disturbance
and tracking design, might be applied. The primary objectif this simple control
example however was to emphasize, by means of measurendgesit@aration results,
the accuracy of the obtained identification result whichabetrol design was based
upon.
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Figure 10. Control application: Bode plots of the identification resG (¢) due to
the measurements of the lab model (see Figure 7), and the pidhe Notch filters
N1, N, and the open-loop transfer functidn= RG
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Figure 11. Control application: measurement and simulation resultshe control
system subject to a step change of the reference angularityelo
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7. Conclusion
7.1. Consequences of the algebraic setting

The setup of a linear identifier for discrete-time LTI SISQtgyns, evolving from
an algebraic point of view, has been discussed and evaloatdt basis of case stud-
ies referring to a fifth-order model of a drive-train. Twofdient parameterizations
have been investigated with regard to their numerical da@mdng, with theg-domain
setting found to exhibiting significant advantages, whiebdime particularly apparent
with decreasing sampling times. This effect is observedpamdently from whether
or not the idea of pre-setting certain zeros, which turnegdaswseful, is applied.

Though this algebraic approach provides promising restilissworth mentioning
that, clearly, the linear identifier cannot incorporateriori knowledge on stability.
More concretely, for the drive-train example, the polerpelated to the “fast eigen-
frequency” is located very close to the stability marginnte in presence of noisy
signals, the estimated pole-pair might be found to shifolneithe stability margin.

Finally, it should be mentioned that the discussed methaviges easy-to-
implement on-line identifiers. A computer-algebra impleagion of this ap-
proach, associated with notes on implementation issuasaitable abttp: //reg-
pro.mechatronik.uni-linz.ac.at

7.2. Improvement of the mathematical formalism

Future publications will associatetransforms and module thedrjn order to
give a more intrinsic algebraic picture of those paramédentification methods and
of their extension to multivariable systems. It will thuspide a better understand-
ing of their connections with flathess-based predictivarmior discrete-time linear
systems ((Fliesst al,, 2001; Sira-Ramireet al, 2004)) and with structural properties
as derived from the module-theoretic standpoint (geg, (Bourlés, 2006; Fliesst
al., 2001) and the references therein).

7.3. Nonlinear extension

A nonlinear extension of our approach is possiaiea discrete-time analogue of
(Fliesset al., 2008a).

2. Remember that operational calculus and module theory Wwetle already employed in
(Fliesset al, 2003; Flies®t al.,, 2008b).
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Appendix: the detailed calculations of Section 2

The following calculations are given to retrace the appeageof [5] by taking
7 > n + 1 derivatives on [3] w.r.tz. Let (1)) = (9/9z)’ (), and notice that

270 e 17 ((TT) 6+ ) 1) e

Then, taking the derivatives on both sides of [3] yields, )™ = (Bu.)™, and, by
virtue of Leibniz’ product rule,

3 <ﬁ> A0y =3 (ff)Bo)ugnj) [19]

=0 M =0

noticing thatA(J>( ) =0,j >mn,andBY (2) = 0, j > m. With AW =
> sz andBW) =3 7" 2yibs2* 77, Equation [19] takes the form
'Z eIy z": (S> li e Iul"7 i (S)b [20]
n agz® = n! _— ) bg2?
TL - j s—j J =0 (n - -])' s=j J

To further proceed with [20], and, in particular, in view efcflitating the trans-
formation back to the discrete-time domain, Ef/ = zjf(J)/j' (F.,(fr)) €

{(Vz, (90)) , (U=, (ua))}. Notice that?) e-o S0 ((T[Z (k+5)) fi ) by [18].

Multiply both sides of Equation [20] by™ ™. Then, by re-arrangement of the sums
for collecting the parametets, i = 0,...,n — 1 (notice thata,, = 1 by [1]), andb;,
1=0,...,m, we obtain

=0 7=0 ‘]
—iz“" ﬁ'i (?)Uz(”ﬂ) b, = —7) - (n)yz(na) [21]
i=0 = M §=0

Before proceeding with [21], first notice that the identity

-1

Z<Z)% H (k—n—i—ﬁ—i—s):l:[(k—n—l-s) [22]

3=0 J s=0 s=0
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holds (with7 involved in the left-hand side cancelling out). Then, retisg to the
expressions of [21] associated to the parameterd; }, we have

i S (V) F) oo
3 ()
- i—1 n—1 -
(-1)" <H (k—n+ s)> <H (k—n+ s)> Feenri = (=) x (k) fo—nii

s=0 s=1

and, hence, the validity of [5].



