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Abstract: This report introduces a new approach to solve sensor management prob-

lems. Classically sensor management problems are formalized as Partially-Observed

Markov Decision Process (POMPD). Our original approach consists in deriving the

optimal parameterized policy based on stochastic gradientestimation. Two differents

techniques nammed Infinitesimal Approximation (IPA) and Likelihood Ratio (LR) can

be used to adress such a problem. This report discusses how these methods can be used

for gradient estimation in the context of sensor management. The effectiveness of this

general framework is illustrated by the managing of an Active Electronically Scanned

Array Radar (AESA Radar).
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Recherche de Politiques Optimale en Gestion de

Capteur : Application à un Radar AESA

Résuḿe : Ce rapport introduit une nouvelle approche pour développer des méthodes

de gestions optimales de capteurs. De tels problèmes peuvent classiquement être

modélisés par des POMDP (Partially-Observed Markov Decision Process). L’approche

originale développée dans ce rapport consiste à rechercher des politiques optimales

paramétrées et de mettre en œuvre des méthodes telles queIPA (Infinitesimal Approximation)

et LR ( Likelihood Ratio) pour déterminer les paramètres.Nous expliquons comment

ces deux méthodes peuvent être mise en œuvre dans notre contexte par le biais de

méthodes d’estimation de gradients stochastiques. La méthode générale développée

dans la première partie est illustrée dans le cas particulier du Radar AESA.

Mots-clés : Gestion de capteurs, Radar Balayage Electronique AESA, Gradient

Stochastique,Partially Observable arkov Decision Process, Filtrage Particulaire
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Notations

tn: instant time of then-th observation,

nt: number of the last observation before instant timet i.e. nt = maxj{tj < t}.

1 Introduction

Let us consider a Partially Observable Markovian Decision Process (POMDP) where

(Xt)t≥0 is the state process. The latter is observed via a sequence ofactions(An)n∈N

such that the observation process(Yn)n∈N is linked to the state process by the condi-

tional probability measure :

P(Yn ∈ dyn|Xtn
= xtn

, An) (1)

wheretn is the instant time of then-th observation. Using a judicious sequence of ac-

tions, one can expect an accurate estimate of the state process. This problem is known

in the literature as a sensor management problem. From a general point of view, sensor

management deals with ressource allocation, scheduling and adaptive deployment of

multiple sensors for detection, tracking and identification of targets, this term being

used here in its more general meaning.

InputAn can be any tunable parameter of one or several sensors. In [1], An refers

to the mode of the sensor of an airborn platform (radar or Infra-Red). As a matter

of facts, the choice of the mode is critical when considering”smart” targets. When

such targets detects it is under analysis by an active sensor, it reacts to make surveil-

lance more difficult. Alternatively, in the optimal measurement scheduling problem

[2], An is directly related to the accuracy of the measurement. The problem consists

in determining the time-distribution of measurements under some specific constraints.

Otherwise, in multi-sensor applications [3],An denotes the activate sensor at timet. In

this case, sensor management aims at trading off tracking error with sensor usage cost.

Thus in the domain of antisubmarine warefare [4], only a limited number of sensor

can provide measurements to the tracker due to bandwidth constraints. In the optimal

observer trajectory problem [5],An denotes the position of the observer at timet. Fi-
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4 Thomas Bŕehard , Pierre-Arnaud Coquelin , Emmanuel Duflos

nally, a major application concerns the Active Electronically Scanned Array (AESA)

radar [6]. The AESA radar is an agile beam radar which means that it is able to point

its beam in any direction of environnement. The goal is to minimize the use of the

radar ressources while maintening targets under track and detect new ones. Different

parameters of this sensor are tunable. In [7], the authors consider the optimization of

the direction of the beam of the radar. In [8],An is the waveform. It is worth being no-

ticed that different waveforms can be used to achieve good performance, good Doppler

and good range resolution but not simultaneously.

When the POMDP is Gaussian linear with a quadratic cost function, Meier et al [9]

derived a closed-form solution. Nevertheless, one can not expect closed-form solutions

in the non-linear non-Gaussian cases. Thus, a first approachconsists to combine a Q-

value approximation with a particle filtering [3]. Particlefiltering [10] is a Monte-Carlo

method for estimation in Hidden Markov Model. The Q-value approximation estimate

the Q-value i.e the expected cumulative cost associated to each condidate action.

The main contributions of this report are the following:

• A general framework to find a parameterized optimal policy for sensor manage-

ment problems.

• Derivation of a parameterized optimal policy based on stochastic gradient esti-

mation.

• A general approach to use IPA and LR methods for gradient estimation.

• An application to the mangement of an Active Electronically Scanned Array

radar.

In Sec.2, we derive two general algorithms to solve a POMDP based on Infinites-

imal Perturbation Analysis and Likelihood Ratio methods. We discuss in Sec.3 how

gradient estimation can be used to solve the management of anActive Electronically

Scanned Array Radar.

INRIA
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2 Gradient estimation for Partially-Observable Markov

Decision Process

2.1 Partially-Observable Markov Decision Process

Let us consider a probability space denoted by(Ω, σ(Ω), P). A Partially-Observable

Decision Proceess is defined by astate process(Xt)t≥0, anobservation process(Yn)n∈N

and a set of action(An)n∈N.

The state process is an homogeneous Markov chain taking its values in a continuous

state space denoted by(X , σ(X )) and with initial probability measureµ(dx0) and

Markov transition kernelK(dxt+1|xt), i.e.,∀t ≥ 0, Xt+1 ∼ K(·|Xt) andX0 ∼ µ

([11]). In the following we assume that there exists two generative functionsFµ : U →
X andF : X × U → X , where(U, σ(U), ν) is a probability space, such that for any

measurabletest functionf onX
∫

X

f(xt)K(dxt|xt−1) =

∫

f(F (xt−1, u))ν(du) (2)

and

∫

X

f(x0)µ(dx0) =
∫

f(Fµ(u))ν(du). (3)

In many practical situations,U = [0, 1]nU , andu is a nU -uple of pseudo ran-

dom numbers generated by a computer. For sake of simplicity,we adopt the no-

tationsK(dx0|x−1) , µ(dx0) and F (x−1, u) , Fµ(u). Under this framework,

the Markov Chain(Xt)t≥0 is fully specified by the following dynamical equation

Xt+1 = F (Xt, Ut), Ut
i.i.d.∼ ν.. The observation process(Yn)n∈N is defined on

the measurable space(Y, σ(Y )) and is linked with the state process by the conditional

probability measureP(Yn ∈ dyn|Xtn
= xtn

, An) = g(yn, xtn
, An)λ(dyt), where

An ∈ A is ann-th action variable where(A, σ(A)) is the action space. Termtn is

the instant time of then-th observation,λ is a fixed probability measure onY and

g : Y × X → [0, 1] a positive function. We assume that observations are conditionally

independent given the state process, i.e.:

RR n° 6361



6 Thomas Bŕehard , Pierre-Arnaud Coquelin , Emmanuel Duflos

∀1 ≤ i, j ≤ t, i 6= j, P(Yi ∈ dyi, Yj ∈ dyj |X0:t, Ai, Aj) =

P(Yi ∈ dyi|X0:t, Ai)P(Yj ∈ dyj |X0:t, Aj) (4)

where we have adopted the usual notationzi:j = (zk)i≤k≤j .

2.2 Filtering distribution in a Partially-Observable Mark ov Deci-

sion Process

Given a sequence of actionA1:n and a sample trajectory of the observation process

y1:n and indices{n1, n2, t1, t2} such that1 ≤ n1 ≤ n2 ≤ n and0 ≤ t1 ≤ tn1 ≤
tn2 ≤ t2 ≤ tn, we define the posterior probability distribution by ([12])

Mt1:t2|n1:n2
(dxt1:t2) , P(Xt1:t2 ∈ dxt1:t2 |Yn1:n2 = yn1:n2 , An1:n2) (5)

=

∏t2
t=t1

K(dxt|xt−1)
∏n2

j=n1
Gtj

(xtj
)

∫

X t2−t1

∏t2
t=t1

K(dxt|xt−1)
∏n2

j=n1
Gtj

(xtj
)
, (6)

where for simplicityGtn
(xtn

) , g(yn, xtn
, An) andG0(x0) , 0. One of the main

interest here is to recover the state at timet from noisy observationsy1:nt
. From a

bayesian point of view this information is completely contained in thefiltering distri-

butionMt:t|1:nt
. In the following, the indext and the observationsy1:nt

are fixed, and

the filtering distribution is simply denoted byMt.

2.3 Numerical methods for estimating the filtering distribution

Given a measurable test functionf : X → R, we want to evaluate

Mt(f) = E[f(Xt)|Y1:nt
= y1:nt

, A1:nt
] =

E[f(Xt)
∏nt

j=1 Gtj
(Xtj

)]

E[
∏nt

j=1 Gtj
(Xtj

)]
. (7)

In general, it is impossible to findMt(f) exactly except for simple cases such as lin-

ear/gaussian (using Kalman filter) or for finite state space Hidden Markov Models. In

the general dynamics, continuous space case considered here, possible numerical meth-

ods for computingMt(f) include the Extended Kalman filter, quantization methods,

Markov Chain Monte Carlo methods and Sequential Monte Carlomethods (SMC).

INRIA
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The basic SMC method, called Bootstrap Filter (see [10] for details), approximates

Mt(f) by an empirical distributionMN
t (f) = 1

N

∑N
i=1 f(xN

i ) made ofN particles.

The reader can find some convergence results ofMN
t (f) to Mt(f) (e.g. Law of Large

Numbers or Central Limit Theorems) in [12], but for our purpose we note that under

weak conditions on the test function and on the HMM dynamics,we have the asymp-

totic consistency property in probability, i.e.limN→∞ MN
t (f)

P
= Mt(f).

2.4 Optimal Parameterized Policy for Partially-Observable Markov

Decision Process

Let Rt be a real value reward function

Rt , R(Xt, Mt(f)) . (8)

The goal is to find at each new iteration a policyπ : An × Yn → A that maximizes

the criterion performance i.e.

Jπ =

∫ T

0

E[Rt]dt (9)

whereT is the duration of the scenario. In practice, designing a sequence of policies

in which each policy depend on the whole trajectory of the past observations/actions is

unrealistic. It has been proved that the class of stationarypolicies that depend on the

filtering distribution conditionally to past observations/actionsMt contains the optimal

policy. In general the filtering distribution is an infinite dimensional object, and it

cannot be represented in a computer. We propose to look for the optimal policy in

a class of parameterized policies(πα)α∈Γ that depend on a statistic of the filtering

distribution

An+1 = πα(Mtn
(f)) (10)

wheref is a test function. As the policyπ is parameterized byα, the performance

criterion depends only onα, thus we can maximize it by achieving a stochastic gradient

ascent with respect toα.

αk+1 = αk + ηk∇Jαk
, k ≥ 0 (11)

RR n° 6361



8 Thomas Bŕehard , Pierre-Arnaud Coquelin , Emmanuel Duflos

where∇Jαk
denotes the gradient ofJαk

w.r.t αk. By convention∇Jαk
is column

vector whosei-th component is the partial derivative with respect toαi. (ηk)k≥0 is

a non-increasing positive sequence tending to zero. We present in the two following

subsection two approaches to estimate∇Jαk
: Infinitesimal Perturbation Analysis (IPA)

and Likelihood Ratio (LR).

2.5 Infinitesimal Perturbation Analysis for gradient estimation

Notice first that under appropriate assumptions,∇Jα =
∫ T

0
∇αE[Rt]dt (for simplicity

suscribek has been avoided). We have the following decomposition of the gradient

∇αE[Rt] = E[Mt(fSt)∇Mt(f)Rt] − E[Mt(f)Mt(St)∇Mt(f)Rt] + E[RtSt](12)

where

St =

pt
∑

j=1

∇αGtj
(Xtj

)

Gtj
(Xtj

)
(13)

Eq.(12) is proved in Appendix A. We deduce directly Algorithm 1 from (12).

2.6 Likelihood Ratio for gradient estimation

The method below is an application of the work described in [11]. The aim is to find

an approximation of the gradient using a finite difference method.

∇αE[Rt,α] = ∇α

∫

rt,αYt,αZt,α (14)

where

Yt,α =

Jα
t

∏

j=1

p(dỸtα
j
|Xtα

j
, πα(mtα

j−1,α), ztα
j
) (15)

Zt,α =

Jα
t

∏

j=1

p(dztα
j
|Xtα

j
, πα(mtα

j−1,α)) (16)

and

INRIA
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mt,α = E

{

f(Xt)|Ytα
1 :tα

Jt

}

(17)

mt,α+h =
E

{

f(Xt)
Yt,α+h

Yt,α
|Ytα

1 :tα
Jt

}

E

{

Yt,α+h

Yt,α
|Ytα

1 :tα
Jt

} (18)

The proof of the expression ofmt,α+h is given in Appendix B. The gradient may

then be approximated as :

∇α {Ert,α} ≈
∫

rt,α+hYt,α+hZt,α+h −
∫

rt,αYt,αZt,α

h
(19)

≈
∫

rt,α+hYt,α+h
Zt,α+h

Zt,α
Zt,α −

∫

rt,αYt,αZt,α

h
(20)

The corresponding algorithm is Algorithm 2.

3 Application to Active Electronically Scanned Array

Radars

The AESA is an agile beam radar which means that it is able to point its beam in any

direction of the environnement instantaneously without inertia. However, the targets

in the environement are detected w.r.t a probability of detection which depends on the

direction of the beam and the time of observation in this direction (see Appendix C

and Apprendix D). We precise first the nature of action, the influence of the action the

probability of detection and finally the nature of the observations.

Definition of the action The main property of an AESA is that it can point its beam

without mechanically adjusting the antenna. An AESA radar provides measurements

in a directionθ. We noteδ, the time of observation in this direction. Then-th action is

noted:

An =
[

θn δn

]T

(21)

RR n° 6361
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with






θn ∈ [−π
2 , π

2 ] ,

δn ∈ R
+

∀n ≥ 0 . (22)

The action does not influence directly the observation produced by the AESA but the

probability of detection of a target.

The probability of detection Pd refers to the probability to obtain an estimation of

the state of a targetp at timetn denotedXtn,p with actionan. Xtn,p is composed of

the localisation and velocity components of the targetp at timetn in the x-y plane:

Xtn,p =
[

rxtn,p rytn,p vxtn,p rytn,p

]T

(23)

The termsrxtn,p andrytn,p refers here to the position andvxtn,p andvytn,p the veloc-

ity of targetp at timetn. We also denoteDn,p the random variable which takes values

1 if the radar produces a detection (and therefore an estimation) for targetp and0 else

:

Dn =
[

Dn,1 . . . Dn,P

]T

. (24)

This probability also depends on the time of observationδn. If the reflectivity of a target

can be modelled using a Swerling I model [13] then we have the following relation

between the probability of detection and the probability offalse alarm [6]:

Pd(xtn,p, An) = P
1

1+ρ(xtn,p,An)

fa (25)

wherePfa is the probability of false alarm (the probability to obtaina measurement

knowing that there is no target) andρ(xtn,p, An) the target signal-to-noise ratio. The

equation (25) is derived in Appendix A. The signal-to-noiseratio for an AESA radar,

ρ(xtn,p, An), is defined as :

ρ(xtn,p, An) = αδn

cos2θn

r4
tn,p

e−
(βtn,p−θn)2

2B2 (26)

wherertn,p is the target range andβtn,p the azimuth associated to targetp at instant

time tn. α is a coefficient which includes all the parameters of the sensor andB is the

INRIA
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beamwidth of the radar. This radar equation (26) is derived in Appendix B. If we make

the assumption that all the detections are independant, we can write :

P(Dn = dn|Xtn
= xtn

, An) =

P
∏

p

P(Dn,p = dn,p|Xtn,p = xtn,p, An) (27)

where

P(Dn,p = dn,p|Xtn,p = xtn,p, An) = Pd(xtn,p, An)δdn,p=1 + (1 − Pd(xtn,p, An))δdn,p=0 (28)

Observation equation At instant timetn, the radar produces a raw observationYn

composed ofP measurements :

Yn =
[

Yn,1 . . . Yn,P

]T

. (29)

whereYn,p is the observation related to targetxtn,p obtained with actionAn. Re-

mark that we do not consider here the problem of measurement-target association.

Moveover, we assume that the number of targetsP is known. Each of these measure-

ments has the following formulation :

Yn,p =
[

rn,p βn,p ṙn,p

]T

(30)

wherern,p, βn,p, ṙn,p are range, azimuth and range rate. The equation observationcan

be written

P(Yn ∈ dyn|Xtn
= xtn

, An) =

P
∏

p

P(Yn,p ∈ dyn,p|Xtn,p = xtn,p, An) (31)

where

P(Yn,p ∈ dyn,p|Xtn,p = xtn,p, An) = g(yn,p, xtn,p, An)λ(dyn,p) (32)

g(yn,p, xtn,p, An) =
[

N (ht(xtn,p), Σy)Pd(xtn,p, An) 1 − Pd(xtn,p, An)
]

(33)

and

λ(dyn,p) = λcont(dyn,p) + λdisc(dyn,p) (34)

RR n° 6361
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The relation between the state and the raw observations is given by :

Yn,p = htn
(Xtn,p) + Wn,p (35)

with

htn
(xtn,p) =













√

(rxtn,p − rxobs
tn

)2 + (rytn,p − ryobs
tn

)2

atan

{

rytn,p−ryobs
tn

rxtn,p−rxobs
tn

}

(rxtn,p−rxobs
tn

)(vxtn,p−vxobs
tn

)+(rytn,p−ryobs
tn

)(vytn,p−vyobs
tn

)√
(rxtn,p−rxobs

tn
)2+(rytn,p−ryobs

tn
)2













(36)

andWn,p a gaussian noise the covariance matrix of which is given by :

Σy = diag(σ2
r , σ2

β , σ2
ṙ ) . (37)

State equation First let us introduce the definition of the unknown stateXt at time

t and its evolution through time.Xt,p is the state of the targetp. It has been defined

above. LetP be the known number of targets in the space under analysis at time t. Xt

has the following form: .

Xt =
[

Xt,1 . . . Xt,P

]T

(38)

Based on [14] works, we classically assume that all the targets follow a nearly

constant velocity model. We use a discretized version of this model ([15]) :

Xt,p = F (Xt−1,p, Ut) whereUt ∼ N
(

0, σ2Q
)

(39)

where

F =

















1 0 β 0

0 1 0 β

0 0 1 0

0 0 0 1

















andQ =

















β3

3 0 β2

2 0

0 β3

3 0 β2

2

β2

2 0 β 0

0 β2

2 0 β

















. (40)
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4 Conclusion

This report shows how to combine the POMDP modelling of a sensor management

problem and optimal parametrized policies search using stochactic gradient estimation

to derive optimal sensor management strategies. This work is based upon recent devel-

opments in gradient estimation. Both techniques Infinitesimal Perturbation Analysis

and Likelihood Ratio are analysed and two policy search algorithms are derived. We

then show how the proposed methods can be applied to the specific case of an AESA

Radar.

Appendix A: Proof of (12)

First let us rewrite∇αE[Rt] as following:

∇αE[Rt] = ∇α

∫

X t×Ynt

RtUtVt

nt
∏

j=n1

λ(dyj) where







Ut =
∏t

i=0 K(dxi|xi−1) ,

Vt =
∏nt

j=1 Gtj
(xtj

)
. (41)

Remark that onlyRt andVt depends onα so that we obtain






∇αVt = StVt ,

∇αRt = ∇αMt(f)∇Mt(f)Rt

(42)

whereSt is given by eq.(13). Incorporating (41) in (42), we obtain

∇αE[Rt] = E[∇αMt(f)∇Mt(f)Rt] . + E[RtSt] . (43)

Now using one more time (42), we have

∇αMt(f) = ∇αE

[

f(Xt)
Vt

E[Vt]

]

= E

[

f(Xt)
∇αVt

E[Vt]

]

− E

[

f(Xt)
VtE[∇αVt]

E[Vt]2

]

= E

[

f(Xt)St

Vt

E[Vt]

]

− MtStE

[ Vt

E[Vt]

]

= Mt(fSt) − Mt(f)Mt(St) (44)

so that we obtain (12) by incorporating (44) in (43).

RR n° 6361



14 Thomas Bŕehard , Pierre-Arnaud Coquelin , Emmanuel Duflos

Appendix B: proposition 2’s proof

mt,α+h = E

{

f(Xt)|Yt
α+h
1 :tα+h

Jt

}

(45)

= E

{

f(Xt)
Yt,α+h

E {Yt,α+h}

}

(46)

=
E

{

f(Xt)
Yt,α+h

Yt,α

Yt,α

E{Yt,α}

}

E

{

Yt,α+h

Yt,α

Yt,α

E{Yt,α}

} (47)

Appendix C: Probability of detection

We show in this Appendix how the probability of detection is derived. First, the radar

transmits a pulse expressed as follows

s(t) = α(t) cos(wct) (48)

= Re{α(t)ejwct} (49)

whereα(t) is the envelope also called the transmitted pulse andwc the carrier fre-

quency. This pulse is modified by the process of reflection. A target is modelled as a

set of elementary reflectors, each reflecting: time delayed,Doppler shift, Phase shift

and attenuated version of the transmitted signal. We usually assume that the reflection

process is linear and frequency independent within the bandwidth of the transmitted

pulse. The return signal has the following formulation:

sr(t) = G
∑

i

α(t − τi)gie
j(wc(t−τi+

2ṙi
c

t)+θi) + n(t) (50)

where

• gi is the radar cross section associated to reflectori,

• θi is the phase shift associated to reflectori,

• ṙi is the radial velocity between the antenna and the object (Doppler frequency

shift),

• G: others losses heavily range dependent due to spatial spreading of energy,
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Algorithm 1 Policy Gradient in POMDP via IPA
Initialize α0 ∈ Γ

for k = 1 to ∞ do

for t = 1 to T do

Sampleut ∼ ν

Setxt = F (xt−1, ut),

If t = tn, sampleyn ∼ g(., xt, an)λ(.)

Setst =







st−1 +
∂g
∂α

(xt,yn,an)

g(xt,yn,an) if t = tn

st−1 else
Set∀i ∈ {1 . . . , I}

x̃
(i)
t = F (x

(i)
t−1, at−1, u

(i)
t ) whereu(i) iid∼ ν

s̃
(i)
t =







si
t−1 +

∂g
∂α

(xi
t,yn,an)

g(x
(i)
t ,yn,an)

if t = tn

si
t−1 else

w̃
(i)
t =











g(x
(i)
t ,yn,an)w̃

(i)
t−1

∑

j g(x
(j)
t ,yn,an)w̃

(j)
t−1

if t = tn

w̃
(i)
t−1 else

Set(x(i)
t , s

(i)
t )i∈{1,...,I} = (x̃

(i)
t , s̃

(i)
t )i∈{k1,...,kI}, k1:I are selection indices as-

sociated to(w̃(i))i∈{1,...,I},

mt(f) = 1
I

∑

i f(x
(i)
t ), mt(st) = 1

I

∑

i s(i), mt(fst) = 1
I

∑

i f(x
(i)
t )s

(i)
t ,

an+1 = παk
(mt) if t = tn

rt = R(xt, mt(f))

∇rt = (mt(fst) − mt(f)mt(st))
∂R

∂mt(f) (xt, mt(f)) + rtst

∇Jαk
= ∇Jαk

+ ∇rt

end for

αk+1 = αk + ηk∇Jαk

end for
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Algorithm 2 Finite Difference Stochastic Approximation for Sensor Management
Initialize α0,

For l = 1, . . . , L

• Generate a trajectoryXk
t̃1:t̃I

• Initialize the set of particles:X(n)

t̃1
∼ p(Xt̃1

)

• Initialize the weights of particles:w(n)

t̃1
= 1

N

• m
k
t1

≈ ∑N
n=1 f(X

(n)
t1

)w
(n)
t1

• First actionat
αl
1

= παl
(mk

t̃1
)

• a
t
αl+h

1

= παl+h(mk
t̃1

)

• Initialize : Y(n)

t̃1
= 1

• Initialize : Z(n)

t̃1
= 1

• For i = 2 : I

–

• Estimation

– m
k
t1

≈ ∑N
n=1 f(X

(n)
t1

)w
(n)
t1

– ∇αl
m

k
t1

≈ ∑N
n=1 f(X

(n)
ti

)s
(n)
ti

w
(n)
ti

− m̂
k
ti

∑N
n=1 s

(n)
ti

w
(n)
ti

• Compute initial time of actiontα1

• Compute initial time of actiontα+h
1
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• n(t) is a thermal noise of the receiver such that Re{n(t)}, Im{n(t)} ∼ N (0, σ2
n).

We make the following approximations:






ṙi ≈ ṙ

α(t − τi) ≈ α(t − τ)
(51)

whereṙ is the mean radial velocity of the targetτ is the mean time delay of the target.

Using these approximations, the return signal can be rewritten as follows:

sr(t) = α(t − τ)GejwD tb + n(t) (52)

where






wD = wc(1 + 2ṙi

c
)

b =
∑

i gie
j(−wcτi+θi)

. (53)

The fluctuations ofb are known and modelled using Swerling 1 model [13]. There are

differents models availables (Swerling 1, 2, 3,...) corresponding to different types of

targets. Swerling 1 given below is convenient for aircrafts. We can then write :

Re{b}, Im{b} ∼ N (0, σ2
RCS) . (54)

This modelling ofb assumes that the phase shiftsθi are independent and uniformly

distributed and the magnitudesgi are identically distributed. If the number of reflector

is large, the central limit theorem gives thatb is a complex-valued Gaussian random

variable centered at the origin. Now, a matching filter is applied to our return signal

sm(t) =

∫ +∞

−∞

sr(t)h(s)ds (55)

whereh(t) is a shifted, scaled and reversed copy ofsr(t)

h(s) = α(δ − t)e−jwD(δ−t) . (56)

We chooset = δ + τ which yields the best signal to noise ratio whereδ is the length of

the transmitted pulse. The probability of detection is based on quantity|sm(δ + τ)|2.

We can show that

sm(δ + τ) = GejwDτ b +

∫ +∞

−∞

n(δ + τ − s)h(s)ds . (57)
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One can remark thatsm(δ + τ) is the sum of two complex-value Gaussian variables.

We look at the following statistic

Λ =
|sm(δ + τ)|2

2σ2
n

(58)

and we introduce the following notation

σ2
s = G2σ2

RCS (59)

Now we construct the test






H1 : data generated by signal + noise

H0 : data generated by noise
(60)















H1 : pΛ(x) = 1
σ2

s
σ2

n
+1

e

− x

σ2
s

σ2
n

+1

H0 : pΛ(x) = e−x

(61)

Then, we derive the probability of detection and false alarm.










Pd =
∫ +∞

γ
pΛ(x|H1 is true) = e

− γ

σ2
s

σ2
n

+1

Pfa =
∫ +∞

γ
pΛ(x|H0 is true) = e−γ

(62)

Consequently

Pd = P

1
σ2

s
σ2

n

+1

fa (63)

The ratio σ2
s

σ2
n

is called the Signal-to-Noise Ration notedρ. This SNR is related to the

parameters of the system and the target.

Appendix D: Radar equation

We show in this section the link between the SNR and the parameters of the system

and the target. It seems that there are different possible equations. The one used by [6]

do not introduce the length of the transmitted pulse which isan important parameter.
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However, it introduces reduction of gain related to the deviation of the beam which will

be also an important factor in our analysis.

We show here thatρ is a function of the targetxt, the time of illuminationδt and

the direction of the beamθt. The classical radar equation is given by the following

formula:

ρ =
PtGtGrλ

2σ

(4π)3r4
(64)

wherePt is the energy of the transmitted pulse,Gt is the gain of the transmitted an-

tenna,Gr is the gain of the received antenna,σ is the radar cross section (for an aircraft

between0.1 and1 m2), r is the target range,γ is the system noise temperature andL

is a general loss term. However, the above formula does not take into account for the

sake of simplicity the losses due to atmospheric attenuation and to the imperfection of

the radar. Thus , extra terms must be added [16]

ρ =
PtGtGrλ

2σ

(4π)3kbLγr4
(65)

whereb is the receiver noise bandwith (generally consider equal tothe signal bandwidth

so thatb = 1
δt

), k is Boltzmann’s constant,γ is the temperature of the system andL

some losses. Moreover, the gain reduces with the deviation of the beam from the

antenna normal in an array antenna.

Gt = G0cos
α(θt) , (66)

Gr = G0cos
α(θt) (67)

whereG0 is the gain of the antenna. In [16],α = 2, in [6], α = 2.7. According [17],

there is also a beam loss because the radar beam is not pointing directly so that the

radar equation is:

ρ =
PtG

2
0λ

2σδt cos2(θt)

(4π)3kLγr4
e−

(θt−βt)
2

2B2 (68)

where isB is the beamwidth.
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