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Recherche de Politiques Optimale en Gestion de

Capteur : Application a un Radar AESA

Résune : Ce rapport introduit une nouvelle approche pour dévelodpe méthodes

de gestions optimales de capteurs. De tels problemes peualassiquement étre
modélisés par des POMDP (Partially-Observed Markov leniProcess). L'approche
originale développée dans ce rapport consiste a relsbedes politiques optimales
paramétrées et de mettre en ceuvre des méthodes telld¥qiifinitesimal Approximation)
et LR ( Likelihood Ratio) pour déterminer les parametifdsus expliquons comment
ces deux méthodes peuvent étre mise en ceuvre dans notexteopar le biais de
méthodes d’estimation de gradients stochastiques. Lthadé générale développée

dans la premiére partie est illustrée dans le cas padiadih Radar AESA.

Mots-cles : Gestion de capteurs, Radar Balayage Electronique AESAJiGra

Stochastique,Partially Observable arkov Decision Pidekrage Particulaire
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Notations

t,: instant time of the:-th observation,

nt: number of the last observation before instant time. n; = max;{t; < t}.

1 Introduction

Let us consider a Partially Observable Markovian DecisicocBss (POMDP) where
(X¢)e>0 Is the state process. The latter is observed via a sequeact@is( A, ),en
such that the observation proc€33, ),.cn is linked to the state process by the condi-

tional probability measure :

wheret,, is the instant time of the-th observation. Using a judicious sequence of ac-
tions, one can expect an accurate estimate of the stategstotieis problem is known

in the literature as a sensor management problem. From aai@oint of view, sensor
management deals with ressource allocation, schedulidg@daptive deployment of
multiple sensors for detection, tracking and identificatad targets, this term being
used here in its more general meaning.

Input A,, can be any tunable parameter of one or several sensofs., la,[Yefers
to the mode of the sensor of an airborn platform (radar orahed). As a matter
of facts, the choice of the mode is critical when considefsmgart” targets. When
such targets detects it is under analysis by an active sahseacts to make surveil-
lance more difficult. Alternatively, in the optimal measoment scheduling problem
[2], A, is directly related to the accuracy of the measurement. Toklem consists
in determining the time-distribution of measurements ursdene specific constraints.
Otherwise, in multi-sensor applications [3],, denotes the activate sensor at timén
this case, sensor management aims at trading off trackingwith sensor usage cost.
Thus in the domain of antisubmarine warefdre [4], only ati@inumber of sensor
can provide measurements to the tracker due to bandwidstredms. In the optimal

observer trajectory problernl[5}1,, denotes the position of the observer at tim&i-
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4 Thomas Behard , Pierre-Arnaud Coquelin , Emmanuel Duflos

nally, a major application concerns the Active Electrottjc&canned Array (AESA)

radar [6]. The AESA radar is an agile beam radar which meaatsttfs able to point

its beam in any direction of environnement. The goal is toimire the use of the
radar ressources while maintening targets under track atetidnew ones. Different
parameters of this sensor are tunable.[In [7], the autharsider the optimization of
the direction of the beam of the radar. I [8], is the waveform. It is worth being no-
ticed that different waveforms can be used to achieve goddipeance, good Doppler
and good range resolution but not simultaneously.

When the POMDP is Gaussian linear with a quadratic cost fomdvieier et al[[9]
derived a closed-form solution. Nevertheless, one canxpia closed-form solutions
in the non-linear non-Gaussian cases. Thus, a first appmmadists to combine a Q-
value approximation with a particle filtering [3]. Partidikering [10] is a Monte-Carlo
method for estimation in Hidden Markov Model. The Q-valupiaximation estimate
the Q-value i.e the expected cumulative cost associateaicto @ndidate action.

The main contributions of this report are the following:

» A general framework to find a parameterized optimal polmydensor manage-

ment problems.

+ Derivation of a parameterized optimal policy based onlsistic gradient esti-

mation.
» A general approach to use IPA and LR methods for gradiemhason.

» An application to the mangement of an Active Electronic@kcanned Array

radar.

In Sed2, we derive two general algorithms to solve a POMD$ethan Infinites-
imal Perturbation Analysis and Likelihood Ratio methodse WNscuss in Sdd.3 how
gradient estimation can be used to solve the managementAétare Electronically

Scanned Array Radar.

INRIA
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2 Gradient estimation for Partially-Observable Markov

Decision Process

2.1 Partially-Observable Markov Decision Process

Let us consider a probability space denoted Qys(Q2),P). A Partially-Observable
Decision Proceess is defined bgtate procestX;).>, anobservation procesg’, ) nen
and a set of actiof4,, ) nen.

The state process is an homogeneous Markov chain takingjitewin a continuous
state space denoted By, (X)) and with initial probability measurg(dzo) and
Markov transition kerneK (dz;y1|xt), i.€.,Vt > 0, X¢11 ~ K(-|X¢)andXy ~ u
([L]). In the following we assume that there exists two gatiee functionsF), : U —
XandF : X x U — X, where(U,o(U),v) is a probability space, such that for any

measurabléest functionf on X

/ ) K (@dnle) = / F(F (@1, u))w(du) @)
X

and

/X Flao)uldzo) = [ f(Fp(w)v(du). 3)

In many practical situationd/ = [0,1]"v, andwu is a ny-uple of pseudo ran-
dom numbers generated by a computer. For sake of simpligityadopt the no-
tations K (dxzo|r—1) = p(dwo) and F(x—y,u) = F,(u). Under this framework,
the Markov Chain(X;);>¢ is fully specified by the following dynamical equation
Xiv1 = F(X:,Uy), Ug “&- 1, The observation procesy’, )nen is defined on
the measurable spa¢®, o(Y)) and is linked with the state process by the conditional
probability measur@®(Y,, € dy,|X:, = 1, An) = 9(Yn, 2t , An)\(dy:), Where
A, € Ais ann-th action variable wheréA, o(A)) is the action space. Term is
the instant time of the:-th observation\ is a fixed probability measure gy and
g:Y x X — [0,1] a positive function. We assume that observations are donélity

independent given the state process, i.e.:

RR n° 6361



6 Thomas Behard , Pierre-Arnaud Coquelin , Emmanuel Duflos

P(Y; € dyi| Xo.t, Ai)P(Y; € dy;|Xo, Aj) (4)

where we have adopted the usual notatipn= (zx)i<k<;-

2.2 Filtering distribution in a Partially-Observable Mark ov Deci-

sion Process

Given a sequence of actioft;.,, and a sample trajectory of the observation process
y1.n, and indices{ny, na, t1,t2} such thatl < ny < ng < nand0 < t; < t,, <

tn, < t2 < t,, we define the posterior probability distribution bly_([12])

Mtlztg\nlan (dxtlitz) £ P('thitg S d‘rh:tg |Yn1:n2 = Yni:ng» An1:n2) (5)
B iy, K(dwglze 1) [172,, Gey (21) )
fxtg—tl iitl K(dItL’thl) ;Iinl Gt]‘ (Itj) ’

where for simplicityGy, (z¢,) 2 g(yn,:,, A,) andGo(zo) = 0. One of the main
interest here is to recover the state at titrfeom noisy observationg;.,,,. From a
bayesian point of view this information is completely can&al in thefiltering distri-

bution M., In the following, the index and the observations.,, are fixed, and

the filtering distribution is simply denoted ki, .

2.3 Numerical methods for estimating the filtering distribution

Given a measurable test functign X — R, we want to evaluate

E[f(X:) [T}L, Gt, (X4;)]
E[H?Ll th (th )]

In general, it is impossible to find/; () exactly except for simple cases such as lin-

]\/[t(f) = E[f(Xt)|}/inp = Ylings Al:nt] = (7)

ear/gaussian (using Kalman filter) or for finite state spaickleh Markov Models. In
the general dynamics, continuous space case considemgbssible numerical meth-
ods for computingV/;(f) include the Extended Kalman filter, quantization methods,

Markov Chain Monte Carlo methods and Sequential Monte Cawdthods (SMC).

INRIA
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The basic SMC method, called Bootstrap Filter (seé [10] fetais), approximates
M,(f) by an empirical distributionN (f) = 4 327 | f(zN) made ofN particles.
The reader can find some convergence resulfg 8 ) to M, (f) (e.g. Law of Large
Numbers or Central Limit Theorems) in_12], but for our puspave note that under
weak conditions on the test function and on the HMM dynamigshave the asymp-

totic consistency property in probability, i.8my_. o MY (f) £ M (f).

2.4 Optimal Parameterized Policy for Partially-Observable Markov

Decision Process

Let R; be a real value reward function
Ry & R(Xy, My(f)) . (8)

The goal is to find at each new iteration a policy A" x Y™ — A that maximizes

the criterion performance i.e.

T
Jr = /0 E[R,)dt 9)

whereT is the duration of the scenario. In practice, designing aisege of policies
in which each policy depend on the whole trajectory of the phservations/actions is
unrealistic. It has been proved that the class of statiopaligies that depend on the
filtering distribution conditionally to past observatidastions)M; contains the optimal
policy. In general the filtering distribution is an infiniténtensional object, and it
cannot be represented in a computer. We propose to look éooptimal policy in
a class of parameterized policiés, ).cr that depend on a statistic of the filtering

distribution

Apy1 = 7o (M, (f)) (10)

where f is a test function. As the policy is parameterized by, the performance
criterion depends only om, thus we can maximize it by achieving a stochastic gradient

ascent with respect to.

Opt1 =0k +MVda,, k>0 (12)

RR n° 6361
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whereV J,, denotes the gradient of,, w.rt a;. By conventionV.J,, is column
vector whose-th component is the partial derivative with respectto (nx)i>o0 IS
a non-increasing positive sequence tending to zero. Weptrés the two following
subsection two approaches to estinfétg,, : Infinitesimal Perturbation Analysis (IPA)
and Likelihood Ratio (LR).

2.5 Infinitesimal Perturbation Analysis for gradient estimation

Notice first that under appropriate assumptiovig,, = fOT VE[R:]dt (for simplicity

suscribek has been avoided). We have the following decompositioneftadient

VoE[R] = E[M(fS)Var,(ryRe] — E[M(f)Mi(S)V s, (5) Re] + E[RS(L2)
where
VG, (X1)
Z G (%) (13)

Eq.[12) is proved in Appendix A. We deduce directly Algonitil from [I2).

2.6 Likelihood Ratio for gradient estimation

The method below is an application of the work described #j.[The aim is to find

an approximation of the gradient using a finite differencéhod.

VQE[Rt,OL] = va/rt,ayt,azt,a (14)
where
Jy
Via = Hp(d}/t;*|Xt§*777a(mt?7l,a)azt§¥) (15)
j=1
JY
Zt,a = H p(dzt;" |Xt;" ) T (mt?‘,pa)) (16)
j=1
and

INRIA



Optimal Policies Search for Sensor Management : Applicetiiothe AESA Radar 9

mia = E{f(X0)Yiu, | (17)
E {f(X0) 22 Yiguss,
My ain = {E {yy_f YH}} (18)

The proof of the expression @fi; 1, is given in Appendix B. The gradient may

then be approximated as :

f rt,a+hyt,a+th,a+h - frt,ayt,azt,a

h
. Zi o .
jrt,a+hyt,a+h ;’t Zh Zt,a - f rt,ayt,azt,a

= (20)

Q

va {Ert,a} (19)

Q

The corresponding algorithm is Algorithm 2.

3 Application to Active Electronically Scanned Array

Radars

The AESA is an agile beam radar which means that it is able itot fie beam in any
direction of the environnement instantaneously withoettia. However, the targets
in the environement are detected w.r.t a probability of cléde which depends on the
direction of the beam and the time of observation in thisdioa (see Appendix C
and Apprendix D). We precise first the nature of action, tliksémce of the action the

probability of detection and finally the nature of the obsdions.

Definition of the action The main property of an AESA is that it can point its beam
without mechanically adjusting the antenna. An AESA radarjdes measurements
in a directiond. We noted, the time of observation in this direction. Theth action is

noted:

A, = [9n 5H}T 1)

RR n° 6361
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with
Vn >0. (22)

The action does not influence directly the observation ptediby the AESA but the

probability of detection of a target.

The probability of detection P, refers to the probability to obtain an estimation of
the state of a target at timet,, denotedX,, , with actiona,,. X, , is composed of

the localisation and velocity components of the tajgat timet,, in the x-y plane:

T
Xtn,p = [thn-,p TYtn,p  Vltn,p Tytn-,p} (23)

The terms-z,, , andry,,, , refers here to the position and,, , andvy,, , the veloc-
ity of targetp at timet,,. We also denoté,, , the random variable which takes values

1 if the radar produces a detection (and therefore an estimjdtr targetp ando0 else

D, = [Dml Dn,p]T . (24)

This probability also depends on the time of observadjanif the reflectivity of a target
can be modelled using a Swerling | modell[13] then we have tlleviing relation
between the probability of detection and the probabilitfadde alarml([5]:

1

Pu(x, p, Ap) = Pjy T ™) o5

where P;, is the probability of false alarm (the probability to obtairmeasurement
knowing that there is no target) apdzr:, ,, A,,) the target signal-to-noise ratio. The
equation[(Zb) is derived in Appendix A. The signal-to-naiato for an AESA radar,

p(xt, p, Ap), is defined as :

29 (Bey p—On)>
p(ze, p, An) = a5nmz—ne*tz# (26)
Ttnap
wherer,, , is the target range ang , , the azimuth associated to targeéat instant

timet,. « is a coefficient which includes all the parameters of the @easdB is the

INRIA
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beamwidth of the radar. This radar equatiad (26) is derimefidpendix B. If we make

the assumption that all the detections are independantawevdte :

P
P(Dpn = dn| X3, = ¢, An) = HP(D%P = dnp| Xt,,p = Tt ,pr An) (27)
P

where

P(Dn,p = dn,p|Xtmp = Tt,,,ps An) = Pd(xtn;p7 An)bd, =1+ (1 — Pd(‘rth)’ An))édn,p:O (28)

n,p=

Observation equation At instant timet,,, the radar produces a raw observatign
composed of” measurements :
T
Vo= [Yon oo Yar| - (29)
whereY,, ,, is the observation related to target, , obtained with actiom4,,. Re-
mark that we do not consider here the problem of measuretagygt association.
Moveover, we assume that the number of targets known. Each of these measure-

ments has the following formulation :

T
anp = [Tn,p ﬁn,p 'r.'n,p:| (30)

wherery, ,, Bn.p. ™n,p are range, azimuth and range rate. The equation obsereaition
be written

P
P(Yn € dyn|Xe, = 21, An) = [[P(Vop € dynpl X, p = 1, p An)  (31)

p

where

P(Yop € dynp|Xt,p = Tt ps An) = 9(Ynps Tt,ps An) AN dYn,p) (32)

g(ynvp’ Lty,p> Ay) = N(ht(xtmp)a Ey) Pd(‘rth)’ An) 1- Pal(xtmp7 A")} (33)

and
)‘(dyn,p) = Acont (dyn,p) + /\diSC(dyn,p) (34)

RR n° 6361
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The relation between the state and the raw observationgds gl :

Yn-,p = he, (Xtmp) + Wn-,p (35)

with

\/(T'rtn,p - TI?SS)Q + (Tytmp - Tyng)Q

obs
TYtn.p—TYL,

htn (.I'tn 7p) = atan { obs } (36)

TTt,,p—TTY,)

s

bs bs bs bs
(ree, p 77“1;’”* ) (v, p 71)1;)”\ )+ (Yt p *Ty;)n ) (VY ,p *nyns )

Ve, =zt )2+ (rye, p—rygl®)?

andW, , a gaussian noise the covariance matrix of which is given by :

¥, = diag(o?, 0[2,, o?). (37)
State equation First let us introduce the definition of the unknown stateat time
t and its evolution through timeX, , is the state of the target It has been defined
above. LetP be the known number of targets in the space under analysieat.t X,

has the following form: .
T
Xy = [Xt,l Xt,P} (38)

Based on[[14] works, we classically assume that all the tarfpdlow a nearly

constant velocity model. We use a discretized version sfrttodel (I15]) :

Xip = F(Xi—1,, Uy) whereU, ~ N (0,0°Q) (39)
where
3 2

1043 0 £ 0 Z o

01 0 0 g 0 z
F= b andQ = | 3 2 (40)

00 1 0 2 0 8 0

2
000 1 o 2 o g8

INRIA
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4 Conclusion

This report shows how to combine the POMDP modelling of a @ensganagement
problem and optimal parametrized policies search usinghsittic gradient estimation
to derive optimal sensor management strategies. This wdrised upon recent devel-
opments in gradient estimation. Both techniques InfinitesiPerturbation Analysis
and Likelihood Ratio are analysed and two policy searchrétyos are derived. We

then show how the proposed methods can be applied to thdispase of an AESA

Radar.

Appendix A: Proof of (L2)

First let us rewritéV ,E[R;] as following:

i U =TT, K(dzi|zio1) ,
VoE[R] = V4 RUV; ] Mdy;)  where ' H;—O (dzifziza)
XtxYnt j=n1 Vi = Hjél th (xtj)
Remark that onlyR?; andV; depends o so that we obtain
VoV =85V,
{ t tVt (42)

VoaR: = vaMt(f)th(f)Rt

whereS; is given by eql[(Q3). Incorporating{41) in{42), we obtain

VoE[Ri] = E[VaMi(f)Va, 5 Ril -+ E[RS:] - (43)

Now using one more tim&{#2), we have

VM) = VaB[ (X))
aVt tE aVt
— E[fexoge] - lron e Tl
- E[f(Xt)St%} —MtStE[E‘&]]

My(fSe) — Me(f)Mq(St)

so that we obtairl{12) by incorporatifig144) ink43).

RR n° 6361
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Appendix B: proposition 2’s proof

mi,a+h = E{f(Xt”Yt‘l"*h;t‘;jh} (45)
_ yt,aJrh
- s{ggs (46)

yt,oz h yt,a
- ]E{f(Xt) Vi E{yt,a}} (47)
= E{yt'a+}l yt,a }
yt,oc ]E{yt,oc}

Appendix C: Probability of detection

We show in this Appendix how the probability of detection éxided. First, the radar

transmits a pulse expressed as follows

s(t) = aft)cos(wet) (48)

Re{a(t)e’ "} (49)

wherea(t) is the envelope also called the transmitted pulse @ndhe carrier fre-
quency. This pulse is modified by the process of reflectionarget is modelled as a
set of elementary reflectors, each reflecting: time delaegpler shift, Phase shift
and attenuated version of the transmitted signal. We ysaaflume that the reflection
process is linear and frequency independent within the wahh of the transmitted

pulse. The return signal has the following formulation:
se(t) = G Y aft —7)gied WO 4y (50)
where

* g; is the radar cross section associated to reflector

0, is the phase shift associated to reflegtor

« 7, is the radial velocity between the antenna and the objegbflo frequency
shift),

G others losses heavily range dependent due to spatialdpgeaf energy,

INRIA
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Algorithm 1 Policy Gradient in POMDP via IPA
Initialize ag € T

for k = 1t0 co do
fort =1to T do
Sampleu; ~ v
Setx; = Fxi—1,u),
If t =t,, sampley,, ~ g(.,z¢, an)A(.)

29 )
St_1 da (wt7yn7an) |f t = tn
Setst = g(mtvynyan)
Si—1 else
Setvie {1...,I}
e ) )  sid
:cS) = F(:Cgi)l, a1, ugz)) whereu(® Xy
; ﬂ(mi.y ,@n) .
. st .+ M ift=t
§§Z) = =1 g(wi')7yn7an) n
S1_1 else
9(2) yn,an) (), _—
) ) —o ft=t,
’[I)t = Z]‘ g(x" Ynsan )y
ﬁ’gz—)l else

sociated tq@));c 1, 13
me(f) = 330 ) malse) = § 580 m(fse) = § 3, £ (@)sy”
Upt1 = Ta, (My) IFt =1,
re = R(we, me(f))
Ve = (me(fs0) = me(f)me(se)) gramegy (e, me (f)) + 7ese
Vi, = Via, +Vry

end for

Opt1 = o + MV,

end for

RR n° 6361
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Algorithm 2 Finite Difference Stochastic Approximation for Sensor gement
Initialize oy,

Fori=1,...,L

* Generate a trajectory{

* Initialize the set of particlethE]") ~p(Xz,)

o Initiali i - () _ 1
Initialize the weights of particlesy; * = &

e mf ~ YN X w™

1

i i _ k
* Firstactiona;o: = mq, (mfl)

— k
. a/t;xl+71 = 7Tal+h(m£1)
- Initialize : Y =1

- Initialize : 2{") = 1

e Fori=2:1

 Estimation
N n n
- mzlfi ~ Zn:l f(Xt(1 ))wgl)
N n n n ~ N n n
- vﬂlmfl ~ Zn:l f(Xt(l ))Si(fz )wgz ) o mi Zn:l S(i )w(1 )
» Compute initial time of actiomn$

« Compute initial ime of action$ ™"

INRIA
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« n(t) is athermal noise of the receiver such thafRe) }, Im{n(t)} ~ N(0,02).

We make the following approximations:

TR
(51)
{ alt— 1) = alt—71)

wherer is the mean radial velocity of the targets the mean time delay of the target.

Using these approximations, the return signal can be renrés follows:
s.(t) = a(t — 7)Ge?"Pth + n(t) (52)

where

{ wp = we(l+ Zt) (53)

b e ZZ glej(7w671+91)
The fluctuations ob are known and modelled using Swerling 1 model [13]. There are
differents models availables (Swerling 1, 2, 3,...) cquoegling to different types of

targets. Swerling 1 given below is convenient for airctafte can then write :

This modelling ofb assumes that the phase shiffsare independent and uniformly
distributed and the magnitudesare identically distributed. If the number of reflector
is large, the central limit theorem gives thats a complex-valued Gaussian random
variable centered at the origin. Now, a matching filter isleglto our return signal
400
Sm/(t) :/ sr(t)h(s)ds (55)

whereh(t) is a shifted, scaled and reversed copy.df)
h(s) = a(§ — t)e Iwr@=t (56)

We choose = 0 + 7 which yields the best signal to noise ratio whéiis the length of
the transmitted pulse. The probability of detection is bame quantityls,, (§ + 7)|%.

We can show that
Sm(0+7) = Ge?PTb 4+ / n(d+ 71— s)h(s)ds . (57)

— 00

RR n° 6361



18 Thomas Behard , Pierre-Arnaud Coquelin , Emmanuel Duflos

One can remark that,, (6 + 7) is the sum of two complex-value Gaussian variables.

We look at the following statistic

|sm (0 +7)|?
A= 58
297 (58)
and we introduce the following notation
or = G*ojpes (59)
Now we construct the test
‘H, : data generated by signal + noise (60)
‘Ho : data generated by noise
H N = 1 %%+]
1:pa(z) %He (61)
Ho :palz) =e™°
Then, we derive the probability of detection and false alarm
Py= [ i _. &
= fv pa(z|Hyistrug = e % (62)
Pro = f,:roo pa(z|Ho is true) = e~
Consequently
ag1+1
Py=Po" (63)

The ratiog—g is called the Signal-to-Noise Ration notedThis SNR is related to the
parameters of the system and the target.
Appendix D: Radar equation

We show in this section the link between the SNR and the pammef the system
and the target. It seems that there are different possibiat®ms. The one used KV [6]

do not introduce the length of the transmitted pulse whiciinismportant parameter.
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However, it introduces reduction of gain related to the déwn of the beam which will
be also an important factor in our analysis.

We show here that is a function of the target,, the time of illuminatiory, and
the direction of the bear),. The classical radar equation is given by the following
formula:

2
p- BGG 0o =
whereP; is the energy of the transmitted pulge, is the gain of the transmitted an-
tennaG., is the gain of the received antenmds the radar cross section (for an aircraft
betweerD.1 and1 m?2), r is the target rangey is the system noise temperature dnd
is a general loss term. However, the above formula does ketito account for the
sake of simplicity the losses due to atmospheric attenuatia to the imperfection of

the radar. Thus , extra terms must be addeH [16]

- PthGT)\QO'
P= (4m)3kbLAyr*

(65)

whereb is the receiver noise bandwith (generally consider equhkigignal bandwidth
so thath = 6_1)' k is Boltzmann’s constanty is the temperature of the system ahd
some losses. Moreover, the gain reduces with the deviafiagheobeam from the

antenna normal in an array antenna.

Gy = Gocos*(6;) , (66)
G, = Gocos*(6;) (67)

whereG) is the gain of the antenna. InJ16},= 2, in [6], o = 2.7. According [17],
there is also a beam loss because the radar beam is not pailitattly so that the
radar equation is:

PtG(Q))\QO'(St COS2 (Gt) 7(9t;ﬁ2t)2
- 2
(4m)3k Lyrs

(68)

where isB is the beamwidth.
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