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Analyse de stabilité pour les problemes de commande
optimale avec une contrainte sur 1’état du second-ordre

Résumé : Dans cet article on donne un résultat de stabilité pour les problemes de
commande optimale avec une contrainte sur 1’état du second-ordre réguliere. La condition
forte de Legendre-Clebsch est supposée satisfaite. Sous une condition suffisante du second-
ordre faible (prenant en compte les contraintes actives) on montre que les solutions sont
lipschitziennes par rapport au parametre pour la norme L?, et holdériennes pour la norme
L. On utilise un théoreme des fonctions implicites généralisé dans des espaces métriques
de Dontchev et Hager [SIAM J. Control Optim., 1998]. La difficulté vient du fait que les
multiplicateurs associés aux contraintes sur I’état du second-ordre sont peu réguliers (ce
sont seulement des mesures bornées). On obtient la stabilité lipschitz d’une primitive du
multiplicateur associé a la contrainte sur 1’état.

Mots-clés : comande optimale, contrainte sur I’état du second-ordre, analyse de stabi-
lité, formulation alternative, condition d’optimalité suffisante du second-ordre, croissance
quadratique uniforme, régularité forte.
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1 Introduction

This paper deals with stability analysis of nonlinear optimal control problems of an ordinary
differential equation with a second-order state constraint. State constraints of second-order
occur naturally in applications, see e.g. [7]. Stability and sensitivity analysis of solutions of
optimal control problems is of high interest for the study of numerical methods, such as e.g.
continuation algorithms, see [4], and to analyze the convergence of discretization schemes
and obtain errors estimates, see e.g. [10].

For a class of general constrained optimization problems in Banach spaces, when the
derivative of the constraint is “onto” and a second-order sufficient condition holds, Lipschitz
stability of solutions and multipliers can be obtained by application of Robinson’s strong
regularity theory [27] to the first-order optimality system. For optimal control problems, this
theory does not apply because of the well-known two-norm discrepancy (see [24]). Stability
results for optimal control problems using variants of Robinson’s strong regularity in order to
deal with the two-norm approach have been obtained in [8], [17], [LI] for control constraints,
and [19] for mixed control-state constraints.

Lipschitz stability results for state constraints of first-order have been obtained by
Malanowski [I8] and Dontchev and Hager [9]. The difficulty of pure state constraints is
the low regularity of multipliers, which are bounded Borel measures. For first-order state
constraints, the multipliers are actually more regular (they are Lipschitz continuous func-
tions, see Hager [I4]). This additional regularity of solutions and multipliers is strongly used
in the analysis in [I8] and [9]. In those two papers, strong second-order sufficient conditions
were used (that do not take into account the active constraints). The sufficient condition
was recently weakened by Malanowski [211, [20].

For higher-order state constraints, the multipliers associated with the state constraints
are only measures, and are not continuous w.r.t. the perturbation parameter (for the total
variation norm). For this reason, the frameworks of [I8] or [9] are not directly applicable.
The only stability and sensitivity results known for state constraints of higher-order are
based on the shooting approach, see Malanowski and Maurer [22] and [5]. Such results
require strong assumptions on the structure of the contact set.

The main result of this paper is a stability result for regular second-order state con-
straints, with no assumption on the structure of the contact set. The control is assumed
to be continuous and the strengthened Legendre-Clebsch condition to hold. We use a gen-
eralized implicit function theorem in metric spaces by Dontchev and Hager [9], applied to
a system equivalent to the first-order optimality condition (the alternative formulation).
This formulation involves alternative multipliers that are “integrals” of the original state
constraint multipliers, and therefore are more regular. We obtain Lipschitz continuity of
solutions and alternative multipliers in the L? norm, and Hélder continuity in the L> norm,
under a weak second-order sufficient condition taking into account the active constraints.

The paper is organized as follows. In section [2] the problem, optimality conditions,
assumptions, and the admissible class of perturbations are introduced. In section [3] the
second-order sufficient optimality condition is presented. In section [4] the main stability
results for the nonlinear optimal control problem are given. Section [5]is devoted to stability
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4 A. Hermant

analysis of linear-quadratic problems, that is used to prove the main theorem in section [6]
Finally, conclusion and comments are given in section [7]

2 Preliminaries

We consider the following optimal control problem

T
(P) wmin [ (o, y@)+ o) @)
subject to y(t) = fu(t),y(t)) fora.a.te€[0,T], y(0)=uyo (2.2)

g(y(t)) < 0 forallte(0,T]

with the control and state spaces U := L>(0,T;R™) and Y := W1°°(0,T; R"). The follow-
ing assumptions are assumed to hold throughout the paper and will not be repeated in the
various results of the paper.

(AO0) The data £ : R™ xR" - R, ¢ : R® — R (resp. f:R™ xR®” - R", g : R" - R)
are O2 (resp. C3, C*) mappings, with locally Lipschitz continuous second-order (resp.
third-order, fourth order) derivatives, and f is Lipschitz continuous.

(A1) The initial condition yo € R™ satisfies g(yo) < 0.

We consider in this paper state constraints of second-order. This means that the first-order
time derivative gtV : R x R™ — R of the constraint, defined by

g (u,y) = g,(y) f(w,y)

does not depend on the control variable u, i.e. g&l) = 0 (and hence, we write gtV (y) =
g (u,y)), and the second-order time derivative ¢g(®) : R™ x R® — R, defined by

9P (u,y) =g () f (u, y)

depends explicitly on the control, i.e. gq(lz) Z 0.

Remark 2.1. In this paper the state constraint is assumed to be scalar-valued for simplicity.
The results are directly generalizable to several state constraints g1, ..., g, of second-order
(and even of higher-order [23, [15] q; > 2 for i = 1,...,r, see Remark further) under the
assumption (see [23] [3]) that the gradients of the nearly active constraints Vuggq?‘)(u, y) are

uniformly linearly independent along the trajectory.
Notation We denote by subscripts Fréchet derivatives w.r.t. the variables u, y, i.e.

fy(u,y) = Dy f(u,y), fyy(u,y) = Diyf(u,y), etc. The derivative with respect to the time
is denoted by a dot, i.e. § = ‘;—"; = y(M. The set of row vectors of dimension n is denoted

INRIA
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by R™. Adjoint or transpose operators are denoted by the symbol T. The euclidean norm
is denoted by | - | By L"(0,T) we denote the Lebesgue space of measurable functions such
that |jul|, = fo lu(t)|"dt)V/" < oo for 1 < r < o0, ||ulleo := supessyy 1) [u(t)| < co. The
space W=7 (0,T) denotes the Sobolev space of functions having their s first weak derivatives
in L"(0,T), with the norm |ju|s,, = Z;:O |u)]|,.. We denote by H® the space W*2. The
space of continuous functions over [0,7] and its dual space, the space of bounded Borel
measures, are denoted respectively by C[0,T] and M[0,T]. The set of nonnegative mea-
sures is denoted by M[0,T]. The space of functions of bounded variation over [0,7] is
denoted by BV[0,T], and the set of normalized BV functions vanishing at 7" is denoted
by BVr[0,T]. Functions of bounded variation are w.l.o.g. assumed to be right-continuous.
We identify the elements of M0, T] with the distributional derivatives dn of functions 7 in
BVr[0,T]. The support and the total variation of the measure dn € M][0,T] are denoted
respectively by supp(dn) and |dn| . The duality product over M[0,T] x C[0,T] is denoted
by (dn, x) fo . We denote by Bx(z,p) (resp. Bx) the open ball of the space X
with center = and radlub p (resp. the open unit ball of the space X). We write B, for Brr,
r=2,00.

We call a trajectory an element (u,y) € U x Y satisfying the state equation . A
trajectory satisfying the state constraint is said to be feasible. The contact set of a
feasible trajectory is defined by

I(g(y)) :={t €[0,T]: g(y(t)) = 0}. (2.4)

Under assumption (A0), the mapping U — Y, u — vy, where y, is the unique solution of
the state equation ([2.2)), is well-defined. This leads us to the following abstract formulation
of (P):

Lnel{llJ( u), G(u) € K, (2.5)
with the cost function J(u) := fo U, Y )dt + &(y,(T)), the constraint mapping G(u) :=
9(yy), and the constraint cone K := C_[0,T] is the cone of continuous functions taking

nonpositive values over [0, 7]. The polar cone to K, denoted by K, is the set of nonnegative
measures M [0, T7.

Finally, in all the paper the time argument ¢ € [0,7] is often omitted when there is no
ambiguity.
2.1 Optimality conditions and Assumptions

Let us first recall the well-known first-order necessary optimality condition of problem (P).
The Hamiltonian H : R™ x R™ x R™ — R is defined by

H(u,y,p) = l(u,y) +pf(u,y). (2.6)

RR n° 0123456789



6 A. Hermant

We say that a feasible trajectory (u,y) is a stationary point of (P), if there exists (p,n) €
BV ([0, T];R™) x BVr[0,T] such that

—dp = Hy(u,y,p)dt +gy(y)dn,  p(T) = ¢y (y(T)) (2.7)
0 = Hy(u(t),y(t),p(t)) a.e. on [0,T] (2.8)

dn € Ngk(g(y))-

Here Nk (g(y)) denotes the normal cone to K at point g(y) (in the sense of convex analysis).
If g(y) € K, then Nk(g(y)) is the set of nonnegative measures in M [0,T] having their
support included in the contact set , otherwise Nk (g(y)) is empty.

The Lagrangian L : U x M[0,T] — R of problem is defined by

L(u,n) := J(u) + (dn, G(u)) = J(u) +/0 9(yu(t))dn(t). (2.10)

We may write the first-order optimality condition as follows: (u,y = y,) is a stationary
point of (P) iff there exists n € BVp[0,T] such that

D, L(u,n) =0, dn € Nk (G(u)). (2.11)

The costate p is then obtained in function of u, y = y, and 7 as the unique solution in
BV ([0, T];R™) of the costate equation ([2.7).
Robinson’s constraint qualification [25, [26] for problem (P) in abstract form is as
follows:
de > 0, EBC[O,T] C G(U) + DG(’LL)Z/{ - K. (212)

This condition is equivalent to the existence of some v € U such that
DG(u)v <0 on I(g(y)).

Tt is well-known that a local solution (weak minimum) of (P) satisfying ([2.12]) is a stationary
point of (P).

Alternative formulation For the stability analysis, it will be convenient to write the
optimality condition using alternative multipliers 7% and p?, uniquely related to (p, ) in the
following way:

3
—
—~
o~
~—
I

T
[ a =ae, RO [ s (213)
]t7T] t
P’ = p(t) —n' (g, (w(®) =’ (g (y(1),  te€[0,T]. (2.14)
We see that n? belongs to the set BVZ[0, T, defined by

BV2[0,T] := {£ € W°(0,T) : £&(T) = 0, € € BVp[0,T]}. (2.15)

INRIA
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Define the alternative Hamiltonian H : R™ x R" x R™ x R — R by

H(u,y,p*, %) = H(u,y,p%) + 192 (u,y), (2.16)

where H is the classical Hamiltonian (2.6). Using these alternative multipliers, it is not
difficult to see by a direct calculation (see [23] or [3, Lemma 3.4]) that a feasible trajectory
(u,y) is a stationary point of (P) iff there exists (p?,n?) € W1>°(0, T; R™) x BV2[0, T| such
that

_pZ = ﬁy(u,y,pQ,TIQ), pQ(T) = ¢y(y(T)) (217)
= Hy(u,y,p* 0% a.e. on [0,7T] (2.18)
i € Nr(9(y))- (2.19)

The definition of these multipliers p?,n? is inspired by the ones used in the alternative
formulation for the shooting algorithm, see [23, (15, 22, [5], though p?,n? are continuous over
[0, T] while the ones in the shooting algorithm have jumps.

Remark 2.2. The results of this paper have a natural generalization to a state constraint
of higher-order ¢ > 2, considering in the analysis alternative multipliers (n?, p?) of order ¢
defined below and the resulting alternative formulation of optimality condition of order g.
These alternative multipliers of order ¢, n?7 € BV[0,T] with

BVA[0,T) :={£ € W 1(0,T) : V(T) =0 ¥j = 0,...,¢ =2, £V € BV[0, T]}

and p? € W (0, T; R™), are defined by

Assumptions Let (@, 7) be a local solution of (P). We denote by  := I(g(g)) the contact
set of the trajectory (@, 7), and for a small o > 0, let Q, denote a neighborhood of the contact
set

Q, :={t €[0,T] : dist{t,Q} < o}. (2.20)

We assume that (@, 3) satisfies the assumption below:

(A2) The state constraint is a regular second-order state constraint, i.e. g&l) =0 and

36,0 >0, |¢@at),y(t)| >0, foraa. teQ,. (2.21)

In view of (Al), it will be assumed w.l.0.g. in what follows that o is small enough so that

Qy C [a,T], for some a > 0. (2.22)

RR n° 0123456789



8 A. Hermant

Givenv € L™(0,T;R™), 1 < r < oo, we denote by z, the unique solution in Wt (0, T'; R")
of the linearized state equation

Zo(t) = fy(u(t), y(t))zo(t) + fula(t),y(t))v(t) a.e. on[0,T], 2,(0)=0. (2.23)
Note that the derivative of the constraint mapping is given by DG(a@)v = g, () 2.

Lemma 2.3. Let (u,7) be a feasible trajectory of (P) satisfying (A2). Then for all1 <r <
0o, the linear mapping

L7(0,T3R™) = W"(Q5), v (95(F()20())le, (2.24)

where o is given in (2.21) and |q, denotes the restriction to the set Q,, is onto, and therefore
has a bounded right inverse by the open mapping theorem.

Proof. We only recall the main ideas of the proof, given in [3] Lemma 2.2]. We have that

ST} = g E)0),

%{gy(?](t))zv(t)} _ g

Since by (A1) and hypothesis (2.21) (assuming (2.22)), gf%ﬂ(t),gj(t)) is non singular on a
left neighborhood of €, the result follows from Gronwall’s Lemma. O

By the above lemma, assumption (A2) (together with (Al)) implies that (u,y) satisfies
Robinson’s constraint qualification ([2.12)), and hence (u, ) is a stationary point of (P), with
multipliers (p,7). Moreover, Lemmqa_jm implies that the multipliers (p,7) associated with
(u,y) are unique. We assume in addition that

(A3) u is continuous on [0, 7] and the strengthened Legendre-Clebsch condition holds:

Ja >0, v Hy,(a(t), (), p(t))v > alv|?, forallt € [0,T] and all v € R™. (2.25)

Remark 2.4. A stronger assumption than ([2.25), which implies the continuity of u (see [3
Prop. 3.1]), is the uniform strong convexity of the Hamiltonian:

Ja >0, v Hy(4,5(t),5(t)v > alv)?, forall t € [0,7] and all 4,v € R™.

Denote by p? and 72 the alternative multipliers related to p and 7 by (2.13)-(2.14)). As-
sumption (2.25) can be rewritten, using the alternative multipliers p? and 7? instead of p
and 7 and the alternative Hamiltonian (2.16)), by:

Ja >0, v Hy(a(t), 5(t), 52 (t), 72(t))v > alv|?, for all t € [0,T] and all v € R™. (2.26)

Lemma 2.5. Let (u,y) be a stationary point of (P) satisfying (A2)-(A3). Then u €
Wi (0, T; R™).

INRIA
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Proof. By (A3), implying (2.26)), and the implicit function theorem applied to relation (2.18)),
there exists a C! function Y such that u(t) = Y(y(t),p(t),7%(t)). Since y,p%, 7> € W,
it follows from the chain rule that @ € W1, O

Remark 2.6. More precisely, we have that under the assumptions of Lemma 2.5 @ €
BV2([0,T];R™), where BV?2[0,T] := {u € W1*°(0,T) : © € BV[0,T]}. Indeed, differ-
entiation of (2.18) w.r.t. time shows that (omitting arguments (@, 3, p*,7%))

0 = guuﬂ+ﬁuuf_ﬁufu+ﬁ2g1(;2)

Since 712 = 7 € BVyp[0,T] and H,, is uniformly invertible by (2.26)), we obtain the result.

2.2 Perturbed optimal control problem

We consider perturbed problems in the following form:

T
(P*) wmin [ e po)ae+ o o(1) (227)
subject to y(t) = f*(ut),yt)) ae. on[0,T], y(0)=uy} (2.28)
g"(y(¥)) < 0 foralltel0,T). (2.29)

Here p is the perturbation parameter, living in an open subset Mj of a Banach space M.

Definition 2.7. We say that (P") is a stable extension of (P), if:
(i) There exists 1 € My such that (P*) = (P);
(ii) The mappings R™ x R™ x My — R, (u,y, 1) — £*(u,y); R™ x My — R, (y, 1) — ¢*(y);
My — R", u — gyl (resp. R™ x R™ x My — R™, (u,y,p) — f*(u,y); R" x My — R,
(y, 1) — g*(y)) are of class C? (resp. C3, C*), with locally Lipschitz continuous second-
order (resp. third-order, fourth order) derivatives, uniformly w.r.t. pu € My;
(iii) f* is uniformly Lipschitz continuous over R™ x R"™ for all p € Moy;
(iv) the state constraint is not of first-order, i.e. (g“)&l)(u,y) = 0 for all (u,y,p) € R™ x
R™ x M,.

Given a stable extension (P*) and (u, 1) € U x My, we denote by y# the unique solution
in Y of the state equation (2.28)), and we have the abstract formulation of (P*)

Lnelzfll JH(u), G*(u) € K, (2.30)

with J#(u) := fOT O (u, y)dt + ¢* (yH4(T)) and G*(u) = g"(y#). When we refer to the data
of the reference problem (P), we often omit the superscript fi.

3 Second-order sufficient optimality condition

Let (@,9) be a stationary point of (P), with multipliers (p, 7). Let V := L?(0,T;R™). The
quadratic form involved in the second-order optimality conditions, defined over V, is as
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10 A. Hermant

follows:
T

T (3.1)
+ /0 gyy(g)<2va Zv)dﬁ

Recall that z, is the solution of the linearized state equation (2.23|). Here the notation
D(zuyy)gH(ﬁ,gj,ﬁ)(v,zv)2 stands for D(2u7y)(u7y)H(ﬂ,gj,ﬁ)((v,zv),(fu,zv)). The critical cone
C(u) is the set of v € V satisfying

gy(4(t))z0(t) = 0 on supp(dn), (3.2)
gy(G(1))zu(t) < 0 onI(g(y)) \ supp(dn). (3.3)

A sufficient second-order optimality condition for (P) is, see [2], Th. 18] for scalar-valued
control and constraint and [3| Th. 6.1] for vector-valued ones:

Q(v) > 0, for all v € C(a) \ {0}. (3.4)

When the strengthened Legendre-Clebsch condition (2.25) holds, (3.4) implies that (@, ) is
a local solution of (P) satisfying the second-order growth condition:

Je,p>0, Ju) >J@) +cllu—ali foralluecld:Gu) €K, |u—1ilew <p. (3.5)

This condition involves two norms, L? for the growth condition and L for the neighborhood.

We will use, in the stability analysis, a natural strengthening of the sufficient condition
, omitting the inequality constraint in the critical cone. So let the extended critical
cone C(u) be defined as the set of v € V satisfying (and hence, C(u) C C(a)). The
strong second-order sufficient condition used in the stability analysis is as follows:

Q(v) >0, forallvel(a))\ {0} (3.6)

Although we call the above condition the strong second-order sufficient condition (in com-
parison with ), it takes into account the active constraints so it is weaker than the
second-order sufficient condition used in [9] that assumes the strict positivity of Q over the
whole space V \ {0}.

The strengthened Legendre-Clebsch condition implies (see [0, Prop. 3.76(i)]) that
the quadratic form Q is a Legendre form (see [10]), i.e. a weakly lower semi-continuous
(weakly ls.c.) quadratic form with the property that if a sequence v,, weakly converges to
vin L? (v, — v) and if Q(v,) — Q(v), then v,, — v strongly.

Lemma 3.1. Let (a,y) be a stationary point of (P). An equivalent expression for the
quadratic form Q defined by (3.1)), using the alternative multipliers (p2,7?) given by (2.13)-
(2.14) instead of (p,77) and the alternative Hamiltonian (2.16)), is:

T
Qv) = /O DYy e H (5,07 7) (0, 20)At + 64 (5(T)) (20(T), 20(T)). (3.7)

INRIA



Stability Analysis of Optimal Control Problems with a Second-order State Constraint 11

Proof. Let v € V. Denote by Q(v) the right- hand side of and set A := Q(v) — Q(v).
In view of the relations - ) between (p%,7?) and (p, 1), we have

T T
A = / (9* — P)D?* f (@, 7)(v, 2,)2dt + / D?¢ (@, ) (v, 2,)*p?dt
0

0

T
- / 0oy (@) (20 22)dl7
0

T T
— /O 7' 9,(5) D f (@, §) (v, 2,)2dt — /0 7?9 (@) D* f(u,5) (v, ) dt

T T
+ / D29 (1, 9) (0, 2,)*dt / Gy (§) (200 7)1
0 0

The integration by parts formula in BV [12] p.154] shows that (the calculus is analogous to
Lemma 3.6 in [B])

/T (5) (20, 20} /Td{ (8) (20 20T+ [0y (5) (200 20) TIT
o Gyy\Y)\2v, 20 )AN) A dt Gyy\Y)\Zv, 20 ) g1 Gyy\Y )\ Zv, 207 |o

/O {9yyy () (f, 20s 20) + 295 (1) (D f (U, §) (v, 20), 2) }i7 "t

T T
- / 0 () (20 20)7dE / 0y (9) D (,7) (v, z0)*dt.

Similarly, we obtain that
T T

/ 0 () (20 207 dt = / D24 (@, ) (v, 2 dt / oD @)D (1, ) (v, 2P,
0 0 0

Summing the two above equalities, we obtain that A = 0, which completes the proof. [

4 Stability analysis for the nonlinear problem

According to Def. 5.16 in [6], adapted to our optimal control framework, we consider the
following definition of uniform second-order growth condition.

Definition 4.1. Let (@, §) be a stationary point of (P). We say that the uniform second-order
(or quadratic) growth condition holds, if for all stable extensions (P*) of (P), there exists
¢,p > 0 and a neighborhood N of i, such that for any stationary point (u*,y*) of (PH)
with g € A and [[u” — 1o < p,

JH(u) > JH(ut) + cllu —ut||3, forallu €U : G*(u) € K, ||u — 1]|oo < p. (4.1)

The next proposition (proved in subsection [4.2)) shows that the strong second-order
sufficient condition (3.6)) implies the uniform second-order growth condition. Therefore, if a
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12 A. Hermant

stationary point for the perturbed problem (P*) exists, then the latter is locally unique in
a L*-neighborhood of @, and is a local solution of (P*).

Proposition 4.2. Let (u,q) be a stationary point of (P) satisfying (A2)-(A3) and the strong
second-order sufficient condition (3.6). Then the uniform second-order growth condition
holds.

The difficult part in the stability analysis here is to prove the existence of a stationary
point for the perturbed problem. For some general optimization problems, Robinson’s con-
straint qualification and the uniform quadratic growth condition imply, for a certain
class of perturbations, the existence of a stationary point for the perturbed problem, see
Bonnans and Shapiro [6] Th. 5.17]. The proof uses Ekeland’s variational principle [I3].
However, this result does not apply to our nonlinear optimal control problem, due to the
two-norms discrepancy, but it does for a linear-quadratic problem (see the proof of Th. .
For the general nonlinear problem, in order to obtain the existence of a stationary point for
the perturbed problem, we need to use a variant of Robinson’s strong regularity theory [27].

The main result of the paper is the next theorem (proved in section @

Theorem 4.3. Let (4,§) be a local solution of (P), satisfying (A2)-(A3) and the strong
second-order sufficient condition (3.6). Then for all stable extensions (P*) of (P), there
exist ¢, p, K,k > 0 and a neighborhood N of fi, such that for all p € N, (P*) has a unique
stationary point (ut, y*) with ||u* — @lleo < p and unique associated alternative multipliers
(p>*,n>"), and for all p, ' € N,

[l —ub 2, ™ = v 12, [[P2* = D** (12, 0P —n** o < kKlu— 4], (4.2)
Loos [IP2H = D 100, 107" = P |loe < Rl — /|3, (4.3)

k' — (|, ly" — y*

Moreover, (u*,y*) is a local solution of (PH) satisfying the uniform quadratic growth con-

dition (4.1]).

The above theorem is obtained by application of a generalized implicit function theorem
by Dontchev and Hager [9] (Th. of this paper) to the alternative formulation (2.17)—
in suitable functional spaces described in subsection In order to show that the
main assumption of this theorem is satisfied (assumption (iv)), we have to show that a
perturbed linear-quadratic optimal control problem has a unique solution which is Lipschitz
continuous w.r.t. the parameter. For this, we will use Prop. (or more precisely, its
analogous statement adapted to linear-quadratic problems.) Before giving the proof of
Prop. we first need to study the stability of multipliers (Prop. [4.4)).

4.1 Stability of multipliers

The next result shows that under the constraint qualification (A2), the stability of multipliers
could be deduced from the stability of solutions. Given r € [1, +o00], we denote by || - ||2,r«
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Stability Analysis of Optimal Control Problems with a Second-order State Constraint 13

the norm of the dual space to W27 (0,T), i.e., for dn € M[0,T] we have

| Jy @t)dn(t)]

, e WA(0,T),®#0}.
@]z,

[dnll2,r+ = sup{

Proposition 4.4. Let (u4,y) be a stationary point of (P) satisfying (A2). Then for every
stable extension (PH) of (P), there exists v > 0 such that for every stationary point (u,y)
of (PH), with (unique) associated multipliers (p,m) and alternative multipliers (p?,n?) given
by 7@ , the following hold:

(1) If | — all, llu — 4lloo < v, then dn is uniformly bounded in M[0,T];

(ii) There exists k > 0 such that, for all | — L], [|[u — @ljeo < v,

ldn = dll2, e, 177 = Plloe < A(llu = lloo + 1 — Al)-

Moreover, when ||pn — ], [|Ju — @ljoc — 0:

(iil) dn weakly-* converges to dij (dn = d7j) in M[0,T);

(iv) nt — 7t in LY;

(v) p? and n? converges uniformly to p? and 7%, respectively.

The proof of the above proposition uses the lemma below.

Lemma 4.5. For all 1 < r < oo, with v’ :=r/(r — 1) (1! = o), there exists a positive
constant C' such that

€]l < C|ld€||la,e for all € € BVZ[0,T). (4.4)

Proof. Let ¢ € L™(0,T). Set ®'(t) := fgw(s)ds and ®O(t) := fot ®l(s)ds. Then ® €
W2r(0,T), and ||®| 2, < Cll¢lls, with C = 1+ T//r + (T//r)?. For all £ € BVZ[0,T),
using that £(T") = £(T') = 0, the integration by parts formula in BV [12] p.154] implies that

T T . T )
| eteaar = — [“awéna = [ amaio.
Therefore,

T T :
| [y e)E(t)dt] <C | Jo @(t)de(t)]
@ELT 0£0 el T dew2r,8£0 |®]]2, ’

||§Hr’ =

which gives the result. O

Proof of Prop. [{.J} Let (P*) be a stable extension of (P). Note first that for ||u — fl|
and ||u — @]|cc small enough, assumptions (Al) and (A2) hold for (P#). This implies the
uniqueness of the multipliers (p,n) associated with a stationary point (u,y) of (P*). Since
(u,7) satisfies Robinson’s constraint qualification , point (i) follows from [6, Prop.
4.43).
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14 A. Hermant

Let us show (ii). Since (u,y = y#) is a stationary point of (P*), we have that
DJ*(u) + DG*(u)Tdn = 0, dn € Ng(G*(u)).

It follows that DG(u)" (di — dn) = DJ*(u) — DJ(u) + (DG*(u) — DG(w)) " dn, and hence,
for all v € L1(0,T),

(dij — dn, DG (a)v) = (DJ"(u) — DJ(@))v + (dn, (DG*(u) — DG(a))v).  (4.5)

By Lemma the linear mapping defined in for » = 1 is onto. By the open mapping
theorem, there exists a constant C; > 0 such that for all ® € W2(0,7T), there exists
v € L'(0,T) such that DG(a@)v = ® on Q, and |[v]j; < C1||®|2,1. For |[u — all, ||lu — tlleo
small enough, the contact set I(g*(y)), and hence the support of the measure dr, are included
in the set Q,. Therefore, (dn — dij, DG (a)v) = (dn — dij, ®). Consequently, by (4.5,

[(dn — dij, ®)| < |[(DJ*(u) = DJ(@))v| + |[dn|m [ (DG (u) — DG(1))0]|oo-
By point (i), |dn|am is uniformly bounded, and it is not difficult to check that
[(DJ*(u) = DJ())vl, [(DG*(u) = DG(u))v]loo < Clllu—ulloo + I = alDlv[]1,
where C' denotes (possibly different) positive constants. Therefore, we obtain that

[(dn —d, @)] < C(lu—tlloc + [l = ElDllv]l
< CC(llu = tlloo + I = EIDIID|2,1-

Consequently, ||dn — d7j2,1« < CC1(||u — tleo + ||# — f]]), and since by Lemma |n? —
7[00 < C||dn — dij||2,14, this proves (ii).

Now consider a sequence p, — [, and (un,y,) a stationary point of (P#») such that
up, — @ in L, with (unique) multipliers (p,,n,) and alternative multipliers (p2,n?2). Since
W?2(0,T) is dense in C[0,T], we deduce easily from point (ii) that dn, — d7i in M0, T],
which shows (iii). By the compactness Theorem in BV [I, Th. 3.23], it follows that n} — 7!
in L', which shows (iv). Finally, since n? is given by , (iv) implies that n2 — 7>
uniformly. By definition of p? and Gronwall’s Lemma, we conclude that p? — p? in
W which achieves the proof of (v). O

4.2 The uniform second-order growth condition (proof of Prop.
1.2)

The proof of Prop. uses the auxiliary result below. Given A, B C [0,7T], denote by
exc{A, B} the Hausdorff excess of A over B, defined by

exc{A, B} := sup inf |t — s|, (4.6)
tc A SEB

with the convention exc{f), B} = 0.
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Lemma 4.6. Let dij € M[0,T], and a sequence (dn,) C M[0,T] be such that dn,, weakly-*
converges to dij in M[0,T]. Then e, := exc{supp(d7j),supp(dn,)} converges to zero when
n — +00.

Proof. The result follows from classical compactness arguments. By contradiction, assume
that the result is false. Then there exist ¢g > 0 and a subsequence, still denoted by dn,,, such
that for all n € N*| e,, > £, i.e. there exists ¢,, € supp(d#) such that for all s € supp(dn,),
[tn, — s| > £o. The sequence (t,)nen+ C [0, T] being bounded, assume w.l.o.g. that ¢, — ¢ €
[0,T]. Since supp(d7) is closed, ¢ € supp(d7). For n large enough, |¢, —t| < €0/2, and hence,
for all s € supp(dny,), [t —s| > |tn —s| — |tn — | > €0/2. Let ¢ be a continuous function, with
support in [t — €0/2,¢ + €0/2], and such that fOT @dij # 0. Since dist{¢,supp(dn,)} > /2
for all large enough n, fOT @dn, = 0. But dn, — d7, implying that fOT pdn, — fOT pdmn,
which gives the desired contradiction. O

Remark 4.7. We may equivalently reformulate Lemma as follows: if dn,, weakly-* con-
verges to dij in M[0,T7], then

supp(di) C limsup supp(dny),

n—-+4oo
where the lim sup is in the sense of Painlevé-Kuratowski.

Proof of Prop. [{.3. We argue by contradiction. If the uniform second-order growth condi-
tion does not hold, there exist a stable extension (P*), a sequence p, — [, a stationary
point (un,yn) of (P#) such that w, — @ in L, with multipliers (p,,7,) and alternative
multipliers (p2,7n2), and a feasible point (i, §,) of (P#») such that

i () < T (up) + o[y, — un”%) (4.7)

Introducing the Lagrangian of (P*), L*(u,n) = J*(u) + (dn, G*(u)), and using that dn, €
Nk (G#(uy)), (4.7) implies that

LE (g, mn) — LE (up, nn) < T () — JH (un) < o[, — Un”g)

Set &, = ||l — unll2 — 0 and v, := &, (@, — u,). A second-order expansion of the
Lagrangian shows that L*" (4, 17,,) — L** (up,, ) = €29 (vy,) +0(e2), where the quadratic
form QFn is defined like for the stationary point (uy, y,) of (P#»). Therefore, dividing
the above inequality by €2, we obtain that

Q' (vn) < of1). (4.8)

Since ||vn|l2 = 1 for all n, taking a subsequence if necessary, we may assume w.l.o.g. that
v, — ¥ weakly in L? for some v € V when n — +oo. Since by Lemma QFn» can also

be expressed by (3.7), and (un,yn,p2,n2) — (4,7, p*,7?) uniformly by Prop. V), and
since v, is bounded in L2, it follows that Q»(v,) — Q(v,) — 0. Therefore, writing that
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16 A. Hermant

Qtn (vy,) = Q(vy) + (OFn(v,) — Q(vy)), and using that Q is a Legendre form and hence
weakly l.s.c., we obtain by (4.8) that

Q(v) < 0. (4.9)

Moreover, since v, — v weakly in L2, and (un,y,) — (&, ¥) uniformly, the linearized
state z,,, solution of

Zn = f1" (Uns Yn)2n + FL7 (Un, Yn)vn  ae. on [0,T],  2,(0) =0

converges weakly to z := z; in H', and hence uniformly. Since G*"(4,,) € K, we have that
0 > GHn (i) — GPm (uy) = e DG (U, ) vy + €57y on supp(dny, ), with |7y, ||eo = O(e,,). Since
DGH (un)vn = g™ (Yn)2n, it follows that

94" (Yn)zn + 7, <0 on supp(dny). (4.10)

Since gt (yn(t)zn(t) = (g”")(yl)(yn)zn is uniformly bounded over [0,7], the functions
94" (yYn)zn are uniformly Lipschitz continuous over [0, T']. Therefore,

sup gy (12 < Nlgy(@)Z — g (Wn)znlloo + 11(9"") ) (Wn)znllocen +  sup g (yn)zn
supp(d7n) supp(dnn)

< o(1) + Ofen) + Oley),

where e,, := exc{supp(d7),supp(dn,)} is defined by ([&.6). Since dz,, — d7 by Prop. (iii)7
it follows from Lemma [4.6] that e,, — 0. Therefore, we obtain that

9y(7)2 <0  on supp(d7). (4.11)
In addition, by ([4.7), DJ"" (u,)v, < O(ey). Since DJ* " (u,) + DG (u,) " dn, = 0,

it follows that (dn,, DG~ (up)v,) = foT 9" (Yn)zndn, > O(ey). Since dn, X d7 and

9ty (Yn)zn — gy(y)Z uniformly, we obtain that fOT gy(9)zdn > 0. Using that di > 0, (4.11])
implies that

9y(§)z2 =0 on supp(dn),
i.e. © € C(@). The strong second-order sufficient condition (3.6) and (&.9) imply then that
? = 0. But then Q(7) = 0, and Q(v,) — Q(?) strongly. Since Q is a Legendre form, we
deduce that v,, — © = 0 strongly in L2, contradicting that ||v,||2 = 1 for all n. O
4.3 The strong regularity framework

We use the following generalized implicit function theorem in metric spaces by Dontchev
and Hager [9], which is a variant of Robinson’s strong regularity [27].
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Theorem 4.8 ([9], Th. 2.2). Let X be a complete metric space, X a closed subset of X, W
a linear metric space, A a subset of W, P a metric space, F: X x P - W, N : X — 2W,
L:X — W. Assume that L is continuous and that there exists (Z,[i) € X x P such that:
(i) F(, ) € N(3);

(ii) F(z,-) is continuous at fi;

(iii) OH := F(-,u) — L() is strictly stationary at x = T, uniformly in p near G, i.e. for all
€ >0, there exists v > 0 such that if ||x; — Z||x, |p -0l <v,i=1,2,

[0 (1) — W (z2)[lw < ellwr — 22| x- (4.12)
(iv) For all § € A, there exists a unique solution z € X of
§ e L(x)—N(x), (4.13)
and there exists A > 0 such that, with x5 the unique solution associated with &,
lzs — 25 llx < A6 —d'[lw, V4,8 €A

(v) F = L maps a neighborhood of (Z, i) into A.

Then for all Ay > A, there exist neighborhoods X of T in X and W of I, such that for each
@ €W, there exists a unique © € X satisfying F(x,u) € N(x); moreover, for each p; € W,
i=1,2, if z; denotes the x € X associated with yi;, then

lz2 — z1|lx < Apl|F (21, p1) — F(z1, p2)llw- (4.14)

In [9], the theorem is stated with X = X, but remains true if we replace the complete
metric space X by any closed subset X of X, equipped with the metric of X, since X
remains a complete metric space.

This theorem was used for stability analysis of optimal control problems subject to first-
order state constraints in [9]. In what follows, we describe a suitable framework to apply
Th. .8 for second-order state constraints.

Remark 4.9. Our choice of functional spaces to apply Th. differs from that of [9] or
[18] in the spaces for the state constraint and state constraint multiplier. Whereas in [9} [I8]
the state constraint is seen in W1, we consider here rather the state constraint in the
space of continuous functions C[0,T]. Another natural choice for the space of second-order
state constraints would be W2 since the constraint is “onto” in this space (Lemma .
The reason for considering here the constraint in C[0,7] is to have multipliers in M[0, T
instead of in the dual space of W1 or W2, For first-order state constraints it can be
shown (see [14]) that the state constraint multiplier 7 lies in W1°° (and therefore a suitable
choice for the state constraint multiplier space is the space Lipy defined below), but this is
no more true for higher-order state constraints. Note that since W2 c W c C[0,T]
with continuous and dense embeddings, and the constraint is “onto” in W% by Lemma
the multipliers in the three possible formulations are the same.
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18 A. Hermant

Given k,l > 0, let

Lipk(0,T) = {ueW"(0,T): [l <k},
BVE[0,T] = {&€BVZ[0,T]: [dé|m <1},
and set
X := Lipp(0,T;R™) x BV,[0,T]. (4.15)

By Lemma we have that (u,7?) € X for sufficiently large k, I.

Lemma 4.10. FEquipped with the norm

(s )lx == [lullz + [[€]l2, (4.16)

X is a complete metric space, and
oo < max{\/3/T|ulls, V3k|lu|Z?},  for all u € Lip(0,T). (4.17)

Proof. Tt was shown in [9 Lemma 3.2] that the space (Lipr(0,7T),] - ||2) is a complete
metric space, and the estimate (4.17)) follows from [9, Lemma 3.1]. We show now that
(BVZ,00,T], || -]l2) is complete as well. Let (&,) be a Cauchy sequence in BV [0, T] (for the
norm || - ||2). Since L%(0,T) is complete, there exists £ € L2(0,T) such that &, — & in L2,
Let us show that the limit point & lies in BV [0, T]. We have that |d¢,|a < I for all n, and
since &,(T) = 0, the sequence (£,) is bounded in BV for the norm ||5||zv := ||n]|1 + |dn| .
Therefore, by the compactness theorem in BV [I, Th. 3.23], there exists a subsequence
Ep(m and ¢ € BV[0,T] such that dé,(,) = d¢ weakly-* in M0, T] and £y — C in L.
Moreover, using the integration by parts formula in BV [12] p.154], we obtain that

T

T((T) = / (C(8) = Epmy (D)t + / S(dC(s) — dé g (s)) — O,

and hence ¢(T') = 0. Setting £(t) := — ftT ((s)ds, we have that & € BV;2[0,T], and Ep(n) — ¢
in L> and a fortiori in L2. We deduce that necessarily, £ = £ € BV2(0,T], the whole
sequence (d&,) weakly-* converges to dé in M]0,T], and then

€| < Timinf |dé, [ a < L.

This shows that & € BV£,[0,T], and hence, (BVZ,[0,T],|| - ||2) is a complete metric space.
This achieves the proof. O

Note that for all & € BVZ,[0,T], we have that |dé|a < I, and since £(T) = 0, it follows
that ||€]|ee <[, and hence, BV:,%J[O,T] C Lip;(0,T). Therefore, we deduce from (4.17) that

lelloe < max{y/3/T¢lla, V3IIE[3},  for all € € BVZ,[0,T). (4.18)
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Given r > 0, let y
X ={z=weX |lu-als<r} (4.19)

Since X is a closed subset of X, by Lemma the space X equipped with the norm of X
is a complete metric space. We need to work with X instead of X in order to obtain
the uniqueness of a solution of in X, for small enough r > 0.

Let P denotes a closed neighborhood of ji, contained in Mg, and let

W = L*(0, T;R™) x H?*(0,T), (4.20)

equipped with the norm [|§||w := ||v|l2+[|{]|2,2 for 6 = (7,{) € W. Given a stable extension
(PH) of (P), our formulation is the following: For u in the neighborhood of g, find z =
(u,n?) € X solution of

F(z, pn) € N(z), (4.21)

where F and N are as follows:

e F: X xXP—-W,

~ 2,
.7:(.56 ).: 5(“73}5)1)%’;27"72)
e 9" (yt) ’

where H* is the alternative Hamiltonian (2.16) of (P*), y* is the solution of the state
equation ([2.28) and pi‘; » is the solution of the alternative costate equation (2.17)) for

(PH), ie.:

—pty = H(u, gl p2ta ) ae. on [0,T), p2ta(T) = ¢l (yl(T)).  (4.22)
o N: X —2W N(z) = {0} x (Ng-(d?) N H?(0,T)), where

2y [ {pe C_[0,T]: (d?, ) =0} if dp® >0,
Ni—(d") = { 0 otherwise.

Then (u,y#) is a stationary point of (P#) with alternative multipliers (pi’:] .,n?) iff z =

(u,m?) is solution of ([4.21]).
The space of sufficiently smooth variations A C W, in assumptions (iv) and (v) of Th.
[4.8 is, for some g, k' > 0,
A = {6 € Lipyp (0, T;R™) x H?(0,T), ||0]|w < o} (4.23)
Finally, Theorem [.8]is applied with
L(z) := F(z, @) — D,F(Z, p)(x — T). (4.24)

We have now defined all the elements to apply Th. [£.8| to prove Th. [£:3]in section [6]
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5 Stability analysis of linear-quadratic problems

The verification of assumption (iv) of Th. is strongly related to stability analysis of linear-
quadratic optimal control problems with a second-order state constraint, that we study in
this section. Since these results have their own interest, they are stated independently of
the rest of the paper. The problem under consideration is of the form:

T

P min 3 [ 0TSO0 + 200 RO+ 20TQE0E G.1)
T

+ /0 (a(t)z(t) + (b(t) — v(t))v(t)dt + 32(T) " @2(T) (5.2)
s.t. 2(t) = A(t)=z(t) + B(t)v(t) a.e. on[0,T], 2(0)=0 (5.3)
Ct)z(t) +d(t) —¢(t) <0 on [0,T]. (5.4)
The perturbation parameter is here § = (v,¢) € W = L?(0,T;R™*) x H%(0,T), with the
norm ||8]lw = ||7ll2 + [I¢]|2,2. The control and state spaces for the linearized problem are

V= L*(0,T;R™) and Z := H'(0,T;R"). The state constraint is scalar-valued. The
matrix and vectors S(-), R(-), Q(-),a(-),b(-), A(:), B(:),C(+),d(-), of appropriate dimensions,
are Lipschitz continuous functions of time. In addition, C(-) and d(-) lie in the space W3:>
and A(-) in W2°°. The matrix S and Q are symmetric. We assume in addition in all this
section that (recall (A1))

d(0) < 0. (5.5)
Given v € V, we denote by z, the unique solution in Z of the linearized state equation (5.3).
Then we may write (Ps) as follows:

(Ps) meigj‘;(v), I(v) € K,

with 79 (v) := fOT{%(UTSv—l—%TRZU+ZIQZU)+az+(b—'y)v}dt—i—%zv(T)T(I)zv(T), M (v) :=
Czy+d—¢and K =C_[0,T].

Assume that C(¢)B(t) = 0 on [0,T] (state constraint of second-order), and define the
matrix:

C1(t) = C(t) + C()A(t), Ca(t) == Co(t) + CL()A(t), No(t) := C1(t)B(t).
Then for all v € V, we have that
CHOW ) = D20, $H{COR0) = Calt)z(0) + Naltpu(r).

The alternative multipliers (72,7?) € W1>°(0, T; R™) x BV2[0,T] for the linear-quadratic
problem are defined by

T
R =~ dns), ﬂw:/n%m (5.6)
]t’T] t

w(t) = w(t) - ()0 - *()Cit),  te[0,T). (5.7)
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Let (0,Z = z3) be a stationary point of (Pp), with multipliers (7,7) and alternative
multipliers (72,%?%). Denote the contact set by Q := {t € [0,7] : C(t)z(t) + d(t) = 0}, and
a neighborhood of the contact set by Q, := {t € [0,T] : dist{¢,Q} < o} for ¢ > 0. For
linear-quadratic problems, assumptions (A2)-(A3) may be rewritten as follows:

(A2) The state constraint is a regular second-order state constraint, i.e. C(t)B(t) = 0 on
[0,T], and there exists 8,0 > 0 (o satisfying (2.22))) such that

|IN2(t)| > 8 on Q.

(A3) The matrix S(t) is uniformly positive definite over [0, 77, i.e.,

Ja>0, v'S(tv>alv|?, forallte0,T]andall veR™.

Note that by Rem. (A3) is equivalent to (A3). Assumption (A2) (together with (5.5))
imply the following (cf Lemma :

Lemma 5.1. Assume that (A2) holds. Then there exists a positive constant ¢ such that for
all o € H%(0,T), there exists v € V satisfying

Ct)z(t) = ¢(t) ony  and  |v]l2 < cflpl2,e- (5-8)

Therefore (A2) (and (5.5)) imply that Robinson’s constraint qualification holds, and that
the multipliers associated with (v, z) are unique.
Propositions [5.2] and below hold for a larger set of perturbations, more precisely for
6= (v,¢) € W, where
W = L*(0,T;R™) x C[0,T],

equipped with its standard norm ||0]3, := [[7|l2 + [[{]|cc. We have of course W C W with
continuous embedding. Identically to Prop. we obtain the stability of multipliers for
linear-quadratic problems (with a slightly modified statement).

Proposition 5.2. Let (7,%) be a stationary point of (Py) satisfying (A2). Then there exists
v > 0 such that for every stationary point (v, z) of (Ps), with (unique) multipliers (w,n) and

alternative multipliers (72, 1?) defined by (5.7)—(5.6), the following hold:
(1) If [|6]li/, [lv = 0ll2 < v, then dn is uniformly bounded in M[0,T];
(ii) There exists & > 0 such that, for all |||y, [|[v — 0|2 < v,

[dn — dn|

2,20 10* = 7|2 < w([lv = Bll2 + [|]3)-

Moreover, when ||6||y,, [[v — v[]2 — 0:

(iii) dn weakly-* converges to dij in M[0,T);

(iv) n' — 7" in L';

(v) 7% and n* converges uniformly to w2 and 7?, respectively.
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Second-order optimality conditions

Let Q denote the quadratic part of the cost J° (independent of §):

T
Ov) = %/O (0(t) " S(t)u(t) + 20(8) "R(8)20(t) + 20(t) T Q(t) 20 (1))t

(5.9)
+ 22,(T) " @2, (T).
The strong second-order sufficient condition is:
Q(v) >0, for all v € V' \ {0} such that C(t)z,(t) = 0 on supp(d7y). (5.10)

Identically to Prop. we obtain that the second-order sufficient condition (5.10]) implies
the uniform second-order growth condition for the perturbed problems (Ps) (here again the
statement is slightly modified).

Proposition 5.3. Let (U, Z) be a stationary point of (Po) satisfying (A~2)—(A~3) and the strong
second-order sufficient condition (5.10). Then there exist c,p > 0 and a neighborhood W of
0 in W, such that for all & € W and any stationary point (vs, zs) of (Ps) with ||us — 7|2 < p,

T°(w) > T (vs) +cljv—ws||3, YveV:I%0w) €K, |v—71| <p. (5.11)

Stability Analysis

The main result of this section is the theorem below. The key point to show the existence of
a stationary point for the perturbed linear-quadratic problem under the weak second-order
sufficient condition (|5.10) taking into account the active constraints is the uniform growth
condition (Prop. d a theorem from abstract optimization theory by Bonnans and
Shapiro [0, Th. 5.17 and Rem. 5.19].

Theorem 5.4. Let (7, %) be a stationary point of (Po) satisfying (A2)-(A3) and the strong
second-order sufficient condition , Then there exist c,p,\ > 0 and a neighborhood
W of 0 in W, such that for all 6 € W, (Ps) has a unique stationary point (vs, zy;) with
lvs — Ull2 < p and unique associated alternative multipliers (7%,n3), and

los — vsrllz + 13 = nlls < M5 =3 lw, V6,8 € W. (5.12)

Moreover, (vs, zys) s a local solution of (Ps) satisfying the uniform quadratic growth condi-
tion (5.11]).

Proof. Let us show the existence of a stationary point of problem (Ps). We may write (Ps)

as
(Ps) Hg{} 3 (v, Av) + (b, v) — (7,v) s.t. Cv+d—-(€eK,

where A is the continuous, self-adjoint bilinear operator over V associated with the quadratic
form (5.9), b is an element in V* =V, C : v — Cz, is a linear continuous operator V —
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C[0,T), and d € H?*(0,T). Here, without ambiguity, we also denote by (-,-) the scalar
product over V.

Step 1: Reduction to a fixed feasible set. Let us first consider perturbations of the cost
function only, i.e. consider the problem (P,) defined by

(Py) 11}161{}1 v, Av) + (b,v) — (v, v) s.t. Cv+de K.
By Prop. m the uniform second-order growth condition holds for (P, ), so does Robinson’s
constraint qualification by (A2), and the perturbed problem (P,) includes the so-called tilt
perturbation (see [0, p.416]), i.e. additive perturbations of the cost function of type —(v,v)
with v € V*. Therefore, it follows from [6, Th. 5.17 and Rem. 5.19], since the feasible
set of (P,) is constant, that there exist pi,p2 > 0 and a constant A > 0, such that for all
v € B3(0, p2), (Py) has a unique stationary point v, in B(7, p1), and

oy —vylla < Ally =4Il ¥7,7" € Ba(0, p2). (5.13)

We have of course that v = vg.
Step 2: Existence of a stationary point of (Ps). Let now § = (v,() € W. By Lemma
there exists ve € V such that

(Cuc)(t) = ¢(t) on Qg and [vcllz < ef[Cllz.2-

Set 4 := v — Avc. We have that |32 < ||v|l2 + ¢[JA|l[[¢]|2,2 < p2 if ||0]|w is small enough.
Therefore, there exists a (unique) stationary point vy € Ba(7, p1) of (Py), with multiplier
dns € M0, T, satisfying the first-order optimality condition

- b— A Td o
{Av,er ¥+4C dny =0, (5.14)

Cvy+d<O0on[0,T], dny >0, (dny,Cvy+d)=0.

Since ||Cvy — CO||loe < |[C]|]|vy — Tll2 < AIC||||17]|2 by (5.13), if ||6||w is small enough then the
contact set of Cvy + d is included in €2,, and hence

supp(dn;) C Q. (5.15)

Let vs := vy + v¢ and dns := dny. Note that there exists a constant a > 0 such that
(Co)(t) +d(t) < —a on [0,T]\ Q. Therefore, on [0,7]\ Q,, we obtain that (we denote in
what follows by C different positive constants)

Cus+d—¢ Cv+d— ¢+ Cu+C(vy — )
—a+ [[¢floc + [ICu¢loo + [IC(v5 — )[l0c
—a+C|lCll2,2 + [ICllllvcll2 + [ICll[[vs — 2]l

—a+ (C+clCDlClz2 + AlCllFe < —a+Clidlw,

IAIACIA
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and hence, if ||§]jw is small enough, then Cvs+d—¢ < 0 on [0,7]\ Q.. Since on Q,, we
have that Cvs +d — ( = Cvy +d < 0, using (5.14)) and (5.15)), vs obviously satisfies

Av5+b—'y+CTdn5 =0,
Cvs+d—¢<0on[0,7], dns>0, (dns,Cvs+d—_)=0,

i.e. wvs is a stationary point of (Ps), with multiplier dns. Consequently, for p3 > 0 small
enough, reducing p; if necessary, (Ps) has, for all § € By (0, ps3), a (necessarily unique by
Prop. [5.3) stationary point vs € B2(7, p1), with (unique) multiplier dns. That (vs, zy,) is a
local solution of (Ps) satisfying the uniform growth condition follows then from Prop.
b3

Step 3: Lipschitz continuity of the stationary point. Let §; = (v;, () € Bw/(0, ps),
i =1,2, and v¢, be such that

Cve, =CionQy, i=1,2, and |[jvgll2 < cl[Cill2,2, Jve, —ve,ll2 < el[Cr — Call2,2-

It follows that [jve, |2 < e(2]|¢ill2,2 + ||C2ll2,2) < 3cps. Setting 7; := v; — Ave,, we obtain as
before that if p3 is small enough, then the unique stationary point v; of (Ps,) is given by

v; = v¢, + v5,. Therefore, using (5.13)),

[vr — vall2 [ve, = v llz + AllF1 — Fall2
1+ A|ADNG = Gll22 + Al — 2]l

C||61 — b2l (5.16)

INIACIA

Step 4: Lipschitz continuity of the alternative multiplier 77§ given by . Using the
above notation, denote by dn; the (unique) multiplier associated with v; and by n? the
associated alternative multiplier. Since —C'(dns — dn;) = A(va — v1) + 72 — 71, We have,
forallv eV,

[(drz = dm, Co)| < ([Allllvz = vall2 + 2 = nall2)[[o]]2- (5.17)

By Lemma for all ¢ € H?(0,T), there exists v € V such that Cv = ¢ on Q, and

lvllz < cllgllz,2- It follows from (5.15) that fOT o(t)(dn2(t) — dni(t)) = (dna — dny, Co).
Therefore, we obtain in view of (5.17) that

| Jo () (dna(t) — dnu (1))

[dng — dim[l2,2« = sup < el Allllvz = vall2 + llv2 = 1 ll2)-
PpEH?2 ,p#0 ||S0||272
Since |93 —n?|l2 < C||dn2 —dn:[|2,2. by Lemma[d.5] and with (5.16)), this shows the existence
of a constant A > 0 such that (5.12) holds and achieves the proof of the theorem. O

6 Proof of Theorem (4.3

In order to prove Th. we have to show that assumptions (iii), (iv) and (v) of Th.
are satisfied, which is done respectively in lemmas to below. In all this section, the
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assumptions of Th. are assumed to hold. We consider a stable extension (P*) of (P),
and we use the notations defined in subsection

Let us first make explicit the expression of the derivative D,F(Z,i)(z — Z) involved
in the definition of L(x), with z = (u,n?) and Z = (u4,7?). Note that the Fréchet
derivative of the mapping (u, u1) + yl w.r.t. u in direction v is the solution 2/ , of

Zuw = Fy(wy)zy, + fli(w yy)o,  2,(0) =0

and that of the mapping (x, ) + p2# (recall that p2# is the solution of - ) wrt. x =
(u,m?) in direction h = (v, ) is the solution ﬂz’ﬁ of (omitting the arguments (u, y*, p2#,n?)):

—ioh = Hpbov+ Hb 2l 4+t i g(g") )
2,
THT) = ok, (1) (D).

Applications of Gronwall’s Lemma shows that, for u in a neighborhood of fi, z = (u,n?) in
a L>-neighborhood of # = (u,7?) and a direction h = (v,€) € X,

12 lle = Olvll2),  lImzhlle = OUIRIx), (6.1)
2t = 2illoo = OClu—allz + [ln — Al v, (6.2)
Ik = 72l = Oz = Zlx + e — al)lIR x. (6.3)
In all the section, we use the following notations (time dependence is omitted):
§ = Huw(a.9,0%7%),  R=Hy(0,,0%0°), Q= Hy(u.9,5%7°),

A = fy(a,9), B = fu(u,y), D := dyy (¥(1)),

C = gy, d=g@, C=g"®),

Cy = (2)( 2 Y)s Ny := gff) (a,q), a:= —Coif?, b= —Naif.

All the above quantities are bounded and Lipschitz continuous over [0,7]. By the chain
rule, we obtain that

— B — 7?) N>

where z, g = 2 , 5 is the solution of (5.3) for v = u — @, and 72__

—Uu

the solution of, for (v, &) = (u — u,n? — 7?):
_7%12),5 = R'v+Qz+ Wg,gA + £Cx, 7T,2,’5(T) = &z, (T).

Set v :=u —u, and let § = (v,() € A. Then (4.13)) has a unique solution z = (u n?) € X
iff the system of equations below has a unique solution (v, z, 72, n?) with (z + v,n?) € X:
2 = Az+ Bu, z(0) =0,
—72 = Rw+Qz+n*A+n*Cy— 7?Cy, 72(T) = ®2(T)

0 Sv + Rz + 1B +1*Ny — 712 Ng — 7,
0 > d+Cz—¢,  d*>0, (di*,d+Cz—()=0.
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We recognize the first-order necessary optimality condition of linear-quadratic problem (Py)
in its alternative form. That is, setting dy = d? and 7 = n* — C9* + C17®, we recover
the “classical” optimality conditions of (Ps) (note that C; = C + CA, Cy = C; + C1 A,
Ny = C1B and CB = ¢! (u,7) = 0):

2 = Az+ Bu, 2(0) =0,
—dr (RTv+ Qz+ 1A — 72Cy)dt + Cdn, w(T) = ®z(T)
= Sv+Rz+7B— >Ny — 7,
> d+Cz—¢, dn >0, (dn,d+ Cz—¢{) =0.

0
0

We see then that (9, 2) := 0 is a stationary point of (Pp), with alternative multipliers 72 := 0
and 72, and classical multipliers 7 := —C'n%? +C17? and 7 = 2. The second-order optimality
condition , with the quadratic cost expressed by , is precisely the condition
and implies that (7, z) = 0 is a local solution of (Py).

The verifications of assumptions (iii) and (v) in Lemmas and are only technical,
and for assumption (iv) in Lemma we use Th.

Lemma 6.1. The mapping V* = F(-, ) — L(-) is strictly stationary at x = &, uniformly in
n near [i.

Proof. Let x1,x2 € X and u € P. We have that
UH(ay) = UH(a2) = F(or,p) — Flao, p) — Do F(2, 1) (21 — 2)

/0 (DuF (61 + (1 — 0)a, 1) — Do F (&, 1)) d8(z1 — 7).

7?) for the norm of
Hence, y!* and pi‘; )
remain also uniformly bounded for p in a neighborhood of fi. Let z; = (u;,n?) € X, i=1,2,
and given 0 € [0,1], write zg := 0z1 + (1 — 0)z2 and similarly for the other variables. Set

X, this implies that (u,n?) belongs to a L>°-neighborhood of (1,1

Let 2 = (u,n?) € X. Then by {@.17)-(@.13), if  is close to & = (4,
2,

< . > = (DoF (@0, p) = DuF (2, 1)) (21 — 22).

T2

Let us express the first row 1. Omitting by (-) the arguments (ug, y{fe,pi;ﬂ, 773), we obtain
that

rn = (I_:rvlju() - S)(ul - UQ) + (ﬁgy(')2597u17u2 - Rzg,ulfug)
(T G = T2k B+ (] = m3)((9) P () — Na).

For (u;, n?) in a L°°-neighborhood of (, 7?) and p in the neighborhood of i, we have that
HE () — S = HY (ug,yt ), p2t mg) — HE, (6,5, p%,77) is arbitrarily small in the L> norm,
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and similarly for the terms involving the other derivatives, H! , f¥ and (g )(2). Therefore,

given any € > 0, for ||z; — Z||x, ||¢ — @] small enough,

uy?

Iralla < e(llua — walla + 120 u, - uQII2+|IWm9,x1 o ll2 + [l = 3]12)
2,0

+ ||RHOO||Zug,u17u2 - Zu UL — U H2 + ||B||00||7T939 Tr1—x9 7T93 T — :62”2
Using (6.1)—(6.3) with = 2y and h = x; — z2, we obtain that ||ri|lz < ellz1 — 2/ x,
whenever x1, x5 are close enough to z in X and p is close enough to ii. For the second row
ro, we have that

T2 = gy (yug) U, UL — U 5(@)257 UL —ug?
’fi2 = ( )(1)(yu9> ug,ul ug (gi) ) ) uu1 ug?
= (9" (uo,utt,) — (9")3 (@, 9)) (ur — us)

+ (9”)3(12)@9,959)259@1—% - (gﬂ)( )(’EL g) gul—ug'

Therefore, we conclude with the same arguments that ||rz|l22 < ellur — uzll2, whenever
lle; — Z||x, i =1,2 and || — fz]| are small enough. This shows the desired property. O

Lemma 6.2. For k sufficiently large w.r.t. | in definition (4.15) of the space X, r small
enough in definition (4.19) of the space X, and small enough positive constants ¢ and k' in

definition ([&.23)) of the set A, [.13)) has a unique solution x5 = (us,n?) in X, forallé € A,
and this solution is Lipschitz continuous w.r.t. 6.

Proof. We have that x = (u,n?) is solution of iff (v:i=u—1a,z,)is solution of the
first-order optimality condition of (Ps) with alternative multipliers 7r2 ot and n?. By the
hypotheses of Th. . (v,2) = 0 is a stationary point of (Py) satisfying the assumptions of
Th. Choose ¢ small enough, so that By (0, ¢) is included in the neighborhood W of Th.
By this theorem, for all § € By (0, 0), (Ps) has a unique stationary point (vs, z,;) with
lvs|]l2 < p and unique associated alternative multipliers (ﬂimg_ﬁz,n?). Therefore,
has a unique solution (us := @ + vs,n?) with |Jus — @l|2 < p. We have to show that (us,n?)
belongs to the space X. Throughout the proof, we denote by C different positive constants.
By Prop. i), reducing p if necessary, we immediately obtain that n? belongs to the
space BV%J[O, T1], for large enough I. Therefore, by and , for all § € By (0, o),

2 = 7%llee < V6lln2 — 2|22 < 6INY3|8)2°.

For § = (v,() € A (then v € Lipy), let us show now that us = @ + vs € Lip,. From the
first-order alternative optimality condition of (Ps), we have that

Svs + Rzus + 7y, 2o B+ No(5 = 77) =7 = 0. (6.4)
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Since S is uniformly invertible by (A3), using (6.1), (5.12)), and (4.17)), we deduce that

[vslloo < Cl[20s ]l + Hﬂgg,ng_ﬁ"oo + 75 = 7lloe) + V]l
< CEM8|lw + V6IN3|6]15%) + V3K ||y]15*
< (C)+ VBR8]

We denote here and in what follows by C(I) different positive constants that depend on [
(but not on k). By time differentiation of (6.4), which is licit since v € Lipy, n2,7? €
BV%Z C Lipy, zps, ™ o , € WH* S R B, Ny are Lipschitz continuous, and S is uni-

Vs,N5 =N
formly invertible, it follows that

S5 4 Svs + Ry, + Rz, + e B+ T 2B+ Na(i® = %) + Na(® = %) = 4 = 0.

Vs5,M5

Since ||z lloos 177, 2 g2 loos 1205 llscs 175, 2 _salloe < Cll[vs]loc + 1105 = 7*[loc), and S has a

bounded inverse over [0, T, using that ||| s, [|7*]lc <[, we obtain that
9slloe < Clllvslloo + 105 = 7*lloe + 175 = 7*llsc) + ¥l
< (CU)+CVBIN|S|2P +2C1 + K.

Therefore, we have that |0s]|e < k/2 if, fixing a suitable [, we take k so large that k >
max{4C1; 2|/t « }, and choose ¢ and k' in small enough. It follows that the solution
x5 = (us = 4+ vs,73) of belongs to the space X. In addition, if we choose r = p,
with the p of Th. [5.4] then x5 € X for [|0||w small enough, and is the unique solution of

[@13) in X. Moreover, by Th.
lus — g ll2 + 15 = n3ll2 < Ao —&llw, V6,8 €A
This achieves the proof of assumption (iv) of Th. O

Lemma 6.3. Their exists a neighborhood of (T, i), such that F(z,u) — L(x) belongs to A,
for all (z, ) in this neighborhood.

Proof. We have to show that for ||z —Z|| x, |t — ]| small enough, F(z, u) — L(z) € A, where
A is our set of smooth variations defined by . Throughout the proof, we denote by C'
different positive constants. For 0 € [0, 1], set z¢ := 0z + (1 — )T and a similar definition of
1o. We have that

]:(xvﬂ)—ﬁ(l’) = ]:(l‘hu,)—f(f,ﬂ)—Dx]:(.f,ﬂ)(l‘—.f)

- / (D, F (0, t0) — DuF (3, 1)) d0(z — 7)

n /OlDM}'(sce,ue)de(ﬂ_“) - ( h )

T2
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Let us show that ||71]]2 + ||72]l2,2 < ¢ and ||71]jec < K/, for ||z — Z||x and ||u — f]| small
enough. By the arguments of Lemma given any € > 0, for || — Z||x and ||p — ]| small
enough, we have that || fol(Dz}—(LL'o, wo) — Dy F (%, 1))d0(x — &) ||w < e||lz — Z||x. Moreover,
since D, F(x, 1) is uniformly bounded for (z, ;) in a neighborhood of (z, ii) by definition of

a stable extension, we deduce that

Irllz + lIr2llze < ellz =2l x + Cllp—all < o (6.5)
for ||z — Z|| x and || — || small enough Makmg now exphclt the expression of r1, we obtain
that (recall the notations S = Hf\,, R = Hf,, B = fli, N2 = (g )(2))

roo= Hi(uyl,plhn®) — Hi (6,957, 772) —S(u—1u) — Rzu—q
_ﬂ_i un7772B N2(77 _77)
Time derivation yields (omitting arguments and reorganizing the terms)
o= (HGy, — HE )i+ (Y = B 7 = (£ = HY £D + () = (97) )i
- Rzufﬂ - 7}-37’5,?7277723 — S(U - U) Rzu a '/T,i ﬂ’n2,—2B - N2(772 - ﬁ2)

For (u,n ) close to (i, 7?) i m X, and 1 in a neighborhood of fi, we have by ({4.17)—(4.18] - ) that
II(w, ympu 772,772) (u,y,p%,n )||OO is arbitrarily small, and hence, by continuity of H,, etc,
given any € > 0, we obtain that

il < ellldlloe + 7% lloc + 1) + ClllZu-alloo + 175 g2 —52lloc)
+ Clllu = tlloc + llzu-alloo + 1755 2 —g2lloc + 17* = 77[loc)

uu’

< etk +1+1) +O(llu—alloo + [17° = 7°]loc)
< e(k+1+1)+C(V6k + Vo) |z — 2|7 < ¥,

if | — Z||x and ||p — [i|| are small enough. It follows that r1 € Lipy (0, T;R™), and with
(6.5)), this achieves the proof. O

Proof of Th. [{.3 We apply Th. with the spaces X, X, W, A, P and mappings F,
N, L defined in subsection We set Z := (@,7?). The assumptions (i) and (ii) of Th.
are obviously fulfilled from our hypotheses and the definition of a stable extension. For
an appropriate choice of the constants k,l,r, k', o involved in the definition of the spaces
X, X and A, assumptions (iii), (iv) and (v) hold by respectively Lemmas . iand
It follows that for all u in a neighborhood of fi, there exists a unique stationary point
(uM, y*) of (P*) and unique associated alternative multipliers (p?*,n*#) with (u*,n**) in
a X-neighborhood of Z, and is satisfied. Since by definition of a stable extension, F
is Lipschitz continuous w.r.t. g, uniformly w.r.t. x, this implies that holds, while
follows from 7. Finally, by , taking if necessary a smaller neighborhood of i,
u” belongs to the L*°-neighborhood of % on which the uniform quadratic growth condition
holds (Prop. [4.2)). Therefore, (u*,y*) is the unique stationary point of (P*) with u* in a
L>-neighborhood of % and is a local solution of (P*) satisfying (£.1)). O
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7 Conclusion and Remarks

In this paper, we obtain for the first time stability results for optimal control problems with
a state constraint of order greater than one without any assumption on the structure of the
contact set. For this we use a generalized implicit function theorem in metric spaces [9]
applied to a system equivalent to the first-order optimality condition, involving alternative
multipliers obtained by integrating the original state constraint multiplier. In the stability
analysis of linear-quadratic problems, we use [6, Th. 5.17] to obtain the existence of a
stationary point for the perturbed problem under a weak second-order sufficient condition
taking into account the active constraints. In this way the method for weakening the second-
order sufficient condition is different from the method used in [21], [20].

Due to the low regularity of state constraint multipliers, we use a framework that differs
from the ones used for first-order state constraints in [I8] or in [9] in the choice of the spaces
for the state constraint and state constraint multiplier. We keep the idea of [9] to use as
control space the space of Lipschitz continuous functions with a bound on the Lipschitz
constant.

Though the analysis is restricted to a scalar state constraint of second-order, the frame-
work and results presented in this paper have a natural extension to several state constraints
of orders > 2 (see Remarks and . Taking into account both components of first-order
and higher-order is more delicate since then the arguments used in [I8, @, 20] and in the
present paper would have to be combined.

Making additional assumptions on the structure of the contact set, L> Lipschitz stability
of solutions can be obtained, see [22] [5], improving 7 as it is the case for first-order state
constraints (see [9, Section 4]). In [22, [5] it was also shown using a shooting approach that
the solutions are directionally differentiable w.r.t. the parameter. It would be interesting
as well to obtain sensitivity results without assumption on the structure of the contact set,
extending to higher-order state constraints the sensivity results obtained by Malanowski [18]
for state constraints of first-order.

Finally, let us note that the second-order sufficient condition used in the stability
analysis might be weakened by taking into account the curvature term of the constraint (see
[2, Th. 27], [3, Th. 6.1] and [5, Th. 4.3]).
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