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Abstract

Clustering is often formulated as a discrete optimization problem. The objective is to
find, among all partitions of the data set, the best one according to some quality measure.
However, in the statistical setting where we assume that the finite data set has been sam-
pled from some underlying space, the goal is not to find the best partition of the given
sample, but to approximate the true partition of the underlying space. We argue that the
discrete optimization approach usually does not achieve this goal, and instead can lead to
overfitting. We construct examples which provably have this behavior. As in the case of
supervised learning, the cure is to restrict the size of the function classes under consid-
eration. For appropriate “small” function classes we can prove very general consistency
theorems for clustering optimization schemes. As one particular algorithm for clustering
with a restricted function space we introduce “nearest neighbor clustering”. Similar as the
k-nearest neighbor classifier in supervised learning, this algorithm can be seen as a general
baseline algorithm to minimize arbitrary clustering objective functions. We prove that it
is statistically consistent for all commonly used clustering objective functions.

1. Introduction

Clustering is the problem of discovering “meaningful” groups in given data. In practice,
the most common approach to clustering is to define a clustering quality function @Q,,, and
then construct an algorithm which is able to minimize or maximize @,. There exists a
huge variety of clustering objective functions: the K-means objective function based on the
distance of the data points to the cluster centers, graph cut based objective functions such
as ratio cut or normalized cut, or various criteria based on some function of the within-
and between-cluster similarities. Once a particular clustering quality function @,, has been
selected, the objective of clustering is stated as a discrete optimization problem. Given
a data set X, = {X1,...,X,} and a clustering quality function @, the ideal clustering
algorithm should take into account all possible partitions of the data set and output the
one that minimizes @Q,. The implicit understanding is that the “best” clustering can be
any partition out of the set of all possible partitions of the data set. The practical challenge
is then to construct an algorithm which is able to explicitly compute this “best” clustering
by solving an optimization problem. We will call this approach the “discrete optimization
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approach to clustering”.

Now let us look at clustering from the perspective of statistical learning theory. Here we
assume that the finite data set has been sampled from an underlying data space X according
to some probability measure P. The ultimate goal in this setting is not to discover the best
possible partition of the data set X),, but to learn the “true clustering” of the underlying
space X. While it is not obvious how this “true clustering” should be defined in a general
setting (cf. von Luxburg and Ben-David, 2005), in an approach based on quality functions
this is straightforward. We choose a clustering quality function ) on the set of partitions
of the entire data space X, and define the true clustering f* to be the partition of X which
minimizes Q). In a finite sample setting, the goal is now to approximate this true clustering
as good as possible. To this end, we define an empirical quality function @),, which can
be evaluated based on the finite sample only, and construct the empirical clustering f,, as
the minimizer of @),,. In this setting, a very important property of a clustering algorithm
is consistency: we require that Q(f,) converges to Q(f*) when n — oo. This strongly re-
minds of the standard approach in supervised classification, the empirical risk minimization
approach. For this approach, the most important insight of statistical learning theory is
that in order to be consistent, learning algorithms have to choose their functions from some
“small” function space only. There are many ways how the size of a function space can be
quantified. Maybe the easiest way is to use shattering coefficients s(F,n) (see Section 2
for details). A typical result in statistical learning theory is that a necessary condition for
consistency is Elog s(F,n)/n—0 (cf. Theorem 2.3 in Vapnik, 1995, Section 12.4 of Devroye
et al., 1996). That is, the “number of functions” s(F,n) in F must not grow exponentially
in n, otherwise one cannot guarantee for consistency.

Stated like this, it becomes apparent that the two viewpoints described above are not com-
patible with each other. While the discrete optimization approach on any given sample
attempts to find the best of all (exponentially many) partitions, statistical learning theory
suggests to restrict the set of candidate partitions to have sub-exponential size. So from
the statistical learning theory perspective, an algorithm which is considered ideal in the
discrete optimization setting will overfit and not produce partitions which converge to the
true clustering of the data space (for examples see Section 2.

And what happens in practice? In most cases the discrete optimization approach cannot
be performed perfectly as the corresponding optimization problem is NP hard. Instead,
people resort to heuristics and accept suboptimal solutions. One approach is to use local
optimization procedures potentially ending in local minima only (this is what happens in
the K-means algorithm). Another approach is to construct a relaxation of the original
problem which can be solved efficiently (spectral clustering is an example for this). For all
those heuristics, in general one cannot guarantee how close the heuristic solution is to the
finite sample optimum. This situation is clearly unsatisfactory: in general, we neither have
guarantees on the finite sample behavior of the algorithm, nor on its statistical consistency
in the limit.
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The following alternative approach looks much more promising. Instead of attempting to
solve the discrete optimization problem over the set of all partitions, and then resorting to
relaxations due to the NP-hardness of this problem, we turn the tables. Directly from the
outset, we only consider candidate partitions in some restricted class F,, containing only
polynomially many functions. Then the discrete optimization problem of minimizing @,
over JF,, is no longer NP hard — formally it can be solved in polynomially many steps by try-
ing all candidates in F,,. From a theoretical point of view this approach has the advantage
that the resulting clustering algorithm has the potential of being consistent. In addition,
this approach also has advantages in practice: rather than dealing with uncontrolled re-
laxations of the original problem, we restrict the function class to some small subset F,, of
“reasonable” partitions. Within this subset, we then have complete control over the solution
of the optimization problem and can find the global optimum. Put another way, one can
also interpret this approach as some controlled way of simplifying the NP hard optimization
problem, with the positive side effect of obeying the rules of statistical learning theory.

This is the approach we want to describe in this paper. In Section 2 we will first construct
an example which demonstrates the overfitting in the discrete optimization approach. Then
we will state a general theorem which gives sufficient conditions for clustering optimization
schemes to be consistent. We will see that the key point is to control the size of the function
classes the clustering are selected from. In Section 3 we will then introduce an algorithm
which is able to work with such a restricted function class. This algorithm is called near-
est neighbor clustering, and in some sense it can be seen as a clustering-analogue to the
well-known nearest-neighbor classifier for classification. We prove that nearest neighbor
clustering is consistent under minimal assumptions on the clustering quality functions @,
and ). Then we will apply nearest neighbor clustering to a large variety of clustering ob-
jective functions, such as the K-means objective function, normalized cut and ratio cut,
the modularity objective function, or functions based on within-between cluster similarity
ratios. For all those functions we will verify the consistency of nearest neighbor clustering
in Section 4. Discussion of our results, also in the context of the related literature, can be
found in Sections 5 and 6. The proofs of all our results are deferred to the appendix, as
some of them are rather technical.

2. General (in)consistency results

General setup. In the rest of this paper, we consider a space X which is endowed with a
probability measure P. The task is to construct a clustering f : X — {1,..., K} on this
space, where K denotes the number of clusters to construct. We denote the space of all
P-measurable functions from X to {1,..., K} by H. Let Q : H — R* denote a clustering
quality function: for each clustering, it tells us “how good” a given clustering is. This
quality function will usually depend on the probability measure P. An optimal clustering,
according to this objective function, is a clustering f* which satisfies

f* € argmin Q(f).

fer
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where F C 'H is a fixed set of candidate clusterings. Now assume that P is unknown, but
that we are given a finite sample Xy, ..., X;, € & which has been drawn i.i.d according to
P. Our goal is to use this sample to construct a clustering f,, which “approximates” an
optimal clustering f*. To this end, assume that @, : H — RT is an estimator of ) which
can be computed based on the finite sample only (that is, it does not involve any function
evaluations f(z) for x € {X1, ..., X;,}). We then consider the clustering

fn € argmin Q,(f).

J€Fn

Here, F,, is a subset of H, which might or might not be different from F. The general
question we are concerned with in this paper is the question of consistency: under which
conditions do we know that Q(f,) — Q(f*)?

Note that to avoid technical overload we will assume throughout this paper that all the
minima (as in the definitions of f* and f,,) exist and can be attained. If this is not the case,
one can always go over to statements about functions which are e-close to the corresponding
infimum. We also will not discuss issues of measurability in this paper (readers interested

in measurability issues for empirical processes are referred to Section 1 of van der Vaart
and Wellner, 1996).

Ezxample. 1In the introduction we suggested that as in the supervised case, the size of the
function class F,, might be the key to consistency of clustering. In particular, we argued
that optimizing over the space of all measurable functions might lead to inconsistency. First
of all, we would like to prove this statement by providing a example. This example will
show that if we optimize a clustering objective function over a too large class of functions,
the resulting clusterings are not consistent.

Example 1 (Inconsistency in general) As data space we choose X = [0,1]U [2, 3], and
as probability measure P we simply use the normalized Lebesgue measure X on X. We define
the following similarity function between points in X:

1 ifze|0,1],y €0,1]
S(Ct?,y): 1 if$€[2,3}, y€[2’3]
0 otherwise.

For simplicity, we consider the case where we want to construct K = 2 clusters called Cy
and Csy. As clustering quality function QQ we use the between-cluster similarity (equivalent
to cut, see Section 4.2 for details):

Q(f) = /ec /eC s(X,Y) dP(X) dP(Y).

As an estimator of Q we will use the function Q,, where the integrals are replaced by sums
over the data points:

Qn(f) = n(nl—l) Z Z s(Xi, Xj).

ieCq jeCs
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As set F we choose the set of all measurable partitions on X (note that the same example
also holds true when we only look at the set F of measurable partitions such that both clusters
have a minimal mass € for some € > 0). For alln € N we set F,, = F. Now define the
functions

0 ifee{Xy,..,X,}N[0,1]
oo ifzelo 1] 1 ifref2,3
f(x)_{1 if v € 2,3 and fnl@) = 0 ifzel0,0.5\{X1,...,Xn}
1

if x €[0.5,1]\ {X1, ..., X}

It is obvious that Q(f*) = 0 and Q,(f,) = 0. As both Q and @, are non-negative, we
can conclude f* € argmingcr Q(f) and f, € argminscr Qn(f). It is also straightforward
to compute Q(fn) = 1/16 (independently of n). Hence, we have inconsistency: 1/16 =

Q(fn) # Q(f*) =0.

Note that the example is set up in a rather natural way. The data space contains two perfect
clusters ([0, 1] and [2,3]) which are separated by a large margin. The similarity function
is the ideal similarity function for this case, giving similarity 1 to points which are in the
same cluster, and similarity 0 to points in different clusters. The function f* is the correct
clustering. The empirical clustering f,,, if restricted to the data points, reflects the correct
clustering. It is just the “extension” of the empirical clustering to non-training points which
leads to the inconsistency of f,,. Intuitively, the reason why this can happen is clear: the
function space F does not exclude the unsuitable extension chosen in the example, the
function overfits. This can happen because the function class is too large. This is exactly
what we are going to cure in this paper.

Main result. Now we would like to present our first main theorem. It shows that if
fn is only picked out of a “small” function class F,,, then we can guarantee consistency of
clustering. Before stating the theorem we would like to recall the definition of the shattering
coefficient in a K-class setting. For a function class F : X — {1,..., K} the shattering
coefficient of size n is defined as

s(Fon) = max_ [{(f(z1),..., f(za)) [ [ € F}.

L1y, T €X
To state our theorem, we will also require a pseudo-distance d between functions. A pseudo-
distance is a dissimilarity function d : X x X — R™ which is symmetric, satisfies the triangle
inequality and the condition f = ¢ = d(f,g) = 0, but not necessarily the condition

d(f,g) = 0 = f = g. For distances between sets of functions we use the standard
convention d(F,G) = minser 4eg d(f,g). Our theorem is as follows:

Theorem 1 (Consistency of a clustering optimizing scheme) Let (X,,)nen be a se-
quence of random wvariables which have been drawn i.i.d. according to some probability
measure P on some set X. Let F, := F,(X1,...,X,) CH be a sequence of function spaces,
and F CH. Letd : H x H — R be a pseudo-distance defined on H. Let Q : H — R™ be a
clustering quality function, and Q, : H — RT an estimator of this function which can be
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computed based on the finite sample only. Finally let

Fn = U Fn.
X1,0,Xn€R?

Define the true and the empirical clusterings as

[T € argmin Q(f),

fer

fn € argmin Q,(f).

JEFR
Assume that the following conditions are satisfied:

1. Qn(f) is a consistent estimator of Q(f) which converges sufficiently fast for all f €
Fn

Ve >0, s(Fn,2n) sup P(IQu(f) — Q(f)| > €) =0,
fE€EFn

2. Fn approximates F in following sense:

(i) VfeF,d(f,Fn) — 0 in probability,
(i) P(fng F)—0.

3. @ is uniformly continuous with respect to the pseudo-distance d between F and 3—";

Ve > 036(e) > 0 such that Vf € F¥g € Fn: d(f,g) <5(e) = |Q(f) — Q(9)| < e.

Then the optimization scheme is weakly consistent, that is Q(fn) — Q(f*) in probability.

This theorem states sufficient conditions for consistent clustering schemes. In the context
of the standard statistical learning theory, the three conditions in the theorem are rather
natural. The first condition mainly takes care of the estimation error. Implicitly, it restricts
the size of the function class F,, by incorporating the shattering coefficient. We decided to
state condition 1 in this rather abstract way to make the theorem as general as possible.
We will see later how it can be used in concrete applications. Of course, there are many
more ways to specify the size of function classes, and many of them might lead to better
bounds in the end. However, in this paper we are not so much concerned with obtaining
the sharpest bounds, but we want to demonstrate the general concept (As the reader can
see in appendix, the proofs are already long enough using simple shattering numbers). The
second condition in the theorem takes care of the approximation error. Intuitively it is clear
that if we want to approximate solutions in F, eventually F,, needs to be “close” to F. The
third condition is a technical one. It translates the “closeness” established in Condition 2
to “closeness” regarding the clustering quality functions. Only if functions which are close
with respect to d are also close regarding their quality, will we be able to achieve consistency
in the quality function in the end.
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Finally, we would like to point out a few technical treats. First of all, note that the function
class F, is allowed to be data dependent. Secondly, as opposed to most results in empirical
risk minimization we do not assume that @, is an unbiased estimator of @ (that is, we allow
EQ, # Q), nor does @ need to be “an expectation” (that is, of the form Q(f) = E(Q2(f))
for some 2). Both facts make the proof a lot more technical, as many of the standard
tools (symmetrization, concentration inequalities) become harder to apply. However, in the
context of clustering biased estimators pop up all over the place. We will see that many of
the popular clustering objective functions lead to biased estimators.

3. Nearest neighbor clustering — general theory

The theorem presented in the last section shows sufficient conditions under which clustering
can be performed consistently. Now we want to present a generic algorithm which can be
used to minimize arbitrary clustering objective functions. With help of Theorem 1 we can
then prove the consistency of its results for a large variety of clustering objective functions.

We have seen that the key to obtain consistent clustering schemes is to work with an

appropriate function classes. But of course, given quality functions @ and @Q,,, the question

is how such a function space can be constructed in practice. Essentially, three requirements

have to be satisfied:

e The function space F, has to be “small”. Ideally, it should only contain polynomially
many functions.

e The function space F, should be “rich enough”. In the limit n — oo, we would like to
be able to approximate any (reasonable) measurable function.

e We need to be able to solve the optimization problem argmin ez Qn(f). This sounds
trivial on the first glance, but in practice is far from easy.

One rather straightforward way to achieve all requirements is to use a function space of
piecewise constant function. Given a partitioning of the data space in small cells, we only
look at clusterings which are constant on each cell (that is, the clustering never splits a cell).
If we make sure that the number of cells is only of the order log(n), then we know that the
number of clusterings is at most K'°8(") which is polynomial in n. There are many ways
how such cells can be constructed. In the following we will introduce a data-dependent
random partition of the space which turns out to be very convenient.

3.1 Nearest neighbor clustering — the algorithm

We will construct a function class F,, as follows. Given a finite sample X1,...,X,, € R
and a number m € N, m < n, randomly pick a subset of m “seed points” X, ,..., X, .
Assign all other data points to their closest seed points, that is for all j = 1,...,m define

the set Z; as the subset of data points whose nearest seed point is Xs;. Then consider all
partitions of &}, which are constant on the sets Z;. More formally, for given seeds we define
the set F,, as the set of all functions f: X — {1,..., K} which are constant on the cells of
the Voronoi partition induced by the seeds. Obviously, the function class F,, contains K™
functions, which is polynomial in n if the number m of seeds satisfies m € O(logn). Given
Fr, the most simple polynomial-time optimization algorithm is then to evaluate @, (f) for
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all f € F,, and choose the solution f, = argmin;cz Qn(f). We call the resulting clustering
the nearest neighbor clustering and denote it by NNC(Q,). The entire algorithm is sum-
marized in Figure 1. We have already published results on the empirical performance of

Nearest Neighbor Clustering NNC(Q,), naive implementation

Parameters: number K of clusters to construct, number m < n of seed
points to use, clustering quality function @,

Input: data set &, ={X;,...,X,}, distances d;; = d(X;, Xj)

Subsample m seed points from the data points, without replacement.

Build the Voronoi decomposition Zi,...,Z,, of A&, based on the distances
d;; using the seed points as centers

Define F, :={f: X, — {1,...,K} | f constant on all cells Z;}

For all f € F, evaluate Q,(f).

Output: f, = argmingcz Qn(f)

Figure 1: Nearest neighbor clustering for a general clustering objective function Q.

the algorithm in von Luxburg et al. (to appear). We have found that on finite samples, the
algorithm performs surprisingly good. In particular, the objective function values obtained
at the solutions are comparable to those of K-means or spectral clustering, respectively.
Moreover, there exist efficient ways to compute f,, using branch and bound methods. See
von Luxburg et al. (to appear) for details on the experimental results.

3.2 Consistency of Nearest Neighbor Clustering (general statement)

Now we want to prove that nearest neighbor clustering is consistent. We will see that even
though we can rely on Theorem 1, the consistency proof for nearest neighbor clustering
does not come for free. Let f: X — {1,..., K} be a clustering function. In the following,
we will often use the notation f; for the indicator function of the k-th cluster:

This is a slight abuse of notation, as we already reserved the notation f, for the minimizer
of the empirical quality function. However, from the context it will always be clear whether
we will refer to f,, or fi, respectively, as we will not mix up the letters n (for the sample
size) and k (a cluster index).

As distance function between two clusterings we use the 0-1-loss

d(f,g) == P(f(X) # g(X)|X1,..., Xn).
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Here the conditioning is needed for the cases where the functions f or g are data dependent.

We will see below that in many cases, even in the limit case one would like to use a
function space F which is a only subset of H. For example, one could only be interested
in clusterings where all clusters have a certain minimal size, or where the functions satisfy
certain regularity constraints. In order to be able to deal with such general function spaces,
we will introduce a tool to restrict function classes to functions satisfying certain conditions.
To this end, let

®:H —R"

be a functional which quantifies certain aspects of a clustering. In most cases, we will use
functionals ® which operate on the individual cluster indicator functions f. For example,
®(fx) could measure the size of cluster k, or the smoothness of the cluster boundary. The
function class F will then be defined as

F={feH|®(fp) >aforallk=1,... K},

where a > 0 is a constant. In general, the functional ® can be used to encode our intuition
about “what a cluster is”. Note that this setup also includes the general case of F = H,
that is the case where we do not want to make any further restrictions on F, for example
by setting ®(fx) =1, a = 0. As it is the case for @}, we will usually not be able to compute
® on a finite sample only. Hence we also introduce an empirical counterpart ®,, which will
be used in the finite sample case. The following theorem will state sufficient conditions for
the consistency of nearest neighbor clustering. For simplicity we state the theorem for the
case X = R%, but the proofs can also be carried over to more general spaces. Also, note
that we only state the theorem for the case d > 2; in case d = 1 the theorem holds as well,
but the formulas look a bit different.

Theorem 2 (Consistency of nearest neighbor clustering) Let X = R?, d > 2, Q :
H — R be a clustering quality function, and Q, : H — RT an estimator of this function
which can be computed based on the finite sample only. Similarly, let ® : H — R, and
®,, : H — R an estimator of this function. Let a > 0 and (ap)nen be such that ap, > a
and a, — a. Let m = m(n) < n € N. Finally, denote d(f,g) the 0-1-loss, and let N Np,(x)
be the nearest neighbor of x among X1, ..., X, according to the Euclidean distance. Define
the function spaces

F={f:R={1,....K} | f continuous a.e and ¥k € {1,..., K} ®(f,) > a}
Fn={f:RE={1,....K}| f(x) = fF(NNy(2)) and Yk € {1,..., K} ®,(fi) > an}
Fom U A

X1, Xp €RY
Fn={f:R* = {1,...,K} | 3 Voronoi partition of m cells: f constant on all cells}.
Assume that the following conditions are satisfied:

1. Qn(f) is a consistent estimator of Q(f) which converges sufficiently fast for all

feFn:
Ve > 0, K™ (2n) 0™ sup P(1Qn(f) — Q(f)] > €) — 0,
feFn
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2. ®,(fx) is a consistent estimator of ®(fx) which converges sufficiently fast for all
ferF,: ,
Ve > 0, K™ (2n) D™ sup P(|®n(fi) — (fi)] > €) — 0,
feFn

3. Q is uniformly continuous with respect to the pseudo-distance d(f,g) between F and
Fn, as defined in Condition (3) of Theorem 1,

4. ®r(f) := ®(fx) is uniformly continuous with respect to the pseudo-distance d(f,g)

—

between F and Fy, as defined in Condition (3) of Theorem 1,
5. an decreases slowly enough to a:

K™(20) D™ sup P(®n(gi) — B(gr) > an —a) — 0,
g€Fn .k

6. m — 00.

Then nearest neighbor clustering based on m seed points using quality function Q, is weakly
consistent, that is for f, € argmingcz, Qn(f) and f* € argmin;cz Q(f) we have Q(fn) —
Q(f*) in probability.

This theorem is still rather abstract, but pretty powerful. In the following we will demon-
strate this by applying it to many concrete clustering objective functions. To define our
objective functions, we will from now on adopt the convention 0/0 = 0.

4. Nearest neighbor clustering with popular clustering objective
functions

In this section we want to study the consistency of nearest neighbor clustering when applied
to particular objective functions.

4.1 NNC using the K-means objective function

The K-means objective function is the within-cluster sum of squared distances, called WSS
for short. To define it properly, for a given clustering function f : R — {1,..., K} we
introduce the following quantities:

n K
WSS, (f) = %Zka(Xi)HXi —cial? where

=1 k=1
11 1<
Ck,n = nfka Z; fk(Xz)XZ and ng = E Z; fk(Xl)
K
WSS(f) == £ f(X))1X — cx? where o = [Eg’}i@f
k=1

10
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Here, WSS,, plays the role of @, and WSS the role of ). Let us point out some important
facts. First the empirical quality function is not an unbiased estimator of the true one,
that is EWSS,, # WSS and Ecy,, # ¢, (note that in the standard treatment of K-means
this can be achieved, but not on arbitrary function classes, see below for some discussion).
However, at least we have Enj, = Efx(X) and EL 3" | fi(X;)X; = Efx(X)X. Moreover,
one should remark that if we define WSS(-, P) := WSS then WSS,, = WSS(-, P,,) where P,
is the empirical distribution.

Secondly, our setup for proving the consistency of nearest neighbor clustering with the
WSS objective function is considerably more complicated than proving the consistency of
the global minimizer of the K-means algorithm (e.g., Pollard (1981)). The reason is that
for the K-means algorithm one can use a very helpful equivalence which does not hold for
nearest neighbor clustering. Namely, if one considers the minimizer of WSS,, in the space
of all possible partitions, then one can see that the clustering constructed by this minimizer
always builds a Voronoi partition with K cells; the same holds in the limit case. In par-
ticular, given the cluster centers ¢y, one can reconstruct the whole clustering by assigning
each data point to the closest cluster center. As a consequence, to prove the convergence
of K-means algorithms one usually studies the convergence of the empirical cluster centers
Ck,n to the true centers c,. However, in our case this whole chain of arguments breaks down.
The reason is that the clusters chosen by nearest neighbor clustering from the set F,, are
not necessarily Voronoi cells, they do not even need to be convex (all clusters are composed
by small Voronoi cells, but the union of “small” Voronoi cells is not a “large” Voronoi cell).
Also, it is not the case that each data point is assigned to the cluster corresponding to the
closest cluster center. It may very well happen that a point x belongs to cluster Cj;, but in
fact is closer to the center c;,, of another cluster C'; than to the center ¢; ,, of its own cluster
C;. Consequently, we cannot reconstruct the nearest neighbor clustering from the centers
of the clusters. This means that we cannot go over to the convergence of centers, which
makes our proof considerably more involved that the one of the standard K-means case.

Due to those technical problems, it will be of advantage to only consider clusters which
have a certain minimal size (otherwise, the cluster quality function WSS is not uniformly
continuous). To achieve this, we use the functionals

Pwss(fr) == Efu(X) dwss, (fx) == ne(f).

and will only consider clusterings where ®(f;) > a > 0. In practice, this can be interpreted
as a simple means to avoid empty clusters. The constant a can be chosen so small that
its only effect is to make sure that each cluster contains at least one data point. The
corresponding function spaces are

F:={f:R{={1,...,K} | f continuous a.e and Yk € {1,..., K} ®wss(fi) > a}
Fp={f:RE={1,...,K}| f(x) = f(NN(x)) and Vk € {1,..., K} ®wss, (fr) > an}
Moreover, for technical convenience we restrict our attention to probability measures which
have a bounded support inside some large ball, that is which satisfy supp P C B(0, A) for

some constant A > 0. It is likely that our results also hold in the general case, but the
proof would get even more complicated. With the notation of Theorem 2 we have:

11
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Theorem 3 (Consistency of NNC(WSS)) Assume that a, > a,a, — a,m — 0o and

2
m*logn 0

n(a — ay)?

Then for all probability measures on R* with bounded support, nearest neighbor clustering

with WSS is consistent, that is if n — oo then WSS(f,,) — WSS(f*) in probability.

This theorem looks very nice and simple. The conditions on a, and m are easily satisfied
as soon as these quantities do not converge too fast. For example, if we define

an =a+ and m =logn
logn
then
2 5
m-logn (logn) o
n(a, — a)? n

Moreover, it is straightforward to see from the proofs that this theorem is still valid if we
consider the objective functions WSS,, and WSS with || - || instead of || - ||2. It also holds for
any other norm, such as the p-norms | - ||,. However, it does not necessarily hold for powers
of norms (in this sense, the squared Euclidean norm is an exception). The proof shows that
the most crucial property is that we need to be able to bound

1Xi = crnll = 1Xi = cxll < const - [legn — cil]

This is straightforward if the triangle inequality holds, but might not be possible for general
powers of norms.

By looking more carefully at our proofs one can state the following rate of convergence:

Theorem 4 (Convergence Rate for NNC(WSS)) Assume that suppP C B(0,A) for
some constant A > 0 and that n(a, — a)? — oo. Let € <1 and a* := inf Ef;(X) —a > 0.
Then there exists :

N = N((an),a”) €N
Ch :Cl(a,a*,e,K,A) >0 CZZCQ(CL,G*,E,A,f*,P) >0
ngCg(a,d,e,K,A) >0 C4:C4(a,d,A) >0

such that for n > N the following holds true:

P(IWSS(fn) = WSS(f*)| > €)

12
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At the first glance, it seems very tempting to try to use the Borel-Cantelli lemma to trans-
form the weak consistency into strong consistency. However, we do not have an explicit
functional form of dependency of Cy on €. The main reason is that in Lemma 11 (Appendix)
the constant b(e) will be defined only implicitly. If one would like to prove strong consis-
tency of nearest neighbor clustering with WSS one would have to get an explicit form of
b(e) in Lemma 11.

For a general discussion relating the consistency result of NNC(WSS) in to the consistency
results by Pollard (1981) and others see Section 5.

4.2 NNC using standard graph-cut based objective functions

In this section we want to look into the consistency of nearest neighbor clustering for
graph based objective functions as they are used in spectral clustering, for example (see
von Luxburg (2007) for details). Let s : R? x R — RT be a similarity function which is
upper bounded by a constant C. The two main quantities we need to define graph-cut based
objective functions are the cut and the volume. For a given cluster described by the cluster
indicator function f; : R? — {0, 1}, we set

cut(fx) := cut(fx,P) := Ef(X1)(1 — fr(X2))s(X1, X2)

VOl(fk) = VOl(fk7 |P) = [Efk(Xl)S(Xl, XQ)

For f € H we can then define the normalized cut and the ratio cut by

' _ K cut(fx)

Ncut(f) := Neut(f,P) := k§:1 vollfy)
: s o = cut(fy)
RatioCut(f) := RatioCut(f,P) := kgl Efo(X)

The empirical estimators of those objective functions will be Ncut( f, P,,) and RatioCut(f, Py,),
in explicit formulas:

cutn(fy) = Z Fe(Xa) (1 = £(X5))s(Xi, X;)

,j=1
k
vol,, (fx) := Z Ju(Xi)s(Xi, X5) ng = %ka(Xz)
t,j=1 i=1
K
Neut,(f) := Zw RatioCut,(f) := ZCUtnifk)
k= n k=1

Again we need to define how we will measure the size of the clusters. We will use

(I)cut(fk) = VOl(fk) (I)Ncut(fk) = VOl(fk) (I)RatiOCut(fk) = [Efk(X)

13
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with the corresponding empirical quantities ®cut,, , PNeut,, @ad PRatiocut,,- Then, with the
notations of Theorem 2, we have:

Theorem 5 (Consistency of NNC(cut), NNC(Ncut) and NNC(RatioCut)) Assume that
the similarity function s is bounded by a constant C' > 0, let a, > a, a, — a, m — o0 and

m?logn
_—
n(a — ap)?
Then nearest neighbor clustering with cut, Ncut and RatioCut s universally weakly consis-
tent, that is for all probability measures, if n — oo we have cut(f,) — cut(f*), Neut(f,) —
Neut(f*) and RatioCut(f,) — RatioCut(f*) in probability.

For these objective functions one can also state a rate of convergence. For sake of shortness
we only state it for the normalized cut:

Theorem 6 (Convergence Rate for NNC(Ncut)) Assume that the similarity function
s is bounded by C' > 0 and that n(a, — a)? — co. Let € < 1 and a* := infyvol(ff) —a > 0.
Then there exist

N = N((an),a") €N
Cy =Ci(a,a*, ¢, K,C) >0 Cy = Cy(a,a*,¢,C, K, f*,P) >0
03203(a,6,K,C)>0 C4ZC4(CL,K,C)>O

such that for n > N the following holds true:
P(| Neut(fn) — Neut(f*)] > €)

< 016702771 + Km+1(2n)(d+1)m2 <Cgec4€2n n 8K@W> |

4.3 NNC using the modularity objective function

A slightly different objective functions for graph clustering is the “modularity”, which has
been put forward by Newman (2006). In this paper, the modularity is formulated as an ob-
jective function to find communities in a finite graph. However, as it is the case for standard
spectral clustering, the modularity cannot be directly minimized. Instead, a spectral relax-
ation has been developed to minimize the modularity, see Newman (2006) for details. Of
course, the nearest neighbor clustering algorithm can also be used to minimize this objective
function directly, without using a relaxation step. Using our own notation we define:

Mody(f) =
n(nl_l) > fe(X) (X)) (n_ll)g 7 s(Xi, X)) Y s(X;, X)) — s(Xi, X5)
k=1 i#] Li#i L]
Mod(f) =

//fk(X)fk(Y) (/s(x, Z)d[P(Z)/s(Y, 2)dP(Z) — s(X, Y)) d(P x P)(X,Y).

k=1

14
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In the proof we will see that as the limit function Mod(+) is uniformly continuous on H, we
do not need to quantify any function ® or ®,, to measure the volume of the clusters. The
function classes are thus

F:={f:R*={1,...,K} | f continuous a.e.}
Fo=A{f R = {1,....K}| f(z) = f(NNm(z))}

Theorem 7 (Consistency of NNC(Mod)) Assume that m — oo and

2
m*logn 0
n
Then nearest neighbor clustering with Mod is universally weakly consistent: for all proba-

bility measures, if n — oo then Mod(f,) — Mod(f*) in probability.

4.4 NNC using objective function based on the ratio of within-cluster and
between-cluster similarity

Often, clustering algorithms try to minimize joint functions of the within-cluster similarity
and the between cluster similarity. The most popular choice is their ratio, and this is what
we want to consider in this section. Formally, the between-cluster similarity corresponds to
the cut, and the within similarity of cluster k is given by

WS = Ef(X1)f(X2)s(X1, X).

Thus the ratio of between- and within-cluster similarity is given as

= cut(fi)

BWR(f) := Al

Again we use their empirical estimations:

WS, (fk) = n(nl_l) D (X0 fu(X5)s(Xi, X5)
ij=1
5 cuta(fr)

BWR,(f) := ;Wsn(ﬁc)

To measure the size of the cluster we use

Ppwr(fr) == WS(fx)

and its natural empirical counterpart. This leads to function spaces

F:={f:R'={1,...,K}| f continuous a.e and Vk € {1,..., K} ®pwr(fx) > a}
Foi={f:RE={1,... K} | f(x) = f(NNu(z)) and Yk € {1,..., K} ®pwr, (fr) > an}

15
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Theorem 8 (Consistency of NNC(BWR)) Assume that the similarity function s is bounded
by a constant C > 0, let a, > a,a, — a,m — 0o and

m?2logn
n(a — ay)?

Then nearest neighbor clustering with BWR is universally weakly consistent, that is for all
probability measure if n — oo then BWR(f,) — BWR(f*) in probability.

5. Relation to previous work

In this section we want to discuss our results in the light of the existing literature on
consistent clusterings.

5.1 Standard consistency results for center-based algorithms

For a few clustering algorithms, consistency results are already known. The most well-
known among them is the K-means algorithm. For this algorithm it has been first proved
by Pollard (1981) that the global minimizer of the K-means objective function on a finite
sample converges to the global minimizer on the underlying space.

First of all, we would like to point out that the consistency result by Pollard (1981) can
easily recovered using our theorems. Let us briefly recall the standard K-means setting.
The objective function which K-means attempts to optimize is the function WSS, which we
already encountered in the last sections. In the standard K-means setting the optimization
problem is stated over the space of all measurable functions H:

f* = argmin WSS(f).
feH

It is not difficult to prove that the solution f* of this optimization problem always has
a particular form. Namely, the solution f* forms a Voronoi decomposition of the space,
where the cluster centers ¢; are the centers of the Voronoi cells. Thus, we can rewrite the
optimization problem above equivalently as

f* = argmin WSS(f)
felk

where G denotes the set of all clusterings for which the clusters are Voronoi cells. The
optimization problem for the finite sample case can be stated analogously:

fn = argmin WSS, (f)
febk

So in this particular case we can set F,, = F = Gi. As we have already seen in Lemma 10,
the shattering coefficient of G is polynomial in n, namely it is bounded by KK n(d+DK .
This means that even though the original optimization problem has been set up to optimize
over the huge set H, implicitly the optimization only runs over the small set Gx. As a
consequence, using similar techniques as in the proofs of Theorem 3 we can prove that the
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global minimizer of the empirical K-means objective function WSS,, converges to the global
minimizer of the true K-means objective function WSS. By this we recover the well-known
result by Pollard (1981). In this sense, our Theorem 1 can be seen as a blueprint for ob-
taining Pollard-like results for more general objective functions and function spaces.

Are there any more advantages of Theorem 3 in the K-means setting? On a first glance,
our result in Theorem 3 looks similar to Pollard’s result: the global minimizers of both
objective functions converge to the true global minimizer. However, in practice there is
one important difference. The function class Gx is still so large that we cannot simply
enumerate all its functions and select the best one. Instead, in practice one uses the well-
known K-means algorithm, which is only able to find a local minimum of WSS, (f). In
contrast, nearest neighbor clustering works with a different function class for which we are
still able to compute the global minimum of WSS,,(f). Consequently, our result in Theorem
3 is not only a theoretical statement about some abstract quantity as it is the case for
Pollard’s result, but it applies to the algorithm used in practice. While Pollard’s result
abstractly states that the (non-computable) global minimum converges, our result implies
that the result of nearest neighbor clustering does converge.

5.2 Consistency of spectral clustering

In the previous section we have seen in Theorems 5 and 6 that NNC is consistent for all the
standard graph cut objective functions. Now we want to discuss those results in connection
with the graph cut literature. It is well known that the discrete optimization problem of
minimizing Ncut,, or RatioCut,, is an NP-hard problem, cf. Wagner and Wagner (1993).
However, approximate solutions can be obtained by spectral clustering, see von Luxburg
(2007) for a tutorial. For different types of spectral clustering algorithms, consistency re-
sults have been proved in von Luxburg et al. (2004). Those results show that under certain
conditions, the solutions computed by spectral clustering on finite samples converge to some
kind of “limit solutions” based on the underlying distribution. In the light of the previous
discussions, this sounds plausible, as the space of solutions of spectral clustering is rather
restricted: we only allow solutions which are eigenfunctions of certain integral operators.

However, it is important to note that the convergence results of spectral clustering do not
make any statement about the minimizers of Ncut, or RatioCut,. The problem is that
spectral clustering only solves a relaxation of the original problem of minimizing Ncut,, or
RatioCut,,, and the solution computed by the spectral relaxation can be arbitrarily far away
(in terms of quality) from the one of the original problem (Guattery and Miller, 1998), unless
one makes certain assumptions which are not necessarily satisfied in a standard statistical
setting (cf. Spielman and Teng, 1996, or Kannan et al., 2004). Thus the convergence
statements for the results computed by the spectral clustering algorithm cannot be carried
over to consistency results for the minimizers of Ncut,, or RatioCut,,. Here our results for
nearest neighbor clustering present an improvement, as they directly refer to the minimizers
of NNC(Ncut,,). While it is known that spectral clustering converges to “something”, for
the solutions computed by nearest neighbor clustering we know that they converge to the
global minimizer of Ncut or RatioCut, respectively.
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5.3 Other statistical learning theory approaches to clustering

In the last years there have been several papers which started to look at clustering from
a statistical learning theory perspective. A general statistical learning theory approach to
clustering, based on a very similar intuition as ours, has already been presented in Buh-
mann (1998). Here the authors put forward an “empirical risk approximation” approach
for unsupervised learning, along the lines of empirical risk minimization for the supervised
case. The setting under consideration is that the clustering quality function is an expecta-
tion with respect to the true underlying probability distribution, and the empirical quality
function is the corresponding empirical expectation. Then, similar to the statistical learning
theory for supervised learning, generalization bounds can be derived, for example using VC
dimensions. Additionally, the authors discuss regularization approaches and relate them to
annealing schemes for center-based clusterings.

A different approach has been investigated in Ben-David (2007). Here the author formal-
izes the notion of a “cluster description scheme”. Intuitively, a clustering problem can be
described by a cluster description scheme of size [ € N if each clustering can be described
using [ points from the space (and perhaps some additional parameter). For instance, this is
the case for center-based clusterings, where the clustering can be described by the centroids
only. Ben-David then proves generalization bounds for clustering description schemes which
show that the global minimizer of the empirical quality function converges to the global min-
imizer of the true quality function. The proof techniques used in this paper are very close
to the ones used in standard minimum description length results.

Another class of results about K-means algorithms has been proved in Rakhlin and Capon-
netto (2007). After computing covering numbers for the underlying classes, the authors
study the stability behavior of K-means. This leads to statements about the set of “almost-
minimizers” (that is the set of all functions whose quality is € close to the one of the global
optimal solutions). As opposed to our results and all the other results discussed above, the
main feature of this approach is that at the end of the day, one is able to make statements
about the clustering functions themselves, rather than only about their quality values. In
this sense, the approach in Rakhlin and Caponnetto (2007) has more powerful results, but
its application is restricted to K-means type algorithms.

All approaches outlined above implicitly or explicitly rely on the same intuition that our
approach: the function class needs to be “small” in order to lead to consistent clusterings.
However, all previous results have some restrictions we could overcome in our approach.
First of all, in the papers discussed above the quality function needs to be an expectation,
and the empirical quality function is simply the empirical expectation. Here our results
are more general: we neither require the quality functions to be expectations (for example,
Ncut cannot be expressed as an expectation, it is a ratio of two expectations) nor do we
require unbiasedness of the empirical quality function. Second, the papers discussed above
make statements about global optimizers, but do not really deal with the question how such
a global optimizer can be computed. The case of standard K-means shows that this is by
no means simple, and in practice one has to use heuristics which discover local optima only.
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In contrast, we suggest a concrete algorithm (NNC) which computes the global optimum
over the current function class, and hence our results not only concern abstract global min-
imizers which are hard to obtain, but refer to exactly the quantities which are computed by
the algorithm. Finally, our algorithm has the advantage that it provides a framework for
dealing with more general clustering objective functions than just center-based ones. This
is not the case in the papers above.

All papers mentioned above (and many others we did not discuss in detail) were highly
inspiring sources for our research. While being pioneering at their time, we believe that our
present work is a substantial advancement.

6. Discussion

Our paper is concerned with clustering algorithms which minimize certain quality functions.
Our main point is that, as soon as we require statistical consistency, we have to work with
function classes F,, which are “small”. Our results have a similar taste as the well-known
corresponding results for supervised classification. While in the domain of supervised clas-
sification, practitioners are well aware of the effect of overfitting, it seems like this effect
has been completely overlooked in the clustering domain.

We would also like to highlight a funny side-effect of working with small function classes.
In clustering, for many objective functions it turns out that the problem of finding the best
partition of the discrete data set is an NP-hard problem (for example, this is the case for
all balanced graph-cut objective functions). However, if we restrict the function class F, to
have polynomial size (in n), then formally all problems due to NP-hardness disappear. The
function class is polynomial, and thus the trivial algorithm of evaluating all functions in 7,
and selecting the best one is inherently polynomial. But of course, “polynomial” can still
mean quite a lot, and simply enumerating all solutions might be intractable. Nevertheless,
we believe that the approach of using restricted function classes can be very promising,
also from a practical point of view. It can be seen as a more controlled way of simpli-
fying NP hard optimization problems than the standard approaches of local optimization
or relaxation. While the effects of the latter cannot be controlled in general, we are able
to control the effects of optimizing over smaller function classes by carefully selecting F,.
This strategy circumvents the problem that solutions of local optimization or relaxation
heuristics can be arbitrarily far away from the optimal solution.

The generic clustering algorithm we studied in this article is nearest neighbor clustering,
which produces clusterings that are constant on small local neighborhoods. We have proved
that this algorithm is statistically consistent for a large variety of popular clustering ob-
jective functions. Thus, as opposed to other clustering algorithms such as the K-means
algorithm or spectral clustering, nearest neighbor clustering is guaranteed to converge to
a minimizer of the true global optimum on the underlying space. This statement is much
stronger than the results already known for K-means or spectral clustering. For K-means
it has been proved that the global minimizer of the WSS objective function on the sample
converges to a global minimizer on the underlying space (e.g., Pollard, 1981). However, as
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the standard K-means algorithm only discovers a local optimum on the discrete sample,
this result does not apply to the algorithm used in practice. A related effect happens for
spectral clustering, which is a relaxation attempting to minimize Ncut or RatioCut. For
this class of algorithms, it has been shown that under certain conditions the solution of the
relaxed problem on the finite sample converges to some limit clustering. However, this limit
clustering is not necessarily the optimizer of the Ncut or RatioCut objective function.

It is interesting to note that the problems about the existing consistency results for K-means
and spectral clustering are “reverse” to each other: while for K-means we know that the
global minimizer converges, but this result does not apply to the algorithm used in practice,
for spectral clustering there exist consistency results for the algorithm used in practice, but
those results do not relate to the global minimizer. For both cases, our consistency results
represent an improvement: we have constructed an algorithm which provably converges to
the true limit minimizer of WSS or Ncut, respectively. The same result also holds for a
large number of alternative objective functions used for clustering.

We believe that a big advantage of our approach is that both the algorithm and the statistical
analysis is not restricted to center-based algorithms only, as it has been the case for most
approaches in the literature ( Buhmann, 1998, Ben-David, 2007, Rakhlin and Caponnetto,
2007). Instead, nearest neighbor clustering can be used as a baseline method to construct
clusterings for any objective function. In von Luxburg et al. (to appear) we have shown how
nearest neighbor clustering can be implemented reasonably efficient, and that in terms of
quality, its result can compete with algorithms of spectral clustering (for the Ncut objective
function) or K-means (for the WSS objective function). We believe that in particular
for unusual objective functions for which no state of the art optimizer exists yet, nearest
neighbor clustering is a promising baseline to start with. We have seed that for many
commonly used objective function, statistical guarantees of nearest neighbor clustering can
be obtained, and expect the same be true for many more clustering objective functions.

Appendix: all the proofs

THE PROOF OF THEOREM 1

The following lemma will be central in our analysis. It allows to take a supremum out of a
probability.
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Lemma 9 With the notation in Theorem 1 we have:

sup P(IQu(f) — Q(f)] > €/4)

= J€Fn

The proof technique is similar to the one in Devroye et al. (1996), Section 12.3. The
unusual term in the denominator originates in the symmetrization step. In a more standard
setting where we have EQ,, = @, this term usually “disappears” as it can be lower bounded
by 1/2, for example using Chebyshev’s inequality (e.g., Section 12.3 of Devroye et al.,
1996). Unfortunately, this does not work in our more general case, as we do not assume
unbiasedness and instead also allow EQ, # Q.

Proof First note that we can replace the data-dependent function class F,, by the class
Fp, which does not depend on the data:

P(sup |[Qn(f) — Q(f)| = €) < P(sup [Qn(f) — Q(f)] = ¢).

f€Fn feFn

Now we want to use a symmetrization argument. To this end, let X7,..., X/ be a ghost
sample (that is a sample drawn i.i.d. according to P which is independent of our first sam-
ple X1,...,X,), and denote by @, the empirical quality function based on the ghost sample.

Let f € F, be such that \Qn(A) - Q(f )| > ¢ if such an f does not exist then just choose
f as some other fixed function in F,,. Note that f is a data-dependent function depending
on the sample X1, ..., X;;. We have the following inequalities:

P(sup [Qn(f) — Qu(f)] = €/2)

fE€Fn

> P(IQn(f) — Qu(f)] > €/2)

> P(IQu(f) — QN = €,1Q4(F) — Q)| < ¢/2)

= E (P(Qu() = QDI = Q) = Q)| < e/21X1,.... X))

(f) -
—E(PIQu()) — QNI = X1, ..., X)P(IQ4(]) - QU < /21X, X))
—E (1g.7)-0p=PUQn (D — QU < /21X, X2))
= [E< 1Qu(H-QAI> fien}f_ P(Q(f) = Q(f)| < 6/2|X1,...,Xn)>
Eo,(h-ei=d (fienjjv P(1Q(f) = Q)| < ¢/2|X, ... ,Xn)>
= P(IQn(/) - Q)| = e) inf P(Qu(N = QU< &/2)
= P(sup [Qn(f) = Q(f)| = €) inf P(|Qn(f) — Q(f)] < €/2)
f€Fn fEFn
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The last step is true because of the definition of f note that due to the definition of J?the
event |Qn(f) — Q(f)| > € is true iff there exists some f € F, such that |Q,(f) —Q(f)| > ¢,
which is true iff sup eF |Qn(f) — Q(f)] > € (recall that we assumed for ease of notations

that all supremum are attained). Rearranging the inequality above leads to

P(sup [Qn(f) — Qu(f)| > €/2)

feFn
Flop [@nlf) = QU2 0) = P07 - QU £ /D)

Due to the symmetrization we got rid of the quantity Q(f) in the numerator. Furthermore,
using the assumption of the theorem that @, (f) does not involve any function evaluations
f(z) for x ¢ {X1,...,X,} we can apply a union bound argument to move the supremum
in the numerator out of the probability:

P(sup [Qn(f) — Qu(f)] = €/2)

J€Fn

< 5(Fn, 2n) sup P(IQn(f) — Q(f)] > €/2)

feFn

< 8(Fn, 20) sup P(IQu(f) — QUH| +1Q(F) — Qu(f)] = ¢/2)

feFn
< 28(Fn, 2n) sup P(|Qn(f) — Q)] > ¢/4)
feFn

This completes the proof of the lemma. |

Now we are ready to prove our first main theorem.

Proof of Theorem 1. Additionally to the functions f,, and f*, we will define

fn € argmin Q(f),

feFn

f* € argmind(f, f*).
feFn

To prove the theorem we have to show that under the conditions stated, for any fixed
e > 0 the term P(|Q(fn) — Q(f*)| > €) converges to 0. We can study each ”side” of this
convergence independently:

PIQ(fn) — Q() =2 €) = P(Q(fn) — Q(f") < —€) + P(Q(fn) — Q(f7) = €).

To treat the “first side” observe that if f,, € F then Q(f,) — Q(f*) > 0 by the definition of
f*. This leads to

P(Q(fn) —Q(f7) < —€) <P(fn ¢ F).
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Under Assumption (2) of Theorem 1 this term tends to 0.

The main work of the proof is to take care of the second side. To this end we split Q(f,,) —
Q(f*) in two terms, the estimation error and the approximation error:

Qfn) — Q%) = Q(fn) — Qf2) + Q(fn) — Q).

For a fixed € > 0 we have

P(Q(fn) — Q(f") = ) < P(Q(fn) — Q(f7) = €/2) + P(Q(S;) — Q(f7) = €/2).

In the following sections we will treat both parts separately.

Estimation error. The first step is to see that

Q(fn) — Q(f7) < 2sup |Qn(f) — Q(f)]-

fe€Fn

Indeed, since @, (fn) < Qn(f) by the definition of f,, we have

Q(fn) = Qfy) = Q(fn) — Qu(fn) + Qulfn) — Qu(fy) + Qu(fr) — Q(fy)
< 2fsup Qn(f) — Q)]

€Fn

Using Lemma 9 we obtain
sup P(|Qn(f) — Q(f)| = €/16)
feEFn

inf P(|Qn(f) — Q) <¢€/8)

feFn

P(Q(f) — Q(f2) > ¢/2) < 25(Fy,2n)

Now observe that under Assumption (1) the numerator of the expression in the proposition
tends to 0 and the denominator tends to 1, so the whole term tends to O.

Approzimation error. By definition of f it is clear that

Q(fy) — Q") < Q(f) — Q).
Using Assumption (3) this leads to

P(Q(f7) — Q(f) = ¢/2) SPQ(Y) -~ Q") = ¢/2)
< P((f, ) > 6(c/2)).
The right hand side clearly tends to 0 by Assumption (2).

THE PROOF OF THEOREM 2

Before proving Theorem 2, we again need to prove a few technical lemmas. The first one is a
simple relation between the shattering coefficients of the nearest neighbor function classes.
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Lemma 10 Let v € N and 3’:; and j—i be the function sets defined in Theorem 2. Then

s(ﬁ,u) < s(j—";,u) < KM (d+1)m?

Proof The first inequality is obvious as we have 3’:71 C j—"; For the second inequality
observe that

s(]/:;, u) < Kms*(j:;, w)

where s*(j:;, u) is the maximal number of different ways w points can be partitioned by
cells of a Voronoi partition of m points. It is well known (e.g., Section 21.5 of Devroye
et al., 1996) that s*(ﬁ,u) < w@+)m? for ¢ > 1. Note that for d = 1 a similar inequality
holds, we do not consider this case any further. |

The second lemma relates a function evaluated at a point x to the same function, evaluated
at the nearest neighbor of x in the training points. This lemma builds on ideas of Fritz, 1975.

Lemma 11 Let f: X — {1,..., K} be continuous almost everywhere and
L, :=P(f(X) # f(NN,,(X))| X1,..., Xp).
Then for every € > 0 there exists a constant by(e) > 0 independent of n such that

P(Ly, >¢€) < Ze s,

ol N

Proof By B(z,d) we denote the Euclidean ball of center = and radius d. The first step
of the proof consists in constructing a certain set D (depending on ¢) which satisfies the
following statement:

For all & > 0 there exists some 6(¢) > 0, a measurable set D C R? and a constant 1 > u > 0
such that

(a) P(D) >1—¢/2

(b)Vx € D :P(B(z,9)) >u

(¢) Yz € D the function f is constant on B(x,?).

Assume we have such a set D. Then using Properties (c) and (a) we can see that
Ly =P(f(X) # f(NNu(X))[ X1, ..., Xn)

<P(X ¢ D|Xy,...,Xn) +P(X € D,|X = NNu(X)| > 6| X1, ..., X,)

IN

4+ P(X €D,|X — NNyu(X)| > 6X1,..., X,).
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Using the Markov inequality we can then see that
P(L, >¢) <P(P(X €D,|X —-NN,(X)|>dX1,...,X,) >5)
< 2E(P(X € D,|X — NN, (X)| > 0| X1,..., Xn))
=2P(X € D,|X — NN,,(X)| > 9)
— 2 [, P(le = NNyu(2)| > ) dP(x).
Due to Property (b) we know that for all x € D,
P(lz = NNp(z)| >6) =P(Vie{l,...,m},xz ¢ B(X;,0))
= (1 -P(B(x,9)))"
< (1 —u)™.

Setting b(e) := —log(1 — u) > 0 then leads to

\V]

P(L,>¢) < g[P(D)(l —u)™ < 2 o—mb(3(e)

Q)

Note that this constant b(¢) will also be used in several of the following lemmas. To finish the
proof of the lemma we have to show how the set D can be constructed. By the assumption
of the lemma we know that f is continuous a.e., and that f only takes finitely many values
1,..., K. This implies that the set

C={zxeR¥:30>0:dzy) <= f(z) = f(y)}
satisfies P(C') = 1. Furthermore, for any § > 0 we define the set

As={z e C:d(x,y) <0= f(z) = f(y)}.

We have UsAs = C, and for o > ¢ we have A, C As. This implies that given some ¢ > 0
there exists some d(¢) > 0 such that P(As()) > 1 —€/4. By construction, all points in As )
satisfy Property (c).

As the next step, we can see that for every § > 0 one has P(B(z,d)) > 0 almost surely
(with respect to z). Indeed, the set U = {z : 36 > 0 : P(B(z,0)) = 0} is a union of sets
of probability zero. So using the fact that R? is separable we see that P(U) = 0. Thus,
P(P(B(X,6)|X) > 0) = 1, which implies P(P(B(X,)|X) > 1) — 1. This means that given
e > 0 and 6 > 0 there exists a set A and a constant v > 0 such that P(A) > 1 — ¢/4 and
Vo € A,P(B(z,d)) > wu. So all points in A satisfy Property (b).

Now finally define the set D = A[] A;(,). By construction, this set has probability P(D) >
£/2, so it satisfies Property (a). It satisfies Properties (b) and (c) by construction of A and
Aj(e), respectively. |
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Proof of Theorem 2. To prove this theorem we will verify that the conditions (1) - (3)
of Theorem 1 are satisfied for the function classes studied in Theorem 2.

Lemma 10 proves that Condition (1) of Theorem 2 implies Condition (1) of Theorem 1.
Moreover, it is obvious that Condition (3) of Theorem 2 implies Condition (3) of Theorem 1.

Thus we only have to prove Condition (2) of Theorem 1. We begin by proving that P(f,, ¢
F) — 0. As fn, € F, by definition we have that ®,(f, %) > an forall k =1,..., K. A union
bound argument shows that

P(fn & F) < KSt;p P(®(fnk) < a).

Using the same techniques as in the proof of Lemma 9 we can see that

((I)n(fn,k) - (I)(fn,k) > ap — CL)
(sup ®n(grk) — ®(9k) = an — a)

gEFn
sup P(®n(gx) — ®(gk) = (an — a)/4)
= gE€Fn
< 25(Fn, 2n) inf P(%n(98) — @(g1) < (an —)/2)
geFn

Moreover, we already proved in Lemma 10 that s(j:;, 2n) < K™(2n)@+Dm*  Condition (5)
of Theorem 2 then implies that P(®(f, %) < a) tends to 0.

Now we have to prove that for f € F the term d(f,F,) := minger, d(f,g) tends to 0 in
probability. Let f(z) = f(NNp(z)). If f € F, then d(f,F,) < d(f, f), so the following
holds true:

P(d(f, Fn) =€) < P(f & Fo) + P((f, ) = ©).

The second term on the right hand side tends to 0 because of Lemma 11. To deal with the
first term on the right hand side, observe that

[P(J?g Fn) < ngp[P((I)n(fk) < ap).

Because of Condition (4), for all € > 0, f € F and g € F,, there exists 6(¢) > 0 such that

d(f,9) < 9(e) = (fi) — ®(gr) < €
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Define afl := infy, ®(fx) — an. Since f € F there exists N such that n > N = afl > 0. For
n > N we have the following inequalities:

P(®n(fr) < an)

= P(2(f1) — Pulfi) = (f) — an)

= P(2(fi) — (fr) + B(fi) = Pulfi) = B(fi) — an)

< P(®(f) = 2(fr) = (2(fr) — an)/2) + P(B(fr) — (i) = (B(fr) — an)/2)
< P(®(fi) = 2(fr) = an/2) + P(®(fi) — u(fi) = al/2)

< P(d(f. F) > 8(ah/2)) + P(sup B(gi) — Dulge) > af/2)
ge€Fn

< s /Q)e—mb@(afz/?)) + P(sup ®(gy,) — nlge) > al/2).

If m — oo then the first term goes to 0. Indeed, §(af/2) and b(5(af,/2)) tend to positive
constants since f € F and thus a£ — infy ®(fx) — a > 0. For the second term, the key step
is to see that by the techniques used in the proof of Lemma 9 we get

P(sup ®(gx) — Pu(gr) > a},/2)
gEFn

sup P(®(gx) — Pn(gr) > aj/8)
< 2K™(2n)(d+1)m? IE7n

inf P(®(gx) — Pnlgr) < al/4)’
gEFn

Under Condition (2) this term tends to 0. [ |

THE PROOFS OF THE CONSISTENCY THEOREMS 3, 5, 7 AND 8.

All those theorems are applications of Theorem 2 to specific objective functions @, and @
and to specific functions ®,, and ®. For all of them, we individually have to check whether
the conditions in Theorem 2 are satisfied. In this section, we do not follow the order of the
Theorems in the paper. This is only due to better readability of the proofs.

In most of those proves, we will use the McDiarmid inequality (McDiarmid, 1989), which
we recall for the convenience of the reader:

Theorem 12 (McDiarmid inequality) Let (X,)nen be a sequence of independent ran-
dom wvariables. Let g : (R)™ — R be measurable and ¢ > 0 a constant such that for all
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1 <1¢ < n we have

/
sup g1, ... xn) —g(z1, . i, 2 iy, xn) < c
Z1,...,Tn,z ERY

Then

2¢2

lP(‘g(le o 7X’Vl> - |E9<X17 . 7XTL)‘ Z 6) S QG_W_

. . 2 . .
Moreover, several times we will use the fact that a,, — a, m — oo and nTa_l‘;g 7;2 — 0 implies
n

2
that n(a — a,)? — co and % — 0.

Before we look at the “combined” objective functions such as Ncut, RatioCut, WSS, we
will prove some technical conditions about their “ingredients” cut, vol, E fi(X) and WS.

Lemma 13 (Conditions (2), (4), and (5) for cut, vol, Ef;(X), and WS) Assume that

m?logn
Bt =LY
n(a — ay)?

then vol, cut, Efi(X) and WS satisfy Conditions (2), (4) and (5) of Theorem 2.

Proof To prove Conditions (2) and (5) we are going to use the McDiarmid inequality.
Observe that if one replaces one variable X; by a new one X/, then vol,, changes by at most
2C'/n, cut,, changes by at most 2C/n, WS( fx) changes by at most 2C'/n, and ny(f) changes
by at most 1/n. Using the McDiarmid inequality, this implies that for all g € .7-"; and € >0

nEz

P(] vol,(gx) — vol(gr)| > €) < 2e™ 2c2,
7L€2

cuty(gr) — cut(gg)| > €) < 2e 202,

3

’ﬂEQ
P(| WSy (gr) — WS(gr)| > €) < 2e” 202,
2

(
(
(
P(jni(g) — Egr(X)| > €) < 2e7.
So to prove Condition (2) we have to show that

Ve > (),Km(Qn)(dﬂ)"ﬁe_”6 — 0.

_ mlogK+(d+1)m2 log(Qn)+ )
This follows clearly from K™ (2n)(@+0m?c—ne — ¢ n( - ) and

2 . . . .
% — 0. Moreover, since n(a — a,)? — oo Condition (5) is also true.
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To prove (4) for each of the objective functions, let f,g € H and fx and g be the corre-
sponding cluster indicator functions for cluster k. Then we can see that

|vol(gr) — vol(fi)] = | / / fo(X) — ge(X)s(X,Y) dP(X)dP(Y)|
< 0dP(X)dP(Y) + C 1 dP(X)dP(Y)
{fk=9r} {fk=gr}°
= CP(fk # gr)
< Cd(f,g).

| cut(gi) — cut(fi)| = | / / () (1= fu(Y)S(X,Y) — ge(X) (1 — ge(Y))s(X, Y) dP(X)dP(Y) |

<o// 0 dP(X)dP(Y +c// 1 dP(X)dP(Y)
{f 9}2 {f=g}?)°

= C(1=P(f(X) = g(X))*)
20(1—( - (f,g))Q)
<20d(f,9),

|Efi(X) — Egu(X)] < d(f,9),

| WS(fx) — WS(gk)| = ’//(fk(X)fk(Y) — gk(X)ge(Y))s(X,Y) dP(X)dP(Y) |
< / 0 dP(X)dP(Y) + C 1 dP(X)dP(Y)
{f=g}?

({f=g}2)e
=C(1-P(f=9)%

=C(1—(1—d(f,9))
<20d(f,g).

Now we are going to check that the “combined” objective functions Ncut, RatioCut, Mod,
WSS, BWR satisfy the conditions of Theorem 2. For many of the objective functions, one
important step in the proof is to separate the convergence of the whole term into the con-
vergence of the numerator and the denominator.

Lemma 14 (Condition (1) for Ncut) Assume that

2
m logn_)o

n

then Ncut satisfies Condition (1) of Theorem 2.
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Proof We first want to split the deviations of Ncut into those of cut and vol, respectively.
To this end we want to show that for any f € F,

{lcutn(fr) — cut(f)| < ge} | voln(fr) — vol(fi)| < Ge}
utn (fx) ut(fx)
< {5 7~ f/ol DIEE
This can be seen as follows. Assume that |cut, (fi)—cut(fx)| < e and | vol,,(fx) —vol(fr)| <
e. If vol(fx) # 0 then we have (using the facts that cut(f;) < vol(fx) and that vol,(fz) >
ap > a by definition of F,,):

cutn (fr)  cut(fx) _ cutn(fr) vol(fx)—cut(fx) voln (fx)
voln(fk)  vol(fx) voln (fx) vol(fk)

< (cut(fi)+e) vol(fr)—cut(fi) (vol(fx)—€)
= volp (f) vol(fx)

— e cut(fi)+vol(fi)
voln (fk) vol(f)

< 2

a

On the other hand, if vol(fx) = 0 then we have cut(fx) = 0, which implies cut, (fx) < € by
the assumption above. Thus the following statement holds true:

cuty(f)  cut(f) _ cutn(f) _ e _ 2e

= <-<

vol,(f)  vol(f) ~ vol,(f) “a = a’

cut(fr) _ cutn(fr)
vol(fx)  voln(fk)’

Using the same technique we have the same bound for which proves our

set inclusion.

Now we apply a union bound and the McDiarmid inequality. For the latter, note that if
one changes one X; then cut,(f) and vol,(f) will change at most by 2C/n. Together all
this leads to

P(| Ncut(f) — Neut,, (f)| > €)

< KsuplP(\CUt"(fk) ~ cut(fx)

PP o)~ ol )| /)

< Ksup (P( cuta(fe) = cut(fi)] > 57€) +B(| volu(fi) = vol(fi)] > 57-€))

2 2
<4Ke “RCTRT
To finish we have to prove that

Ve > 0, K™t (2p)(@+Dm? g=ne _

) ((m+1)10g K+(d+l)m log(2n) +€>
This follows clearly from K™+ (2n)d+1)m"g—ne — ¢ " and
2
ntlogn () .
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Lemma 15 (Condition (3) for Ncut) Ncut satisfies Condition (3) of Theorem 2.
Proof Let fe F,g¢ 3’-:; In the proof of Lemma 13 we have already seen that
| cut(f) — cut(g)| < 2C4d(f,g)

[ vol(fx) — vol(gr)| < 2Cd(f,9)-
If vol(g) # 0 then we have (using the fact that we always have cut(f) < vol(f)):

cut(fr) _ cut(ge) _ cut(fx) vol(gx)—cut(gy) vol(fx)

vol(fr) ~ vol(gx) vol(fx) vol(gk)

(cut(gr)+2Cd(f,9)) vol(f)—cut(gy)(vol(gr)—2Cd(f,g))
vol(fx) vol(gk)

IN

2Cd(f,g) vol(gx)+cut(gx)
vol(fx) vol(gx)

<24(f,9)).

On the other hand if vol(gx) = 0 then we have |cut(fx)| < |vol(fx)| < 2Cd(f,g), in which
case the following holds true:

cut(fy) cut(gr) _ cut(fy) _ 2Cd(f,9) _ 4C
- a

vol(fk)  vol(f)  Vvol(f) a

So all in all we have 1CK
Neut(f) — Neut(g) < ~—d(f, g).
a

We can use the same technique to bound Ncut(g) — Ncut(f). This proves that Ncut is Lip-
schitz and thus uniformly continuous. |

Lemma 16 (Condition (1) for RatioCut) Assume that

2
m*logn -0
n
then RatioCut satisfies Condition (1) of Theorem 2.
Proof Using exactly the same proof as for Lemma 14 (just changing vol,(fx) to ng and
vol(f) to Efx(X) and using the fact that cut(fi) < CEfi(X)) we get

P(] RatioCuty,(f) — RatioCut(f)| > ¢)

a

SR

Now a simple McDiarmid argument (using again the fact that changing one X; changes
cut, by at most 25/n) gives

< ssup (P cut () — eut()] > 5570 + Pllme() — EACOI>
k

(S+1)

na262

na2€
P(] RatioCut,(f) — RatioCut(f)| > €) < 2Ke sc?k? + 2Ke 2K7 .
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We conclude the proof with the same argument as in Lemma 14. |

Lemma 17 (Condition (3) for RatioCut) RatioCut satisfies Condition (3) of Theorem 2.

Proof This follows by the same proof as Lemma 14, just changing vol, (fx) to ng, vol(fx)
to Efx(X) and using the fact that cut(fi) < CEfr(X). [ |

Lemma 18 (Condition (1) for BWR) If m?logn/n — 0, then BWR satisfies Condi-
tion (1) of Theorem 2.

Proof Let f € F,,. Let € < a/2. If |[WS,(fx) — WS(fi)| < € and | cuty, (fi) — cut(fr)] < e
then WS(fx) > a/2 > 0 (because WS,,(fx) > an > a since f € F,). This implies

cutn(fr)  cut(fe) _ WS(fr) cutn(fr) —WSn (fx) cut(fx)
WSn(fe)  WS(fx) WS (fx) WS(fk)

< WS(f) (cut(fi)+€)—(WS(fx) =€) cut(fy)
= WSn (fr) WS(fk)

_ € WS(fx)+cut(fi)
= WS, (fx) WS(fr)

2Ce
> 2

The analogous statement holds for %g((?;)) = 35;2((’}‘;)) Thus, if € < C/a then

{IWSn(fi) = WS(fi)] < a’¢/(20)} N {] cutn (fr) — cut(fi)| < a’¢/(20)}

cutn(fi)  cut(fr)
AWs, () ~ W)

<€}

As a consequence, if € < CK/a we have

cuty(fr)  cut(fr) . >
WS () ws(h)| K
< Ksip (P(| WSn(fr) — WS(fi)| > a’e/(2CK)) 4 P(| cut, (fr) — cut(fz)| > a26/(2C’K))) .

P(|BWR,(f) — BWR(f)| > ¢) < ngplP <

Using the McDiarmid inequality together with the fact that changing one point changes
cut, and WS,;, by at most C/(2n), we get for e < CK/a:

4 2

P(IBWR,(f) — BWR(f)| > ¢) < 4Ke™ scTiz.
On the other hand, for ¢ > C'K/a we have
P(|BWRA(f) — BWR(f)| > ¢)

< P(IBWRA(f) = BWR(f)| > SK/a)

_na4(SK/a)2
<4Ke ~8cTk? .
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So all in all we have proved that

na4(min(e,CK/a))2

P(|BWR,(f) — BWR(f)| > €) < 2Ke  scix?

We conclude the proof with the same argument as in Lemma 14. |

Lemma 19 (Condition (3) for BWR) BWR satisfies Condition (3) of Theorem 2.

Proof Lete >0, fe Fand g € F,. We have already proved the two following inequalities
(in the proofs of Lemmas 13 and 15):

| cut(fr) — cut(gr)| < 2Cd(f,g)
| WS(fr) — WS(gr)| < 2Cd(f,9g)

If 2Cd(f,g) < a/2, then using that WS(fx) > a we get WS(gx) > a/2 > 0. By the same
technique as at the beginning of Lemma 18 we get

2CK

[BWR(f) - BWR(g)| < =2Cd(.g).
Written a bit differently,
a 4C?°K
d(f,9) < ;5 = [BWR(f) = BWR(9)| < —5—d(f,9)-

Now recall that we want to prove that there exists § > 0 such that d(f,g) < 0 =
|BWR(f) — BWR(g)| < c.

If e < CK/a then we have:

a? a 4C*K

A(f.9) < Jomre < 16 = |BWR() ~ BWR(g) < = ~d(f.9) < e.

On the other hand, if ¢ > CK/a then

a 4C°K
d(f,g) < Yrolnd |BWR(f) - BWR(g)| = —5—d(f,9) s CK/a<e
so we have proved the lemma. |

Lemma 20 (Condition (1) for WSS) If @ — 0 and that suppP C B(0,A), then
WSS satisfies Condition (1) of Theorem 2.

33



BUBECK AND VON LUXBURG

Proof Let f € Fo. First note that

n K
1 2
[WSSa(f) = WSS(H)l = |~ > (X Xi — cxnl [Eka X — el
=1 k=1 k=1
1 n K
ﬁZka D)X — crnll — Zka ) Xi — el
=1 k=1 =1 k=1

S|
Ms

K
D (X)X — exl” = [Eka )X — el
=1

1k

A

Now we will bound the probability for each of the terms on the right hand side. For the
second term we can simply apply McDiarmid’s inequality. Due to the assumption that
suppP C B(0, A) we know that for any two points z,y € suppP we have |z — y|| < 2A.
Thus if one changes one variable X; then the term 23" | Zszlfk (X)|| X —cx||? will change
by at most A%/(4n). This leads to
) 2ne2
>e | <2 At

( Zka DX — el — [Esz X — el

i=1 k=1 k=1
Now we have to take care of the first term, which can be written as

1 n K
EZ D 1R(XG) (11X = ernll® = 1X5 = eil?) -
i=1 k=1
The triangle inequality gives
16 = crnll® < (1% = crll + llekn — exl)?,
and together with the fact that supp P C B(0, A) this leads to
1 = crnll® = 11X = cll? < 6A]lcxn — el
So at this point we have

Zka DX = crnll” = 11X — e ])?

zlkl

< 6ASI]1P Hck,n - Ck”

We will denote the j-th coordinate of a vector X by X7. Recall that d denotes the dimen-
sionality of our space. Using this notation we have

2
E ) X7 11
llekn — cxl® = Z ( g}( - **ka ) :

J=1
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Our goal will be to apply the McDiarmid inequality to each coordinate. Before we can do
this, we want to show that

{lne — Efi(X)] <

25} N IR AX)X] —EARMOXY < =) € {ld—d,l <<
=1

n
To this end, assume that |ny — Efi(X)| < e and ]%ka(Xl)Xf —Efi,(X)X7| < e
In case Efi(X) # 0 we have

o mEf(XO)XT = Ef(X) 5 i (X)X

% = o = ngEfr(X)

(Efi(X) + OEfo(X) X7 — Efi(X)(Efp(X)X7 —¢)
nigEfi(X)

e Efg(X)X7 + Efy(X)

ng [Efk(X)

(A+1)e

IN

and similarly for cj e CZC

On the other hand, in case Efi(X) = 0 we also have Efx(X)X? = 0 (as f; is a non-
negative function and | X| is bounded by A). Together with the assumption this means that
LS fu(Xi)X] < e. This implies

;€ (A4 1)e
‘cljc ,n nanfk > a < —

a

which shows the inclusion stated above. The McDiarmid inequality now yields the two
statements

P(|ng — Efp(X)] > €) < 2720

1n
u><
n
=1

> A(X)X] — Efe(X)X

. 2ne2
I >e] <2 a2

Together they show that for the coordinate-wise differences

. 2na262 2na252 27La262
HD(‘C’]]C ’ > 6) < 26 (A+1)2 + 26 A2(A+1)2 < 46 max(1,A2)(A+1)2
This leads to
d
P(lek = crnll > €) =Pl — ) < dsupP(|c], — .| > ¢/Vd)
j=1 3
2na252

< 4de  dmax(1,AZ)(A+1)Z
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Combining all this leads to a bound for the first term of the beginning of the proof:

P ( Lo S XD (1K = ernll? — (1% — ckH2)’ > 6)
< P (supy [[ckn — ckll > €/(64))

< K supy, P(llcgn — il = €/(64))

Tla2€2

< 4dKe 18dmax(1,A2)AZ(A+1)2

Now we combine the probabilities for the first and the second term from the beginning of
the proof using a union bound to get

’rLa26 87162

P(| WSS, (f) — WSS(f)| > €) < 4dKe 18dmax(1,ANAZ(A+1)? 4 2e™ at |

We conclude the proof with the same argument as in Lemma 14. |

Lemma 21 (Condition (3) for WSS) Assume that supp P C B(0, A) then WSS satisfies
Condition (3) of Theorem 2.

Proof Let f € F,g € 3’:; We begin with the following inequality, which can be seen by
splitting the expectation in the part where {f = g} and {f # g} and using the fact that
supp P C B(0, A):

|WSS(f) = WSS(g9)] = [EX i fe(XIX — cu(H)1? — gr(X) X — cr(9)]?|

< 4A%A(f,9) + [ =gy Srct S (X) (IX = (NI = 1X = ex(9)]?)

For the second term we have already seen in the proof of the previous lemma that || X —
ce(HII? = I1X = cx(9)]1? < 64 lck(f) — cr(g)]- So for the moment we have

| WSS(f) — WSS(g)| < 44%d(f,g) + 6A sup ller(f) = er(g)ll-

Now we want to bound the expression ||cx(f) — cx(g)||- First of all, observe that |Efi(X) —
gr(X)| < d(f,g) and |[Efp(X)X — gx(X)X[| < Ad(f, 9)-

In case Egi(X) # 0 we have
[Egk (X)E fi (X)X — Efi(X)Eg(X)X||

ler(f) —cr(g)l = Efr(X)Egr(X)
< [Egi(X) (B (X)X — BEge(X)X) || + [ (Egr(X) — Efx(X)) Egi(X) X||
- Efr(X)Egr(X)
< BEgr(ONEf(X)X — g (X)X]| + ABgy,(X)|Egr(X) — fi(X))]
- Efr(X)Egr(X)
2A
< 2a5,9)
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On the other hand, in case Egx(X) = 0 we also have Egr(X)X = 0 (as g is a non-negative
function and |X| is bounded by A). This leads to

Efi(X)X  Ege(X)X
Efr(X) Egr(X)

Combining all results leads to

Efi(X)X
Efu(X)

() — (o)l = | =1 < 2a(r.9) < 22ats,9)
|WSS(f) ~ WSS(g)| < 44(1 +3/a)d(f,9)

which proves the lemma. |

Lemma 22 (Condition (1) for Mod) If m?logn/n — 0, then Mod satisfies Condition
(1) of Theorem 2.

Proof Let f € f Using McDiarmid inequality one can prove

K 2
IZ pyes ka s(X;, X;) E[Efk )S(X,Y)| > €) < 2e” 555,

k=1 %#J

Now for ease of notation let

Qn(f) = o 1 ———3 Zka X5) D> s(Xi, Xi) Y s(X, X0)

k=1 i#j INEZ) IRES]
() szk / (X, 2)aP(2) [ 5%, 2)i0(2)
k: 1 i#j

K
_ ()£ (V) | s(X, 2)dP(2) | s(Y, Z2)dP(Z)d(P x P)(X,Y).
;/ [ 5 / /

If we have an exponential bound for P(|Q,(f) — Q(f)| > €) then with the above bound
we would have an exponential bound for P(| Mod,,(f) — Mod(f)| > €). Thus with the same
argument than the one at the end of Lemma 14 the current lemma will be proved.

First note that

P(1Qu(f) — Q(f)] > €) < P(Qn(f) — Qn(f)] = ¢/2) + P(IQn(f) — Q(f)] > €/2).

Moreover [EC,Q\;L( f) = Q(f) and thus with McDiarmid one can prove that

2

P(IQn(f) — Q(f)| = €) < 2eacix?.
The next step is to use the fact that for real numbers a, b, a,, b, € B(0,C),

lab — anby| = |ab — apb + apb — anby| < C(la — ap| + |b—by).
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This implies the following inequalities:

1Qu(f) — Qn(f)]

< n(nK_ 5 > (n_11)2 D s(Xi X)) ) s(X5, X)) — /S(Xi,Z)dIP(Z)/s(Xj,Z)d[P(Z)
1#£j INE INES]
< 2CK sup |-— E:JX@XQ—/QM%ZMHZ).

1ii

Hence the following:

P(Qn(f) ~ @ul)] = ) < Ploup |- 3™ s(Xis X)) — [ 5(Xe. 2)dP(2)] 2 ¢/(2CK))

’ 114
< nsup P(\ﬁ Z s(Xi, X)) — /S(XZ', 2)dP(Z)| > ¢/(2CK)).
v 114

Now to bound the last term we condition on X; and use the McDiarmid inequality. Then
taking the expectation yields the exponential bound:

P 3 o Xi) - [ stx.210(2)) > ef2c)
= E(P(|- ! -5 (X, X) - /s(XZ-,Z)d[P(Z)\ > ¢/(2CK)| X))

LI
TLEQ
< E(2e 201K?)

ne2

= 2¢ 20%KZ2,

All in all we proved that

2

n52 ne
P(] Mod,,(f) — Mod(f)| > €) < 2e” 5¢2k2 + 2(n + 1)e 3202K2,

The n in front of the exponential obviously does not matter for the limit, see end of the
proof of Lemma 14. [

Lemma 23 (Condition (3) for Mod) Mod satisfies Condition (3) of Theorem 2.
Proof Let fe F,g¢ 3’-:; Following the proof of Lemma 15 we have:

K
Mod — Mod < C+C?
| Mod(f) <g>|_;//({ (C+C?)

f=g}?)¢
= K(C +C?%)(1—(1—d(f,g)?)
< 2K(C + C?d(f,g).
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THE PROOFS OF THE CONVERGENCE RATES IN THEOREMS 4 AND 6.

The following lemma collects all the bounds given in the previous proofs for WSS . Whenever
possible, we used the one-sided McDiarmid inequality.

Lemma 24 Assume thatsupp P C B(0, A) for some constant A > 0. Let o}, := infy, Ef}(X)—
an. Then a)y — a* := inf, Eff(X) —a > 0. For all n and € > 0 there exists a constant
b(al /2) which tends to a constant C' > 0 when n — oo, and a constant b(e/(8A%(1+3/a)))
(see Lemma 11 for more details about b) such that the following holds true

P(IWSS(fn) — WSS(f*)[ = €)

(d+1)m? | _4dKe 6164 e e A e
m+1 +1)m e max(l, +2e 324 e 8 e 32
< 2K™t1(2n) +

na2€

2
|—ddKe 308dmax(1A?)AZ(ATD)? _9. gaf  l—e 2 1-e” &

+AK —mb(a7,/2) 4 (16A2(1 + 3/a)/E)efmb(e/(SAQ(lJrS/a)))_

*
A,

Proof of Theorem 4. First we take care of the last two terms. There exists N’ which
depends on the rate of convergence of a,, and on a* such that for n > N’ we have

a, < a*/2.

This implies b(a}/2) < b(a*/4) (see Lemma 11 for details). Now let O] := b(e/(8A%(1 +
3/a))) and C% := b(a*/4). Then for n > N’ we have:

4K _i(as/2) 2 —mb(e/(8A%(1+3/a)))
e + (164%(1 + 3/a) /e)e
< 8Ka*e %™ + (16A%(1 + 3/a)/e)e 1™
< 016_02m
with
C = max(8Ka*; 16A2(1 + 3/a) /¢) and Cy := min(CY; C3).

(s is a positive constant which depends on a, a*, A, e and P. C depends on K, a,a*, e and A.

Since we assume n(a, —a)? — oo there exists N” which depends on the rate of convergence
of a,, and on a* such that n > N” implies:

7n(an—a)2 na:; 7n(an—a)2

e s <1/2 and e 2 <e
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This means that for n > N” :

n(a,nfa,)2 nak?
Ke 8 Ke ™8 _nan—a)?
+ <4Ke 8 .
_"(an_a)Q nc:,f,’2
1—e 2 1—e "8

Finally let N = max(N’, N”) and

C 8dK
3= _ NaZe Ne2
1 —4dKe 308dmax(1,A2)A2(A+1)2 _ Q¢ gad
2
. a 1
Cy := min(

616d max(1, A2) A2(A + 1)2 3241

Since € < 1 we have with these notations for n > N:

naZe 2

4dK e 5l6dmax(1,AD)AZAF)? | Q¢ 3247

na2e ne2

1 — 4dKe 308dmax(1,A2)A2(A+1)2 _ 90" 5at

< (C3/2)e~ G,

All in all Theorem 4 is proved. |

The proof of Theorem 6 works analogously, we just replace the above lemma by to
following one:

Lemma 25 Assume that the similarity function s is bounded by C > 0. Let a;, := infy, vol(f}})—
an. Then a} — infy vol(f}) —a > 0. For all n and € > 0 there exists a constant b(ay; /(25))
which tends to a constant C' > 0 when n — oo, and a constant b(ac/(8SK)) (see Lemma
11 for more details about b) such that the following holds true

P(| Ncut(f,) — Neut(f*)| > €)

2 * 2
na?e? n(an—a) nan
2 " 2048C2 K2 B Cc2 " 128C2
< 2Km+1(2n)(d+1)m 4e 2048 S 32 - 2
_ __na<“e _n(ap—a) nay
1-4Ke 512C2K2 1—e 8C?2 1—e 3202

i 45;(6—mb(a;/(20)) T 16(S‘€K€—mb(ae/(8CK))'
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