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Rémi Munos
SequeL team, INRIA Futurs

University of Lille
59653 Villeneuve d’Ascq, France
remi.munos@inria.fr

Csaba Szepesv́ari∗

Department of Computing Science
University of Alberta

Edmonton T6G 2E8, Canada
szepesva@cs.ualberta.ca

Abstract

We consider continuous state, continuous action batch reinforcement learning
where the goal is to learn a good policy from a sufficiently rich trajectory gen-
erated by some policy. We study a variant of fitted Q-iteration, where the greedy
action selection is replaced by searching for a policy in a restricted set of can-
didate policies by maximizing the average action values. Weprovide a rigorous
analysis of this algorithm, proving what we believe is the first finite-time bound
for value-function based algorithms for continuous state and action problems.

1 Introduction

Batch reinforcement learning (RL) refers to the problem of finding a good policy given some fixed
set of samples. This problem is highly relevant for industrial applications where data is gathered by
following a fixed controller, after which there is no furtheropportunity to interact with the system.
Another very common characteristics of industrial problems is that the space of states and actions is
continuous (or has continuous components). In this paper westudy such problems. Intriguingly, to
our best knowledge there is no known theoretically sound approach to this problem.

Continuous action problems are most often tackled by means of policy search algorithms (e.g.
[1, 2, 3]). Although these algorithms tend to assume that they can obtain new samples (either by
interacting with the environment or in a simulated environment) they could be adopted to the batch
setting.

In this paper, however, we start from value-function based methods [4]. The potential advantage of
these methods is that they may make a better use of the structure of the problem by exploiting the
recursive nature of the value functions. However, for this they need efficient function approximation
algorithms and learning algorithms that are capable of dealing with the imprecisions introduced by
the approximate representation of the value functions. This approach can be criticized on the basis
that it may run into trouble when the value functions are difficult to represent. Nevertheless, we
find it more interesting to study these methods because at least they carry the promise of being more
efficient than brute-force search methods.

Value-function based RL is deeply connected to dynamic programming (DP). Most algorithms are
relatives to one of the basic DP methods.Policy iterationbased algorithms keep a policy, compute its
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action-value function and then compute a new policy based onthe obtained value function. Least-
squares policy iteration (LSPI) is a recent algorithm that uses least-squares temporal difference
learning to evaluate policies [5]. Another example is the algorithm proposed in [6] that employs a
modified Bellman-residual minimization (BRM) criterion. Interestingly, LSPI can be shown to be
a special case of this algorithm [7]. The BRM algorithm comes with a finite time performance
bound that (under appropriate “richness” conditions on thedata and “smoothness” conditions on the
problem) shows that in the limit of an indefinite number of samples the loss compared to an optimal
policy can be made to converge to zero, i.e., the algorithm isconsistent. Since LSPI is a special case
of the BRM algorithm, the theoretical results show that the LSPI can also be made consistent. These
results, however, heavily exploits that the number of actions is finite: The bounds explicitly depend
on the number of actions (in a quadratic fashion) and therefore it is not evident if these algorithms
would work without any modifications when the actions-spaceis infinite.

Another recent algorithm is fitted Q-iteration (FQI) due to Ernst et al. [8], which is a variant of
fitted value iteration [9] applied to action-value functions. Fitted value iteration algorithms come
with convergence guarantees but only when the function approximator employed is restricted to
“averagers” [10, 9]. These guarantees hold for infinite action spaces, as well.However, to our
best knowledge there are no results that would characterizethe finite-sample performance of these
algorithms and hence no guidance is available for how to makethe best use of the available samples
(for a related asymptotic result see [11]). Nevertheless, FQI has been applied successfully in a
number of challenging domains and was found to perform well even when used with non-averager
function approximation methods, such as neural networks [12, 13].

In this paper we study FQI in continuous state and action spaces. We propose a modification of
the basic algorithm and prove bounds on its finite-sample performance that can be used to show the
consistency of the modified algorithm. The modification concerns the selection of greedy actions:
In the modified algorithm the exact, pointwise optimizationis replaced by searching for a policy in
a restricted policy class that maximizes the sum of action-values over the sampled states. Although
this step is not necessarily cheaper than the original pointwise optimization, we will argue that
it improves across state generalization and is essential toprevent overfitting which might happen
when using the unmodified updates.

2 Preliminaries

We will build on the results from [6, 7, 14] and for this reason we use the same notation as these
papers. The unattributed results cited in this section can be found in the book [15].

First, we need to fix some technical notations: For a measurable space with domainX we letM(X )
denote the set of all probability measures overX . Forν ∈ M(X ) andf : X → R measurable we let
‖f‖p,ν (p ≥ 1) denote theLp(ν)-norm off : ‖f‖p

p,ν =
∫
|f(s)|pν(ds). We simply write‖f‖ν for

theL2-norm off . We shall use the shorthand notationνf to denote the integral
∫

f(s)ν(ds). We
denote the space of bounded measurable functions with domain X by B(X ). Further, the space of
measurable functions bounded by0 < K < ∞ shall be denoted byB(X ; K). We let‖f‖∞ denote
the supremum norm:‖f‖∞ = supx∈X |f(x)|. IE denotes the indicator of eventE, 1 denotes the
function that takes on the constant value one everywhere over its domain. The Lebesgue measure
shall be denoted byλ.

A discounted MDP is defined by a quintuple(X ,A, P, S, γ), whereX is the (possible infinite)
state space, A is the set ofactions, P : X × A → M(X ) is thetransition probability kernelwith
P (·|x, a) defining the next-state distribution upon taking actiona from statex, S(·|x, a) gives the
corresponding distribution ofimmediate rewards, andγ ∈ (0, 1) is the discount factor. HereM(X )
denotes the space of probability measures overX .

We start with the following mild assumption on the MDP:

Assumption A1 (MDP Regularity) X is a compact subset of thedX -dimensional Euclidean space,
A ⊂ [−A∞, A∞]dA . We assume that the random immediate rewards are bounded byR̂max, and
that the expected immediate reward function,r(x, a) =

∫
rS(dr|x, a), is uniformly bounded by

Rmax: ‖r‖∞ ≤ Rmax, where‖ · ‖∞ denotes the supremum norm.
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A policy determines the next action given the past observations. Theaction can be chosen stochas-
tically. Formally, a policy thus maps past observations to adistribution over the set of actions.1 A
policy is deterministic if the probability distribution concentrates on a single action for all histories.
A policy is called(non-stationary) Markovianif the distribution depends only on the last state of the
observation sequence and the length of the history. A policyis calledstationary (Markovian)if the
distribution depends only on the last state of the observation sequence (and not on the length of the
history).

Thevalueof a policyπ when it is started from a statex is defined as the total expected discounted
reward that is encountered while the policy is executed:V π(x) = Eπ [

∑∞
t=0 γtRt|X0 = x] . Here

Rt ∼ S(·|Xt, At) is the reward received at time stept, the state,Xt, evolves according toXt+1 ∼
P (·|Xt, At), whereAt is sampled from the distribution determined byπ. We useQπ : X ×A → R

to denote theaction-value functionof policy π: Qπ(x, a) = Eπ [
∑∞

t=0 γtRt|X0 = x, A0 = a].

The goal is to find a policy that attains the best possible values,V ∗(x) = supπ V π(x), at all states
x ∈ X . HereV ∗ is called theoptimal value functionand a policyπ∗ that satisfiesV π∗

(x) =
V ∗(x) for all x ∈ X is calledoptimal. Theoptimal action-value functionQ∗(x, a) is Q∗(x, a) =
supπ Qπ(x, a). We say that a (deterministic stationary) policyπ is greedyw.r.t. an action-value
functionQ ∈ B(X ×A), and we writeπ = π̂(·; Q), if, for all x ∈ X , π(x) ∈ argmaxa∈A Q(x, a).
Under mild technical assumptions, such a greedy policy always exists. Further, the greedy policy
w.r.t. Q∗ is optimal. For a deterministic stationary policyπ, we define itsevaluation operator,
T π : B(X ×A) → B(X ×A), by (T πQ)(x, a) = r(x, a)+γ

∫
Q(y, π(y))P (dy|x, a). It is known

thatQπ = T πQπ. Further, if we let theBellman operator, T : B(X × A) → B(X × A), defined
by (TQ)(x, a) = r(x, a) + γ

∫
supa∈A Q(y, a)P (dy|x, a) thenQ∗ = TQ∗. It is known thatV π

andQπ are bounded byRmax/(1 − γ), just likeQ∗ andV ∗.

We assign to any deterministic stationary policyπ : X → A the operatorEπ : B(X ×A) → B(X ))
defined by(EπQ)(x) = Q(x, π(x)) and defineE : B(X × A) → B(X ) by (EQ)(x) =
supa∈A Q(x, a). These operators are useful in connecting action-value functions with value func-
tions: If Qπ is the action-value function of policyπ, EπQπ gives its value function,V π. Fur-
ther, V ∗ = EQ∗ and π is a greedy policy w.r.t.Q if and only if EπQ = EQ. Moreover,
T π and T can be written as(T πQ)(x, a) = r(x, a) + γ

∫
EπQdP (·|x, a) and (TQ)(x, a) =

r(x, a) + γ
∫

EQdP (·|x, a).

We shall also need two operators corresponding to the transition probability kernelP that we
define now. A right-linear operator,P · : B(X ) → B(X × A), is defined by(PV )(x, a) =∫

V (y)P (dy|x, a), i.e., PV just gives the one-step lookahead values with no discounting and no
rewards. The left-linear operator,·P : M(X × A) → M(X ), is defined with(ρP )(dy) =∫

P (dy|x, a)ρ(dx, da). Intuitively, ρP is the distribution of states obtained after picking a state-
action pair(X, A) randomly according toρ and then executing actionA in stateX . This operator is
also extended to act on measures overX with the definition(ρP )(dy) =

∫
P (dy|x, a)ρ(dx)dλA(a),

whereλA is the uniform distribution onA.2 This corresponds to the distribution of states obtained
by executing a random action from a state sampled fromρ. By composingP andEπ , we define
P π = PEπ. Note that this equation defines two operators: a right- and aleft-linear one and with
their help the operatorT π can be succinctly written asT πQ = r + γPEπQ.

Throughout the paperF ⊂ {f : X ×A → R} will denote a subset of real-valued functions over the
state-action spaceX × A andΠ ⊂ AX will be a set of policies. Forν ∈ M(X ), we extend‖·‖p,ν

(p ≥ 1) to F by ‖f‖p
p,ν =

∫

X×A |f |p(x, a)d(ν × λA)(x, a), whereν × λA denotes the product
measure overX ×A obtained fromν andλA.

3 Fitted Q-iteration with approximate policy maximization

We assume that we are given a finite trajectory,{(Xt, At, Rt)}1≤t≤N , generated by some stochastic
stationary policyπb, called thebehavior policy: At ∼ πb(·|Xt), Xt+1 ∼ P (·|Xt, At), Rt ∼

S(·|Xt, At), whereπb(·|x) is a density withπ0
def
= inf(x,a)∈X×A πb(·|x) > 0.

1The policy should be a measurable function. However, in thispaper, by assuming sufficient regularity, we
will disregard measurability issues.

2For any measurable subsetU of A, λA(U) = λ(U)/λ(A).
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The generic recipe for fitted Q-iteration (FQI) [8] is

Qk+1 = Regress(Dk(Qk)), (1)

whereRegress is an appropriate regression procedure andDk(Qk) is a dataset defining a regression
problem in the form of a list of data-point pairs:

Dk(Qk) =

{[

(Xt, At), Rt + γ max
b∈A

Qk(Xt+1, b)
]

1≤t≤N

}

.3

Fitted Q-iteration can be viewed as approximate value iteration applied to action-value func-
tions. To see this note that value iteration would assign thevalue (TQk)(x, a) = r(x, a) +
γ
∫

maxb∈A Qk(y, b)P (dy|x, a) to Qk+1(x, a) [4]. Now, remember that the regression function
for the jointly distributed random variables(Z, Y ) is defined by the conditional expectation ofY
givenZ: m(Z) = E [Y |Z]. Since for anyfixedfunctionQ, E [Rt + maxb∈A Q(Xt+1, b)|Xt, At] =
(TQ)(Xt, At), thus the regression function corresponding to the datasetDk(Q) is indeedTQ and
hence if FQI could solve the regression problem defined byQk exactly, it would simulate value
iteration exactly.

However, this argument itself does not directly lead to a rigorous analysis of FQI: SinceQk is
obtained based on the data, it is itself a random function. Hence, after the first iteration, the “target”
function in FQI becomes random. Furthermore, this functiondepends on the same data that is used
to define the regression problem. Will FQI still work despitethese issues? To illustrate the potential
difficulties consider a dataset whereX1, . . . , XN is a sequence of independent random variables,
which are all distributed uniformly at random in[0, 1]. Further, letM be a random integer greater
thanN which is independent of the dataset(Xt)

N
t=1. Let U be another random variable, uniformly

distributed in[0, 1]. Now define the regression problem byYt = fM,U (Xt), wherefM,U (x) =
sgn(sin(2M2π(x + U))). Then it is not hard to see that no matter how bigN is, no procedure can
estimate the regression functionfM,U with a small error (in expectation, or with high probability),
even if the procedure could exploit the knowledge of the specific form of f . On the other hand,
if we restrictedM to a finite range then the estimation problem could be solved successfully. The
example shows that if the complexity of the random functionsdefining the regression problem is
uncontrolled then successful estimation might be impossible.

Amongst the many regression methods in this paper we have chosen to work with least-squares
methods. In this case Equation (1) takes the form

Qk+1 = argmin
Q∈F

N∑

t=1

1

πb(At|Xt)

(

Q(Xt, At) −

[

Rt + γ max
b∈A

Qk(Xt+1, b)

])2

. (2)

We call this method the least-squares fitted Q-iteration (LSFQI) method. Here we introduced the
weighting1/πb(At|Xt) since we do not want to give more weight to those actions that are preferred
by the behavior policy. Other weighting factors, expressing ones’ beliefs about the behavior policy
is, are also possible.

Besides this weighting, the only parameter of the method is the function setF . This function set
should be chosen carefully, to keep a balance between the representation power and the number of
samples. As a specific example forF consider neural networks with some fixed architecture. In
this case the function set is generated by assigning weightsin all possible ways to the neural net.
Then the above minimization becomes the problem of tuning the weights. Another example is to use
linearly parameterized function approximation methods with appropriately selected basis functions.
In this case the weight tuning problem would be less demanding. Yet another possibility is to letF
be an appropriate restriction of a Reproducing Kernel Hilbert Space (e.g., in a ball). In this case the
training procedure becomes similar to LS-SVM training [16].

As indicated above, the analysis of this algorithm is complicated by the fact that the new dataset
is defined in terms of the previous iterate, which is already afunction of the dataset. Another
complication is that the samples in a trajectory are in general correlated and that the bias introduced
by the imperfections of the approximation architecture mayyield to an explosion of the error of the
procedure, as documented in a number of cases in, e.g., [9].

3Since the designer controlsQk, we may assume that it is continuous, hence the maximum exists.
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Nevertheless, at least for finite action sets, the tools developed in [6, 14, 7] look suitable to show
that under appropriate conditions these problems can be overcome if the function set is chosen in
a judicious way. However, the results of these works would become essentially useless in the case
of an infinite number of actions since these previous bounds grow to infinity with the number of
actions. Actually, we believe that this is not an artifact ofthe proof techniques of these works, as
suggested by the counterexample that involved random targets. The following result elaborates this
point further:
Proposition 3.1. Let F ⊂ B(X × A). Then even if the pseudo-dimension ofF is finite, the fat-
shattering function of

F∨
max =

{

VQ : VQ(·) = max
a∈A

Q(·, a), Q ∈ F

}

can be infinite over(0, 1/2).

Without going into further details, let us just note that thefiniteness of the fat-shattering function is
a sufficient and necessary condition for learnability and the finiteness of the fat-shattering function
is implied by the finiteness of the pseudo-dimension [17].The above proposition thus shows that
without imposing further special conditions onF , the learning problem may become infeasible.

One possibility is of course to discretize the action space,e.g., by using a uniform grid. However, if
the action space has a really high dimensionality, this approach becomes unfeasible (even enumer-
ating2dA points could be impossible whendA is large). Therefore we prefer alternate solutions.

Another possibility is to make the functions inF e.g. uniformly Lipschitz in their state coordinates.
Then the same property will hold for functions inF∨

max and hence by a classical result we can bound
the capacity of this set (cf. pp. 353–357 of [18]). One potential problem with this approach is that
this way it might be difficult to get a fine control of the capacity of the resulting set.

In the approach explored here we modify the fitted Q-iteration algorithm by introducing a policy
setΠ and a search over this set for an approximately greedy policyin a sense that will be made
precise in a minute. Our algorithm thus has four parameters:F , Π, K, Q0. HereF is as before,Π
is a user-chosen set of policies (mappings fromX toA), K is the number of iterations andQ0 is an
initial value function (a typical choice isQ0 ≡ 0). The algorithm computes a sequence of iterates
(Qk, π̂k), k = 0, . . . , K, defined by the following equations:

π̂0 = argmax
π∈Π

N∑

t=1

Q0(Xt, π(Xt)).

Qk+1 = argmin
Q∈F

N∑

t=1

1

πb(At|Xt)

(

Q(Xt, At) −
[
Rt + γQk(Xt+1, π̂k(Xt+1))

])2

, (3)

π̂k+1 = argmax
π∈Π

N∑

t=1

Qk+1(Xt, π(Xt)). (4)

Thus, (3) is similar to (2), while (4) defines the policy search problem. The policy search will
generally be solved by a gradient procedure or some other appropriate method. The cost of this step
will be primarily determined by how well-behaving the iteratesQk+1 are in their action arguments.
For example, if they were quadratic and ifπ was linear then the problem would be a quadratic
optimization problem. However, except for special cases4 the action value functions will be more
complicated, in which case this step can be expensive. Still, this cost could be similar to that of
searching for the maximizing actions for eacht = 1, . . . , N if the approximately maximizing actions
are similar across similar states.

This algorithm will be shown to overcome the above mentionedcomplexity control problem pro-
vided that the complexity ofΠ is controlled appropriately. Indeed, in this case set of possible
regression problems is determined by the set

F∨
Π = { f : f(·) = Q(·, π(·)), Q ∈ F , π ∈ Π } ,

and the proof will rely on controlling the complexity ofF∨
Π by selectingF andΠ appropriately.

4Linear quadratic regulation is such a nice case. It is interesting to note that in this special case the obvious
choices forF andΠ yield zero error in the limit, as can be proven based on the main result of this paper.
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4 The main theoretical result

4.1 Outline of the analysis

In order to gain some insight into the behavior of the algorithm, we provide a brief summary of its
error analysis. The main result will be presented subsequently.

Forf ,Q ∈ F and a policŷπ, we define thetth TD-error as follows:

dt(f ; Q, π̂) = Rt + γQ(Xt+1, π̂(Xt+1)) − f(Xt, At).

Further, we define the empirical loss function by

L̂N (f ; Q, π̂) =
1

N

N∑

t=1

d2
t (f ; Q, π̂)

λ(A)πb(At|Xt)
, (5)

where the normalization withλ(A) is introduced for mathematical convenience. Then (3) can be
written compactly as

Qk+1 = argmin
f∈F

L̂N(f ; Qk, π̂k).

The algorithm can then be motivated by the observation that for anyf ,Q andπ̂, L̂N (f ; Q, π̂) is an
unbiased estimate of

L(f ; Q, π̂)
def
=
∥
∥f − T π̂Q

∥
∥

2

ν
+ L∗(Q, π̂), (6)

where the first term is the error we are interested in and the second term captures the variance of the
random samples:

L∗(Q, π̂) =

∫

A

E [Var [R1 + γQ(X2, π̂(X2))|X1, A1 = a]] dλA(a).

This result is stated formally in the following lemma:

Lemma 4.1(Unbiased Loss Approximation). Assume thatπ0 > 0. Then for anyf ,Q ∈ F , policy
π̂, L̂N(f ; Q, π̂) as defined by(5) provides an unbiased estimate toL(f ; Q, π̂):

E

[

L̂N(f ; Q, π̂)
]

= L(f ; Q, π̂). (7)

Proof. Let us defineQ̂t = Rt + γQ(Xt+1, π̂(Xt+1)). Then, by (5), thetth term ofL̂N(f ; Q, π̂)
can be written as

L(t) =
1

λ(A)πb(At|Xt)
(f(Xt, At) − Q̂t)

2. (8)

Note thatE [Rt|Xt, At] = r(Xt, At) and

E

[

Q̂t

∣
∣
∣Xt, At

]

= r(Xt, At) + γ

∫

y

Q(y, π̂(y)) dP (y|Xt, At) = (T π̂Q)(Xt, At). (9)

Taking expectations,

E

[

L(1)
]

= E

[

E

[

L(1)
∣
∣
∣ X1, A1

]]

= E




E

[

(f(X1, A1) − Q̂1)
2|X1, A1

]

λ(A)πb(A1|X1)



 .

Now since all actions are sampled with positive probabilityin any state, we get

E

[

(f(X1, A1) − Q̂1)
2|X1, A1

]

= Var
[

Q̂1|X1, A1

]

+
(

f(X1, A1) − E

[

Q̂1|X1, A1

])2

= Var
[

Q̂1|X1, A1

]

+ (f(X1, A1) − (T π̂Q)(X1, A1))
2 (by (9)).
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Taking expectations of both sides we get that

E

[

L(1)
]

= E




Var

[

Q̂1|X1, A1

]

+ (f(X1, A1) − (T π̂Q)(X1, A1))
2

λ(A)πb(A1|X1)





= L∗(Q, π̂) +
∥
∥f − T π̂Q

∥
∥

2

ν
(10)

= L(f ; Q, π̂).

Because of stationarity this holds forE
[
L(t)

]
for anyt, thus finishing the proof of (7).

Since the variance term in (6) is independent of f , argminf∈F L(f ; Q, π̂) =

argminf∈F

∥
∥f − T π̂Q

∥
∥

2

ν
. Thus, if π̂k were greedy w.r.t.Qk then argminf∈F L(f ; Qk, π̂k) =

argminf∈F ‖f − TQk‖
2
ν . Hence we can still think of the procedure as approximate value iteration

over the space of action-value functions, projectingTQk using empirical risk minimization on the
spaceF w.r.t. ‖·‖ν distances in an approximate manner. Sinceπ̂k is only approximately greedy, we
will have to deal with both the error coming from the approximate projection and the error coming
from the choice of̂πk. To make this clear, we write the iteration in the form

Qk+1 = T π̂kQk + ε′k

= TQk + ε′k + (T π̂kQk − TQk)

= TQk + εk, (11)

whereε′k is the error committed while computingT π̂kQk, ε′′k
def
= T π̂kQk −TQk is the error commit-

ted because the greedy policy is computed approximately andεk = ε′k + ε′′k is the total error of step
k. Hence, in order to show that the procedure is well behaved, one needs to show that both errors are
controlled and that when the errors are propagated through these equations, the resulting error stays
controlled, too. Since we are ultimately interested in the performance of the policy obtained, we
will also need to show that small action-value approximation errors yield small performance losses.
For these we need a number of assumptions that concern eitherthe training data, the MDP, or the
function sets used for learning.

4.2 Assumptions

4.2.1 Assumptions on the training data

We shall assume that the data is rich, is in a steady state and is fast-mixing, where, informally,
mixing means that future depends weakly on the past. More formally, we useβ-mixing, which is
one of the weakest mixing concepts:

Definition 4.2 (β-mixing). Let{Zt}t=1,2,... be a stochastic process. Denote byZ1:n the collection
(Z1, . . . , Zn), where we allown = ∞. Let σ(Zi:j) denote the sigma-algebra generated byZi:j

(i ≤ j). Them-th β-mixing coefficient of{Zt}, βm, is defined by

βm = sup
t≥1

E

[

sup
B∈σ(Zt+m:∞)

|P (B|Z1:t) − P (B)|

]

.

{Zt} is said to beβ-mixing if βm → 0 asm → ∞. In particular, we say that aβ-mixing process
mixes at anexponentialrate with parametersβ,b,κ > 0 if βm ≤ β exp(−bmκ) holds for allm ≥ 0.

Now we are ready to state our assumptions on the data (cf. [7]):

Assumption A2 (Sample Path Properties)Assume that

{(Xt, At, Rt)}t=1,...,N

is the sample path ofπb, a stochastic stationary policy. Further, assume that{Xt} is strictly station-
ary (Xt ∼ ν ∈ M(X )) and exponentiallyβ-mixing with the actual rate given by the parameters

(β, b, κ).We further assume that the sampling policyπb satisfiesπ0
def
= inf(x,a)∈X×A πb(a|x) > 0.
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The β-mixing property will be used to establish tail inequalities for certain empirical processes.
Note that the mixing coefficients do not need to be known. In the case when no mixing condition is
satisfied, learning might be impossible. To see this just consider the case whenX1 = X2 = . . . =
XN . Thus, in this case the learner has many copies of the same random variable and successful
generalization is thus impossible. We believe that the assumption that the process is in a steady state
is not essential for our result, as when the process reaches its steady state quickly then (at the price
of a more involved proof) the result would still hold.

4.2.2 Assumptions on the MDP

In order to prevent the uncontrolled growth of the errors as they are propagated through the updates,
we shall need some assumptions on the MDP. A convenient assumption is the following one [19]:

Assumption A3 (Uniformly stochastic transitions) For all x ∈ X and a ∈ A, assume that
P (·|x, a) is absolutely continuous w.r.t.ν and the Radon-Nikodym derivative ofP w.r.t.ν is bounded
uniformly with boundCν :

Cν
def
= sup

x∈X ,a∈A

∥
∥
∥
∥

dP (·|x, a)

dν

∥
∥
∥
∥
∞

< +∞.

Note that by the definition of measure differentiation, Assumption A3 means thatP (·|x, a) ≤
Cνν(·), where the inequality holds for every measurable set. This assumption essentially requires
the transitions to be noisy. We will also prove (weaker) results under the following,weakerassump-
tion:

Assumption A4 (Discounted-average concentrability of future-state distributions) Givenρ, ν,
m ≥ 1 and an arbitrary sequence of stationary policies{πm}m≥1, assume that the future-state
distributionρP π1P π2 . . . P πm is absolutely continuous w.r.t.ν. Assume that

c(m)
def
= sup

π1,...,πm

∥
∥
∥
∥

d(ρP π1P π2 . . . P πm)

dν

∥
∥
∥
∥
∞

(12)

satisfies
Cρ,ν

def
= (1 − γ)2

∑

m≥1

mγm−1c(m) < +∞.

We shall callc(m) them-step concentrability of a future-state distribution, while we callCρ,ν the
discounted-average concentrability coefficientof the future-state distributions.

The numberc(m) measures how muchρ can get amplified inm steps as compared to the reference
distributionν. Hence, in general we expectc(m) to grow withm. In fact, the condition thatCρ,µ is
finite is a growth rate condition onc(m). Thanks to discounting,Cρ,µ is finite for a reasonably large
class of systems (see the discussion in [19]).

A related assumption is needed in the error analysis of the approximate greedy step of the algorithm:

Assumption A5 (The random policy “goes everywhere”)Consider the distributionµ = (ν ×
λA)P which is the distribution of a state that results from sampling an initial state according toν
and then executing an action which is selected uniformly at random.5 Then

Γν =

∥
∥
∥
∥

dµ

dν

∥
∥
∥
∥
∞

< +∞.

Note that under AssumptionA3 we haveΓν ≤ Cν . This (very mild) assumption means that after
one step, starting fromν the random policy cannot avoid some part of the state space.

Besides, we assume thatA has the following regularity property:

5Remember thatλA denotes the uniform distribution over the action setA.
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Assumption A6 (Regularity of the action space)Let λ denote the Lebesgue-measure. For any
a ∈ A, write B(a, ρ) =

{
a′ ∈ R

dA

}
‖a− a′‖1 ≤ ρ for the ball centered ata. We assume that

there existsα > 0, such that for alla ∈ A, for all ρ > 0,

λ(B(a, ρ) ∩ A) ≥ min (αλ(B(a, ρ)), λ(A)) .

For example, ifA is anL1-ball itself, then this assumption will be satisfied withα = 2−dA . In
general, this assumption is satisfied wheneverA has a non-degenerated boundary.

Without assuming any smoothness of the MDP, learning ininfinite MDPs looks hard (see, e.g.,
[1, 20]). Here we employ the following extra condition:

Assumption A7 (Lipschitzness of the MDP in the actions)Assume that the transition probabilities
and rewards are Lipschitz w.r.t. their action variable, i.e., there existsLP , Lr > 0 such that for all
(x, a, a′) ∈ X ×A×A and measurable setB of X ,

|P (B|x, a) − P (B|x, a′)| ≤ LP ‖a − a′‖1 ,

|r(x, a) − r(x, a′)| ≤ Lr ‖a − a′‖1 .

Note that previously Lipschitzness w.r.t. thestatevariables was used e.g. in [19] to construct con-
sistent planning algorithms.

4.2.3 Assumptions on the function sets used by the algorithm

These assumptions are less demanding since they are under the control of the user of the algorithm.
However, the choice of these function sets will greatly influence the performance of the algorithm,
as we shall see it from the bounds. The first assumption concerns the classF :

Assumption A8 (Lipschitzness of candidate action-value functions) AssumeF ⊂ B(X × A)
and that any elements ofF is uniformly Lipschitz in its action-argument in the sense that

|Q(x, a) − Q(x, a′)| ≤ LA ‖a − a′‖1

holds for anyx ∈ X , a, a′ ∈ A andQ ∈ F .

We shall also need to control the capacity of our function sets. We assume that the reader is familiar
with the concept of VC-dimension.6 Here we use thepseudo-dimensionof function sets that builds
upon the concept of VC-dimension:

Definition 4.3 (Pseudo-dimension). The pseudo-dimensionVF+ of F is defined as theVC-
dimension of the subgraphs of functions inF (hence it is also called theVC-subgraph dimensionof
F ).

SinceA is multidimensional, we defineVΠ+ to be the sum of the pseudo-dimensions of the coordi-
nate projection spaces,Πk of Π:

VΠ+ =

dA∑

k=1

VΠ+
k
, Πk = {πk : X → R : π = (π1, . . . , πk, . . . , πdA

) ∈ Π } .

See LemmaE.4for the motivation of this definition.

Now we are ready to state our assumptions on our function sets:

Assumption A9 (Capacity of the function and policy sets)Assume thatF ⊂ B(X × A; Qmax)
for Qmax > 0 andVF+ < +∞. Also,VΠ+ < +∞.

6Readers not familiar with VC-dimension are suggested to consult a book, such as the one by Anthony and
Bartlett [21].
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Besides their capacity, one shall also control the approximation power of the function sets involved.
Let us first consider the policy setΠ. Introduce

e∗(F , Π) = sup
Q∈F

inf
π∈Π

ν(EQ − EπQ).

Note thatinfπ∈Π ν(EQ − EπQ) measures the quality of approximatingνEQ by νEπQ. Hence,
e∗(F , Π) measures the worst-case approximation error ofνEQ asQ is changed withinF . This can
be made small by choosingΠ large.

Another related quantity is theone-step Bellman-error ofF w.r.t. Π. This is defined as follows: For
a fixed policyπ̂, the one-step Bellman-error ofF w.r.t. T π̂ is defined as

E1(F ; π̂) = sup
Q∈F

inf
Q′∈F

∥
∥Q′ − T π̂Q

∥
∥

ν
.

Taking again a pessimistic approach, the one-step Bellman-error ofF is defined as

E1(F , Π) = sup
π̂∈Π

E1(F ; π̂).

Typically by increasingF , E1(F , Π) can be made smaller (this is discussed at some length in
[14]). However, it also holds for bothΠ andF that making them bigger will increase their capacity
(pseudo-dimensions) which leads to an increase of the estimation errors. Hence,F andΠ must be
selected to balance the approximation and estimation errors, just like in supervised learning.

Forp ≥ 1, let ‖V ‖p
p,ρ =

∫

X
|f(x)|pdρ(x). Our main result is the following theorem(the theorem is

restated as TheoremB.1 in the Appendix with more details) :

Theorem 4.4. Under AssumptionsA1, A2, andA5–A9, for all δ > 0 we have with probability at
least1 − δ: given AssumptionA3 (respectivelyA4), ‖V ∗ − V πK‖∞ (resp.‖V ∗ − V πK‖1,ρ), is
bounded by

C









E1(F , Π) + e∗(F , Π) +
(log N + log(K/δ))

κ+1
4κ

N1/4





1
dA+1

+ γK







.

whereC depends ondA, VF+ , (VΠ+
k
)dA

k=1, γ, κ, b, β, Cν (resp.Cρ,ν), Γν , LA, LP ,Lr, α, λ(A), π0,

Qmax, Rmax, R̂max, andA∞. In particular, C scales withV
κ+1

4κ(dA+1) , whereV = 2VF+ + VΠ+

plays the role of the “combined effective” dimension ofF andΠ.

5 Discussion

We have presented what we believe is the first finite-time bounds for continuous-state and action-
space RL that uses value functions. Further, this is the firstanalysis of fitted Q-iteration, an algorithm
that has proved to be useful in a number of cases, even when used with non-averagers for which no
previous theoretical analysis existed (e.g., [12, 13]). In fact, our main motivation was to show that
there is a systematic way of making these algorithms work andto point at possible problem sources
the same time. We discussed why it can be difficult to make these algorithms work in practice. We
suggested that either the set of action-value candidates has to be carefully controlled (e.g., assuming
uniform Lipschitzness w.r.t. the state variables), or a policy search step is needed, just like in actor-
critic algorithms. The bound in this paper is similar in manyrespects to a previous bound of a
Bellman-residual minimization algorithm [7]. It looks that the techniques developed here can be
used to obtain results for that algorithm when it is applied to continuous action spaces. Finally,
although we have not explored them here, consistency results for FQI can be obtained from our
results using standard methods, like the methods of sieves.We believe that the methods developed
here will eventually lead to algorithms where the function approximation methods are chosen based
on the data (similar to adaptive regression methods) so as tooptimize performance, which in our
opinion is one of the biggest open questions in RL. Currentlywe are exploring the possibility of
this.
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A Proof of Proposition 3.1

Proof. We give such anF the following way: ChooseX = A = {1, 2, . . .}. Enumerate all the
finite subsets ofX asS1,S2,. . . . LetQi(x, a) = I{x∈Si,a=i} andF = {Qi} i = 1, 2, . . .. Then

VQi
(x) = max

a∈A
Qi(x, a) = I{x∈Si},

hence the subgraph system ofF∨
max shatters arbitrary large set of finite number of points with any

positive fat-shattering less than1/2. Thus the fat-shattering function ofF∨
max is not finite over(0, 1).

On the other hand, it is easy to see that the subgraph system ofF does not shatter even two points,
henceVF+ = 1.

B The main theorem

Here we present the main theorem with the precise constants.

Theorem B.1. Under AssumptionsA1, A2, A5, A6, A7, A8, andA9, for all δ > 0 we have with
probability at least1 − δ:

• Given AssumptionA3: ‖V ∗ − V πK‖∞ ≤ 2γ
(1−γ)2

{

Cν w + 2Rmax

1−γ γK
}

.

• Given AssumptionA4: ‖V ∗ − V πK‖1,ρ ≤ 2γ
(1−γ)2

{

Cρ,ν w + 2Rmax

1−γ γK
}

.

where

w = max

([
λ(A)(dA + 1)!

α(2/(LA + Lr + γQmaxLP ))dA
ε

]1/(dA+1)

, (dA + 1)ε

)

,

with ε = ε′ + ε′′,

(ε′)2 = E2
1(F , Π) +

√

ΛN (δ/(2K)) [ΛN(δ/(2K))/b ∨ 1]1/κ

C2N
,

ε′′ = γΓν

(

e∗(F , Π) + 2

√

Λ′
N(δ/(2K)) [Λ′

N(δ/(2K))/b ∨ 1]1/κ

C′
2N

)

.

(By definition,a∨b = max(a, b)). HereΛN (δ) andΛ′
N (δ) quantify the dependence of the estimation

error onN , δ, and the capacities of the setsF andΠ:

ΛN (δ) = V
2 log N + log(e/δ) + log+ (C1C

V/2
2 ∨ β),

Λ′
N (δ) = V ′

2 log N + log(e/δ) + log+ (C′
1C

′
2
V ′/2

∨ β),

V ,V ′ playing the role of the “combined effective” dimensions ofF andΠ:

V = 2VF+ + VΠ+ , V ′ = VF+ + VΠ+ ,

log C1 = V log

(

128eR̃max(1 + γ(LA + 1))

λ(A)π0

)

+ 2VF+ log Qmax + VΠ+ log(dAA∞)

+

dA∑

k=1

log(e(VΠ+
k

+ 1)) + 2 log(VF+ + 1) + 2 log(4e),

log C′
1 = V ′ log(32e(LA + 1)) + VF+ log Qmax + VΠ+ log(dAA∞)

+

dA∑

k=1

log(e(VΠ+
k

+ 1)) + log(VF+ + 1) + log(16e),

C2 =
1

2

(
λ(A)π0

32R̃2
max

)2

, C′
2 =

1

2
(16Qmax)

−2,

and
R̃max = (1 + γ)Qmax + R̂max.
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C Some definitions

To avoid any confusions we introduce the definition of covering numbers:

Definition C.1 (Covering Numbers). Fix ε > 0 and a semi-metric spaceM = (M, d). We say that
M is covered bym discsD1, . . . , Dm if M ⊂ ∪jDj . We define thecovering numberN (ε,M, d)
of M as the smallest integerm such thatM can be covered bym discs each of which having a
radius less thanε. If no such finitem exists then we letN (ε,M, d) = ∞.

In particular, for a classF of real-valued functions with domainX and pointsx1:N def
=

(x1, x2, . . . , xN ) in X , we use theempirical covering numbers, i.e., the covering number ofF
equipped with the empiricalL1 semi-metric

lx1:N (f, g) =
1

N

N∑

t=1

d(f(xt), g(xt)),

whered is a distance function on the range of functions inF . When this range is the reals then
we used(a, b) = |a − b|. If we defineF(x1:N ) as

{
f(x1:N ) : f ∈ F

}
then we see that the

empirical covering number ofF can be equivalently defined as the covering number ofF(x1:N )
when this latter set is equipped with theℓ1 distance normalized byN . (Here and in what follows
f(x1:N )

def
= (f(x1), . . . , f(xN )).) For brevity we shall denoteN (ε,F , lx1:N ) byN1(ε,F , x1:N ).

The concept of pseudo-dimensions has been introduced earlier. The “scale-sensitive” counterpart
of pseudo-dimension is the fat-shattering function, whichis defined as follows: LetF be a set of
functions fromX to (say)[0, 1]. Let γ > 0. We say thatx1:N ∈ XN is γ-shattered if there is
r ∈ [0, 1]N such that for any binary sequenceb of lengthN there is a functionf ∈ F such that
f(xi) ≥ ri + γ if bi = 1 andf(xi) ≤ ri − γ if b0 = 0. Thus,x1:N is γ-shattered by the function set
F if it is shattered with a “width of shattering” of at leastγ. The fat-shattering function,fatF , takes
a shattering widthγ and returns the largest integerN such that somex1:N ∈ XN is γ-shattered
with the understanding that if no such upper bound exists then the function returns infinite. We
shall say thatF has finite fat-shattering function whenever it is the case that for all γ ∈ (0, 1),
fatF (γ) < +∞.

D Error propagation during the updates

D.1 Error propagation for value functions

The update ruleQk+1 = TQk + εk, (for εk ∈ B(X ×A)) whenT is expanded take the form

Qk+1(x, a) = r(x, a) + γ

∫

P (dy|x, a)max
b∈A

Qk(y, b) + εk(x, a).

DefiningVk(x) = maxa∈A Qk(x, a) ∈ B(X ), we have

Vk+1(x) = max
a∈A

[

r(x, a) + γ

∫

P (dy|x, a)Vk(y) + εk(x, a)

]

= r(x, πk+1(x)) + γ

∫

P (dy|x, πk+1(x))Vk(y) + εk(x, πk+1(x))

≤ sup
a∈A

[

r(x, a) + γ

∫

P (dy|x, a)Vk(y)

]

+ εk(x, πk+1(x))

= TVk(x) + εk(x, πk+1(x)),

where we wroteπk+1(x) = argmaxa∈A Qk+1(x, a) for the greedy policy w.r.t.Qk+1, andT for
the Bellman operator applied to functions inB(X ).

Now, writing π̄k(x) the greedy policy w.r.t.Vk, i.e.,

π̄k(x) = argmax
a∈A

[

r(x, a) + γ

∫

P (dy|x, a)Vk(y)

]

,
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we have:

Vk+1(x) ≥ r(x, π̄k(x)) + γ

∫

P (dy|x, π̄k(x))Vk(y) + εk(x, π̄k(x))

= TVk(x) + εk(x, π̄k(x)).

Thus we have:
|Vk+1(x) − TVk(x)| ≤ ε̄k(x),

whereε̄k(x) = max{|εk(x, π̄k(x))|, |εk(x, πk+1(x))|}.

We now would like to apply Lemma 4 of [19] to obtain a bound on aLp norm ofV ∗−V πK in terms
of the‖ε̄k‖ν , which in turn, may be bounded by‖εk‖ν .

D.2 Bound on‖ε̄k‖p,ν

As a first step, now we bound theLp norm (with weightν ∈ M(X )) of ε̄k in terms of theLp norm
(with weight(ν ×λA) ∈ M(X ×A)) of εk = Qk+1 −TQk. For that we use the Lipschitz property
of εk w.r.t. the action variable.

Lemma D.1. Under AssumptionsA7 and A8, for all k ≥ 0, εk is L-Lipschitz w.r.t. its action
variable, withL = LA + Lr + γQmaxLP .

Proof. From AssumptionA8, we know thatQk+1 ∈ F is LA-Lipschitz. Now, fromA7, for any
functionQ ∈ B(X ×A, Qmax), TQ is (Lr + γQmaxLP )-Lipschitz since:

|TQ(x, a) − TQ(x, a′)| = r(x, a) − r(x, a′) + γ

∫

[P (dy|x, a) − P (dy|x, a′)] max
b∈A

Q(y, b)

≤ (Lr + γQmaxLP ) ‖a − a′‖1 ,

thusεk = Qk+1 − TQk is (LA + Lr + γQmaxLP )-Lipschitz.

Lemma D.2. Under AssumptionsA6, A7, andA8, for all p ≥ 1, we have

‖ε̄k‖p,ν ≤ max

([
λ(A)(dA + 1)!

α(2/L)dA

‖εk‖p,ν

]1/(dA+1)

, (dA + 1) ‖εk‖p,ν

)

,

whereL = LA + Lr + γQmaxLP .

Notice that the left-hand side of the bound makes use of aLp norm (weighted byν ∈ M(X )) for
functions defined onX whereas the right-hand side usesLp norm (weighted byν×λA) for functions
defined onX ×A.

Proof. Let f be anL-Lipschitz function defined overA: |f(a)− f(a′)| ≤ L ‖a − a′‖1 (a, a′ ∈ A).
We first want to bound itsL∞ norm,‖f‖∞ = supa∈A |f(a)|, in terms of itsL1-norm,‖f‖λA,1 =

1
λ(A)

∫

a∈A
|f(a)|da. We may assume without the loss of generality thatf ≥ 0. Now, given a

function f anda ∈ A such thatf(a) > 0, from the Lipschitz property off , it follows that the
function cannot go below the surface of the pyramid Py(a, f(a), ρ) centered ata with heightf(a)
and with basisB(a, ρ) for ρ = f(a)/L. Thus, we have that for alla ∈ A,

‖f‖λA,1 =
1

λ(A)

∫

a′∈A

|f(a′)|da′ ≥
λ(Py(a, f(a), f(a)/L) ∩ (A× R))

λ(A)
,

But, since the volume of any pyramid with baseB and heighth is λ(B)
∫ h

0 (1 − x
h )dAdx =

λ(B)h/(dA + 1), and using AssumptionA6, we deduce that:

‖f‖λA,1 ≥
1

λ(A)
λ(B(a, f(a)/L) ∩ A)

f(a)

dA + 1

≥ min

(
α

λ(A)
λ(B(a, f(a)/L)), 1

)
f(a)

dA + 1

= min

(
α

λ(A)

(2/L)dA

(dA + 1)!
f(a)dA+1,

f(a)

dA + 1

)

,
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where we used the fact thatλ(B(a, ρ)) ≥ λ({a′ ∈ A} ‖a − a′‖1 ≤ ρ) = (2ρ)dA/(dA!). Since this
holds for alla ∈ A, we have

‖f‖∞ ≤ max

([
λ(A)(dA + 1)!

α(2/L)dA

‖f‖λA,1

]1/(dA+1)

, (dA + 1)‖f‖λA,1

)

.

Now, given thatλA is a uniform distribution overA, we apply this property toεk = Qk+1 − TQk,
which is anL-Lipschitz function w.r.t. its action variable, thanks to LemmaD.1, giving the desired
result withp = 1 (i.e., for theL1-norm). This is extended toLp-norms since‖f‖λA,1 ≤ ‖f‖λA,p.

D.3 Error propagation for action value functions

We now deduce the followingLp performance bound onV ∗ − V πK in terms of theLp-norm ofεk,
with weightν × λA.

Lemma D.3. Under AssumptionsA6, A7, andA8 the followings hold:

• Given AssumptionA3we have

‖V ∗ − V πK‖∞ ≤
2γ

(1 − γ)2

{

C1/p
ν max

0≤k<K
wk +

2Rmax

1 − γ
γK/p

}

. (13)

• Given AssumptionA4we have

‖V ∗ − V πK‖p,ρ ≤
2γ

(1 − γ)2

{

C1/p
ρ,ν max

0≤k<K
wk +

2Rmax

1 − γ
γK/p

}

. (14)

Here

wk = max

([
λ(A)(dA + 1)!

α(2/L)dA

‖εk‖p,ν

]1/(dA+1)

, (dA + 1) ‖εk‖p,ν

)

andL = LA + Lr + γQmaxLP .

Proof. This directly follows from Lemma 4 of [19] and LemmaD.2.

E Controlling the error of the individual updates

E.1 Some definitions and technical results

Since we are dealing withβ-mixing process, we need an extension of Pollard’s tail inequality for
this case.

Lemma E.1 ([7], Lemma 4, see also [22]). Suppose thatZ1, . . . , ZN ∈ Z is a stationaryβ-mixing
process with mixing coefficients{βm}, Z ′

t ∈ Z (t ∈ H) are the block-independent “ghost” samples
as done by [23], H = {2ikN + j} 0 ≤ i < mN , 1 ≤ j ≤ kN andF is a permissible class ofZ →
[−K, K] functions. Then

P

(

sup
f∈F

∣
∣
∣
∣
∣

1

N

N∑

t=1

f(Zt) − E [f(Z1)]

∣
∣
∣
∣
∣
> ε

)

≤ 16E
[
N1(

ε
8 ,F , (Z ′

t)t∈H)
]
e−

mN ε2

128K2 + 2mNβkN +1.

We now state some results that will be used to build estimatesof the covering numbers ofF∨
Π . We

start by the following observation:

Lemma E.2. Let AssumptionA8 hold for the function spaceF . Fix x1:N ∈ XN . Let K =

N1

(
αε
LA

, Π, x1:N
)

and let(πk)k=1,...,K be the corresponding cover. Then for anyα > 0

N1(ε,F
∨
Π , x1:N ) ≤

K∑

k=1

N1

(
(1 − α)ε,F , 〈πk(x1:N )〉

)

≤ N1

(
αε

LA
, Π, x1:N

)

sup
π∈Π

N1

(
(1 − α)ε,F , 〈π(x1:N )〉

)
,
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where〈πk(x1:N )〉
def
= ((x1, πk(x1)), . . . , (xN , πk(xN ))).

Proof. Let (πk)k=1,...,K be the αε
LA

-covering of Π(x1:N ) and let (Qkj)j=1,...,J(k) be the
(1 − α)ε-covering of F(〈πk(x1:N )〉), k = 1, . . . , K. It suffices to show that
(Qkj(·, πk(·)))k=1,...,K,j=1,...,J(k) is anε-covering ofF∨

Π(x1:N ).

Pick any pair(Q, π) ∈ F × Π. Let k be such thatlx1:N (π, πk) ≤ αε
LA

. Further, letj be such that
l〈πk(x1:N )〉(Q, Qkj) ≤ (1 − α)ε. Then

1

N

N∑

t=1

|Q(xt, π(xt)) − Qkj(xt, πk(xt))|

≤
1

N

N∑

t=1

(|Q(xt, π(xt)) − Q(xt, πk(xt))| + |Q(xt, πk(xt)) − Qkj(xt, πk(xt))|)

≤
LA

N

N∑

t=1

‖π(xt) − π′(xt)‖1 +
1

N

N∑

t=1

|Q(xt, πk(xt)) − Qkj(xt, πk(xt))| ≤ ε,

proving that(Qkj(·, πk(·)))k=1,...,K,j=1,...,J(k) is anε-covering ofF∨
Π(x1:N ).

We use the following proposition to further bound these covering numbers:

Proposition E.3([24], Corollary 3). For any setX , any pointsx1:N ∈ XN , any classF of functions
onX taking values in[0, K] with pseudo-dimensionVF+ < ∞, and anyε > 0,

N1(ε,F , x1:N ) ≤ e(VF+ + 1)

(
2eK

ε

)V
F+

.

Lemma E.4. We have

N1(ε, Π, x1:N ) ≤
dA∏

k=1

N1(ε/dA, Πk, x1:N ).

Proof. The lemma follows directly from

1

N

N∑

t=1

‖π(xt) − π′(xt)‖1 ≤
dA∑

k=1

1

N

N∑

t=1

|πk(xt) − π′
k(xt)|.

Lemma E.5. Let AssumptionA8 and A9 hold for the function spaceF and policy setΠ. Fix
x1:N ∈ XN . Then

N1(ε,F
∨
Π , x1:N )

≤ edA+1(VF+ + 1)

(
dA∏

k=1

(VΠ+
k

+ 1)

)

Qmax
V
F+ (dAA∞)VΠ+

(
4e(LA + 1)

ε

)V
F++VΠ+

.

Proof. By LemmaE.2with α = LA/(LA + 1),

N1((LA + 1)ε′,F∨
Π , x1:N ) ≤ N1(ε

′, Π, x1:N ) sup
π∈Π

N1(ε
′,F , 〈π(x1:N )〉),

and by LemmaE.4, the covering number ofΠ is bounded by
∏dA

k=1 N1(ε
′/dA, Πk, x1:N ). To bound

these factors, we use Corollary 3 from [24] that was cited here as PropositionE.3. The pseudo-
dimensions ofF andΠk areVF+ andVΠ+

k
, respectively, and the ranges of functions fromF and

15



Πk have lengths2Qmax and2A∞, respectively. Thus

N1((LA + 1)ε′,F∨
Π , x1:N )

≤ e(VF+ + 1)

(
4eQmax

ε′

)V
F+ dA∏

k=1

(

e(VΠ+
k

+ 1)

(
4edAA∞

ε′

)V
Π

+
k

)

= edA+1(VF+ + 1)

(
dA∏

k=1

(VΠ+
k

+ 1)

)

Qmax
V
F+ (dAA∞)VΠ+

(
4e

ε′

)V
F++VΠ+

.

Substitutingε = (LA + 1)ε′ yields the result.

Finally, we will need the following technical lemma that transforms high probability bounds avail-
able forβ-mixing processes into deviation size estimates:

Lemma E.6 ([7], Lemma 13). Let βm ≤ β exp(−bmκ), N ≥ 1, kN = ⌈(C2Nε2/b)
1

1+κ ⌉, mN =
N/(2kN), 0 < δ ≤ 1, V ≥ 2, andC1, C2, β, b, κ > 0. Further, defineε andΛ by

ε =

√

Λ(Λ/b ∨ 1)1/κ

C2N
(15)

with Λ = (V/2) log N + log(e/δ) + log+ (C1C
V/2
2 ∨ β). Then

C1

(
1

ε

)V

e−4C2mN ε2

+ 2mNβkN
< δ.

E.2 The error of a single update

Lemma E.7 (PAC-bound for the value fitting procedure). Let AssumptionA1 and A2 hold, and
fix the set of admissible functionsF satisfying AssumptionsA8 and A9 and the set of policiesΠ
satisfying AssumptionA9. LetQ be a real-valued random function overX ×A, Q(ω) ∈ F andπ̂ be
a random policy inΠ, π̂(ω) ∈ Π (possibly not independent from the sample path). Letf ′ be defined
by

f ′ = argmin
f∈F

L̂N (f ; Q, π̂).

For 0 < δ ≤ 1, N ≥ 1, with probability at least1 − δ,

∥
∥f ′ − T π̂Q

∥
∥

2

ν
≤ E2

1 (F ; π̂) +

√

ΛN(δ)(ΛN (δ)/b ∨ 1)1/κ

C2N
,

whereΛN(δ) andC2 are defined as in TheoremB.1.

Proof. We defineQ̂t = Rt + γQ(Xt+1, π̂(Xt+1)). Note that, for fixed, deterministicQ andπ̂,

E

[

Q̂t|Xt, At

]

= r(Xt, At) + γ

∫

y

Q(y, π̂(y)) dP (y|Xt, At) = (T π̂Q)(Xt, At),

that is,T π̂Q is the regression function of̂Qt given(Xt, At). What we have to show is that the chosen
f ′ is a good estimate forT π̂Q with high probability, noting thatQ andπ̂ may not be independent
from the sample path.

We can assume that|F| ≥ 2 (otherwise the bound is obvious). This impliesVF+ ≥ 1, and thus
V ≥ 2. Let ε andΛN (δ) be chosen as in (15):

ε =

√

ΛN (δ)(ΛN (δ)/b ∨ 1)1/κ

C2N

with ΛN (δ) = (V/2) log N + log(e/δ) + log+ (C1C
V/2
2 ∨ β) ≥ 1. Define

P0
def
= P

(∥
∥f ′ − T π̂Q

∥
∥

2

ν
− E2

1 (F ; π̂) > ε
)

.
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It follows that it is sufficient to prove thatP0 < δ.

Remember that for̂π arbitrary, we defined the following losses:

L(f ; Q, π̂) = L∗(Q, π̂) +
∥
∥f − T π̂Q

∥
∥

2

ν
.

These imply that
∥
∥f ′ − T π̂Q

∥
∥

2

ν
− inf

f∈F

∥
∥f − T π̂Q

∥
∥

2

ν
= L(f ′; Q, π̂) − inf

f∈F
L(f ; Q, π̂) = L(f ′; Q, π̂) − LF ,Q,π̂,

whereLF ,Q,π̂ = inff∈F L(f ; Q, π̂) is the error of the function with minimum loss in our class.

Now, sincef ′ = argminf∈F L̂N (f ; Q, π̂),

L(f ′; Q, π̂) − LF ,Q,π̂

= L(f ′; Q, π̂) − L̂N (f ′; Q, π̂) + L̂N (f ′; Q, π̂) − inf
f∈F

L(f ; Q, π̂)

≤ |L̂N (f ′; Q, π̂) − L(f ′; Q, π̂)| + inf
f∈F

L̂N (f ; Q, π̂) − inf
f∈F

L(f ; Q, π̂)

(by the definition off ′)

≤ 2 sup
f∈F

|L̂N (f ; Q, π̂) − L(f ; Q, π̂)|

≤ 2 sup
π̂∈Π,Q,f∈F

|L̂N(f ; Q, π̂) − L(f ; Q, π̂)|.

Thus we get

P0 ≤ P

(

sup
π̂∈Π,Q,f∈F

|L̂N (f ; Q, π̂) − L(f ; Q, π̂)| > ε/2

)

.

Hence, in the subsequent statements,Q andπ̂ denote an arbitrary (deterministic) function inF and
policy in Π, respectively.

We follow the line of proof of [22]. For anyf ,Q ∈ F , π̂ ∈ Π, define the loss functionlf,Q,π̂ :

X ×A× [−R̂max, R̂max] ×X → R in accordance with (5) as

lf,Q,π̂(z) = lf,Q,π̂(x, a, r, y)
def
=

1

λ(A)πb(a|x)
|f(x, a) − r − γQ(y, π̂(y))|2

for z = (x, a, r, y) andLF
def
= {lf,Q,π̂} f, Q ∈ F , π̂ ∈ Π. IntroduceZt = (Xt, At, Rt, Xt+1) for

t = 0,. . . ,N . Note that the process{Zt} is β-mixing with mixing coefficients{βm−1}.

Observe that by (5)

lf,Q,π̂(Zt) =
1

λ(A)πb(At|Xt)
|f(Xt, At) − Q̂t|

2 = L(t),

hence we have for anyf ,Q ∈ F , π̂ ∈ Π,

1

N

N∑

t=1

lf,Q,π̂(Zt) = L̂N (f ; Q, π̂),

and (by (10))

E [lf,Q,π̂(Zt)] = E

[

L(t)
]

= L(f ; Q, π̂)

(coincidentally with (7)). This reduces the bound to a uniform tail probability of anempirical process
overLF :

P0 ≤ P

(

sup
Q,f∈F ,π̂∈Π

∣
∣
∣
∣
∣

1

N

N∑

t=1

lf,Q,π̂(Zt) − E [lf,Q,π̂(Z0)]

∣
∣
∣
∣
∣
> ε/2

)

.

Since the samples are correlated, Pollard’s tail inequality cannot be used directly. Hence we use
the method of [23], as mentioned previously in SectionE.1. For this we split theN samples into
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2mN blocks which come in pairs (for simplicity we assume that splitting can be done exactly), i.e.,
N = 2mNkN . Introduce the following blocks, each having the same length,kN :

Z1, . . . , ZkN
︸ ︷︷ ︸

H1

, ZkN+1, . . . , Z2kN
︸ ︷︷ ︸

T1

, Z2kN +1, . . . , Z3kN
︸ ︷︷ ︸

H2

, Z3kN+1, . . . , Z4kN
︸ ︷︷ ︸

T2

, . . .

. . . , Z(2mN−2)kN+1, . . . , Z(2mN−1)kN
︸ ︷︷ ︸

HmN

, Z(2mN−1)kN +1, . . . , Z2mN kN
︸ ︷︷ ︸

TmN

.

HereHi
def
= {2kN(i−1)+1, . . . , 2kN(i−1)+kN} andTi

def
= {2ikN − (kN −1), . . . , 2ikN}. Next,

we introduce the block-independent “ghost” samples as it was done by [23] and [22]:

Z ′
1, . . . , Z

′
kN

︸ ︷︷ ︸

H1

, Z ′
2kN+1, . . . , Z

′
3kN

︸ ︷︷ ︸

H2

, . . . Z ′
(2mN−2)kN +1, . . . , Z

′
(2mN−1)kN

︸ ︷︷ ︸

HmN

,

where any particular block has the same marginal distribution as originally, but themN blocks are
independent of one another. IntroduceH =

⋃mN

i=1 Hi.

For this ansatz we use LemmaE.1 above withZ = X × A × R × X , F = LF noting that any
lf,Q,π̂ ∈ LF is bounded by

K =
R̃2

max

λ(A)π0

with R̃max = (1 + γ)Qmax + R̂max, to get the bound

P

(

sup
Q,f∈F ,π̂∈Π

∣
∣
∣
∣
∣

1

N

N∑

t=1

lf,Q,π̂(Zt) − E [lf,Q,π̂(Z0)]

∣
∣
∣
∣
∣
> ε/2

)

≤ 16E [N1(ε/16,LF , (Z ′
t; t ∈ H))] e

−
mN
2

„

λ(A)π0ε

16R̃2
max

«2

+ 2mNβkN
.

By some calculation, the distance inLF can be bounded as follows:

2

N

∑

t∈H

|lf,Q,π̂(Z ′
t) − lg,Q̃,˜̂π(Z ′

t)|

=
2

Nλ(A)

∑

t∈H

1

πb(A′
t|X

′
t)

∣
∣|f(X ′

t, A
′
t) − R′

t − γQ(X ′
t+1, π̂(X ′

t+1))|
2

− |g(X ′
t, A

′
t) − R′

t − γQ̃(X ′
t+1,

˜̂π(X ′
t+1))|

2
∣
∣
∣

≤
2

Nλ(A)

∑

t∈H

2R̃max

π0

(

|f(X ′
t, A

′
t) − g(X ′

t, A
′
t)| + γ|Q̃(X ′

t+1,
˜̂π(X ′

t+1)) − Q(X ′
t+1, π̂(X ′

t+1))|
)

(using the identitya2 − b2 = (a + b)(a − b), the triangle inequality,

and the assumed bounds forπb, f , g, Q, Q̃, andR′
t)

=
2R̃max

λ(A)π0

(

2

N

∑

t∈H

|f(X ′
t, A

′
t) − g(X ′

t, A
′
t)| + γ

2

N

∑

t∈H

|Q̃(X ′
t+1,

˜̂π(X ′
t+1)) − Q(X ′

t+1, π̂(X ′
t+1))|

)

.

Note that the first term isD′ = ((X ′
t, A

′
t); t ∈ H)-basedL1-distances of functions inF , while the

second term is just (γ-times) theD′
+ = (X ′

t+1; t ∈ H)-basedL1-distance of two functions inF∨
Π

corresponding to(Q, π̂) and(Q̃, ˜̂π). This leads to

N1

(

2R̃max

λ(A)π0
(1 + γα′)ε′,LF , (Z ′

t; t ∈ H)

)

≤ N1(ε
′,F ,D′)N1(α

′ε′,F∨
Π ,D′

+)
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for anyα′ > 0. Applying now PropositionE.3 for the first factor and LemmaE.5 for the second
one, withα′ = LA + 1, we have

N1

(

2R̃max

λ(A)π0
(1 + γ(LA + 1))ε′,LF , (Z ′

t; t ∈ H)

)

≤ e(VF+ + 1)

(
4eQmax

ε′

)V
F+

edA+1(VF+ + 1)

(
dA∏

k=1

(VΠ+
k

+ 1)

)

Qmax
V
F+ (dAA∞)VΠ+

(
4e

ε′

)V
F++VΠ+

= edA+2(VF+ + 1)2

(
dA∏

k=1

(VΠ+
k

+ 1)

)

Qmax
2V

F+ (dAA∞)VΠ+

(
4e

ε′

)V

,

whereV = 2VF+ + VΠ+ is the “combined effective” dimension, and thus

N1(ε/16,LF , (Z ′
t; t ∈ H))

≤ edA+2(VF+ + 1)2

(
dA∏

k=1

(VΠ+
k

+ 1)

)

Qmax
2V

F+ (dAA∞)VΠ+

(

128eR̃max(1 + γ(LA + 1))

λ(A)π0ε

)V

=
C1

16

(
1

ε

)V

,

with C1 = C1(λ(A), VF+ , (VΠ+
k
)dA

k=1, Qmax, R̂max, A∞, γ, π0, LA, dA).

Putting together the above bounds we get

P0 ≤ C1

(
1

ε

)V

e
−

λ(A)2π2
0mN ε2

512R̃4
max + 2mNβkN

= C1

(
1

ε

)V

e−4C2mN ε2

+ 2mNβkN
, (16)

whereC2 = 1
2

(
λ(A)π0

32R̃2
max

)2

=
λ(A)2π2

0

2048R̃4
max

. DefiningkN = ⌈(C2Nε2/b)
1

1+κ ⌉ andmN = N/(2kN),

the proof is finished by LemmaE.6, which, together with (16), impliesP0 < δ.

E.3 Controlling the error of the approximate greedy step

Remember thatE : B(X × A) → B(X ) is defined by(EQ)(x) = supa∈A Q(x, a), while
Eπ : B(X × A) → B(X ) is defined by(EπQ)(x) = Q(x, π(x)). In this section we are in-
terested in bounding

∥
∥TQ − T π̂Q

∥
∥

1,ν
. The proof will consists of several steps. First, we bound

∥
∥T π̂Q − TQ

∥
∥

1,ν
by ν(EQ − Eπ̂Q). Then we show thatνEπ̂Q is close tosupπ∈Π νEπQ, from

which the result will follow.

Lemma E.8. Under AssumptionA5

‖TQ − T πQ‖1,ν ≤ γΓν ν(EQ − EπQ) (17)

holds for anyQ ∈ B(X ×A) and policyπ.

Proof. Let ∆ = EQ−EπQ, µ = (ν × λA)P . By noting thatEQ ≥ EπQ and soTQ ≥ T πQ and
∆ ≥ 0 we have

‖TQ − T πQ‖1,ν =

∥
∥
∥
∥
γ

∫

∆ dP (·|x, a)

∥
∥
∥
∥

1,ν

= γ

∫

∆ dµ = γ

∫

∆
dµ

dν
dν ≤ γΓν ν∆.

Remember thatF∨
Π = { f : f(·) = Q(·, π(·)), Q ∈ F , π ∈ Π }. Combining LemmasE.1, E.5, and

E.6we get the following result:

Lemma E.9. Let AssumptionsA2, A8, A9hold. Then, with probability1 − δ,

sup
V ∈F∨

Π

∣
∣
∣
∣
∣
E [V (X1)] −

1

N

N∑

t=1

V (Xt)

∣
∣
∣
∣
∣
≤

√

Λ′
N(δ)(Λ′

N (δ)/b ∨ 1)1/κ

C′
2N

. (18)

whereΛ′
N(δ) andC′

2 are defined as in TheoremB.1.
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Proof. Let ε andΛ′
N (δ) be chosen as in (15):

ε =

√

Λ′
N (δ)(Λ′

N (δ)/b ∨ 1)1/κ

C′
2N

with Λ′
N (δ) = (V ′/2) logN + log(e/δ) + log+ (C′

1C
′
2
V ′/2 ∨ β) ≥ 1. Define

P ′
0 = P

(

sup
V ∈F∨

Π

∣
∣
∣
∣
∣
E [V (X1)] −

1

N

N∑

t=1

V (Xt)

∣
∣
∣
∣
∣
> ε

)

.

Let Z ′
t = (X ′

t, A
′
t, R

′
t), mN , kN , andH be as in the proof of LemmaE.7.

We use LemmaE.1above withZ = X , F = F∨
Π noting that anyf ∈ F∨

Π is bounded byQmax and
that any deterministic image of aβ-mixing process is alsoβ-mixing with the same or faster rate, to
get the bound

P ′
0 ≤ 16E [N1(ε/8,F∨

Π , (X ′
t; t ∈ H))] e

−
mN ε2

128Qmax2 + 2mNβkN+1.

Applying LemmaE.5we get
N1(ε/8,F∨

Π , (X ′
t; t ∈ H))

≤ edA+1(VF+ + 1)

(
dA∏

k=1

(VΠ+
k

+ 1)

)

Qmax
V
F+ (dAA∞)VΠ+

(
32e(LA + 1)

ε

)V
F++VΠ+

=
C′

1

16

(
1

ε

)V ′

,

with V ′ = VF+ + VΠ+ andC′
1 = C′

1(VF+ , (VΠ+
k
)dA

k=1, Qmax, A∞, LA, dA). Putting together the
above bounds we get

P ′
0 ≤ C′

1

(
1

ε

)V ′

e
−

mN ε2

128Qmax2 + 2mNβkN +1 = C′
1

(
1

ε

)V ′

e−4C′

2mN ε2

+ 2mNβkN +1, (19)

whereC′
2 = 1

2
1

(16Qmax)2 = 1
512Qmax

2 . DefiningkN = ⌈(C′
2Nε2/b)

1
1+κ ⌉ andmN = N/(2kN ), the

proof is finished by LemmaE.6, which, together with (19) andβkN +1 ≤ βkN
impliesP ′

0 < δ.

Remember thate∗(F , Π) = supf∈F infπ∈Π ν(EQ − EπQ). We are ready to prove the main result
of this section:

Lemma E.10. Let AssumptionsA2, A5, A8, A9 hold. Let Q ∈ F be random, π̂ =

argmaxπ∈Π

∑N
t=1 Q(Xt, π(Xt)). Then with probability at least1 − δ,

∥
∥TQ − T π̂Q

∥
∥

1,ν
≤ γΓν

[

e∗(F , Π) + 2

√

Λ′
N(δ) (Λ′

N (δ)/b ∨ 1)1/κ

C′
2N

]

, (20)

whereΛ′
N(δ) andC′

2 are defined as in TheoremB.1.

Proof. Let us introduce the empirical measureνN (·) = 1
N

∑N
t=1 δXt

(·), whereδx(·) is the counting
measure associated with the singleton{x}. By LemmaE.8,

∥
∥TQ − T π̂Q

∥
∥

1,ν
≤ γΓνν(EQ−Eπ̂Q).

Now, let us use the error decomposition

ν(EQ − Eπ̂Q) = inf
π∈Π

ν(EQ − EπQ) + ν(EQ − Eπ̂Q) − inf
π∈Π

ν(EQ − EπQ)

≤ sup
f∈F

inf
π∈Π

ν(Ef − Eπf) + sup
π∈Π

νEπQ − νEπ̂Q

= e∗(F , Π) + sup
π∈Π

νEπQ − sup
π∈Π

νNEπQ + sup
π∈Π

νNEπQ − νEπ̂Q

≤ e∗(F , Π) + 2 sup
π∈Π,f∈F

|νEπf − νNEπf |.

Here we used thatsupπ∈Π νNEπQ = νNEπ̂Q and the elementary inequalitysupx f(x) −
supy g(y) ≤ supx(f(x) − g(x)). Finally, the right hand side is bounded by LemmaE.9 since
supπ∈Π,f∈F |νEπf − νNEπf | = supg∈F∨

Π
|νg − νNg|. Combining these bounds yields the re-

sult.
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E.4 Proof of the Main Result

Proof. For the proof we write the algorithm in the formQk+1 = TQk + εk with εk = ε′k + ε′′k
whereε′k = Qk+1 − T π̂kQk is the error while computingT π̂kQk andε′′k = T π̂kQk − TQk is
the error committed because of using the approximately greedy policy π̂k (see also (11)). The
result then follows by LemmaD.3 if we can bound the‖·‖1,ν error ofεk, k = 0, . . . , K − 1. By
the triangle inequality and the well-known relation ofLp norms,‖εk‖1,ν ≤ ‖ε′k‖1,ν + ‖ε′′k‖1,ν ≤

‖ε′k‖2,ν +‖ε′′k‖1,ν . Now, we can use LemmaE.7to get a bound on‖ε′k‖2,ν that fails with probability
at mostδ/(2K), giving ε′ defined in the text of the theorem. Similarly, we can use LemmaE.10
to get a bound on‖ε′′k‖1,ν that fails with probability at mostδ/(2K), giving rise toε′′. Since
there areK iterations, the total failure probability is bounded byδ, thus finishing the proof of the
theorem.
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