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Abstract

We consider continuous state, continuous action batcHoreiement learning
where the goal is to learn a good policy from a sufficienthhricajectory gen-
erated by some policy. We study a variant of fitted Q-itergtishere the greedy
action selection is replaced by searching for a policy insrieted set of can-
didate policies by maximizing the average action values.p¥d¥ide a rigorous
analysis of this algorithm, proving what we believe is thstffinite-time bound
for value-function based algorithms for continuous staie @ction problems.

1 Introduction

Batch reinforcement learning (RL) refers to the problemwdifig a good policy given some fixed
set of samples. This problem is highly relevant for indastpplications where data is gathered by
following a fixed controller, after which there is no furth@wportunity to interact with the system.
Another very common characteristics of industrial proldesthat the space of states and actions is
continuous (or has continuous components). In this papestwdy such problems. Intriguingly, to
our best knowledge there is no known theoretically soundagah to this problem.

Continuous action problems are most often tackled by me&mola@y search algorithms (e.g.
[1, 2, 3]). Although these algorithms tend to assume that they caaimibew samples (either by
interacting with the environment or in a simulated envir@mt) they could be adopted to the batch
setting.

In this paper, however, we start from value-function basethwds {i]. The potential advantage of
these methods is that they may make a better use of the s&waftthe problem by exploiting the
recursive nature of the value functions. However, for theytneed efficient function approximation
algorithms and learning algorithms that are capable ofidigalith the imprecisions introduced by
the approximate representation of the value functionss @pproach can be criticized on the basis
that it may run into trouble when the value functions are difii to represent. Nevertheless, we
find it more interesting to study these methods becausesttlezy carry the promise of being more
efficient than brute-force search methods.

Value-function based RL is deeply connected to dynamic ranogning (DP). Most algorithms are
relatives to one of the basic DP methoBslicy iterationbased algorithms keep a policy, compute its
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action-value function and then compute a new policy baseith@mbtained value function. Least-
squares policy iteration (LSPI) is a recent algorithm thsg¢suleast-squares temporal difference
learning to evaluate policie$]. Another example is the algorithm proposed @ that employs a
modified Bellman-residual minimization (BRM) criteriomtérestingly, LSPI can be shown to be
a special case of this algorithrii][ The BRM algorithm comes with a finite time performance
bound that (under appropriate “richness” conditions ordita and “smoothness” conditions on the
problem) shows that in the limit of an indefinite number of géas the loss compared to an optimal
policy can be made to converge to zero, i.e., the algoritheoiisistent. Since LSPI is a special case
of the BRM algorithm, the theoretical results show that tB&Lcan also be made consistent. These
results, however, heavily exploits that the number of axtiis finite: The bounds explicitly depend
on the number of actions (in a quadratic fashion) and theedfas not evident if these algorithms
would work without any modifications when the actions-spadefinite.

Another recent algorithm is fitted Q-iteration (FQI) due tm& et al. B], which is a variant of
fitted value iteration 9] applied to action-value functions. Fitted value iterat@gorithms come
with convergence guarantees but only when the functioncqamiator employed is restricted to
“averagers” L0, 9. These guarantees hold for infinite action spaces, as wétlwever, to our
best knowledge there are no results that would charactérézénite-sample performance of these
algorithms and hence no guidance is available for how to rttekéest use of the available samples
(for a related asymptotic result se€l]). Nevertheless, FQI has been applied successfully in a
number of challenging domains and was found to perform welhevhen used with non-averager
function approximation methods, such as neural netwdrRs1[3].

In this paper we study FQI in continuous state and actionespatlVe propose a modification of
the basic algorithm and prove bounds on its finite-sampl®paance that can be used to show the
consistency of the modified algorithm. The modification @ms the selection of greedy actions:
In the modified algorithm the exact, pointwise optimizatismeplaced by searching for a policy in
a restricted policy class that maximizes the sum of acti@inies over the sampled states. Although
this step is not necessarily cheaper than the original wiset optimization, we will argue that
it improves across state generalization and is essentjaleieent overfitting which might happen
when using the unmodified updates.

2 Preliminaries

We will build on the results from€, 7, 14] and for this reason we use the same notation as these
papers. The unattributed results cited in this section ediobnd in the book15].

First, we need to fix some technical notations: For a meafusplace with domaifr’ we letM (X))
denote the set of all probability measures o¥erFory € M (X) andf : X — R measurable we let
[£1l,. (» > 1) denote theL?(v)-norm of f: || f|I? , = [[f(s)[Pv(ds). We simply write]| f||, for
the L2-norm of f. We shall use the shorthand notatiefi to denote the integrafl f(s)v(ds). We
denote the space of bounded measurable functions with dokhay B(X). Further, the space of
measurable functions boundedby: K < oo shall be denoted b (X'; K'). We let|| f|| denote
the supremum normj{ f|| .. = sup,c~ |f(z)|. Ir denotes the indicator of eveht, 1 denotes the
function that takes on the constant value one everywherneitsvdomain. The Lebesgue measure
shall be denoted hy.

A discounted MDP is defined by a quintupl&’, A, P, S,~), where X is the (possible infinite)
state spaceA is the set ofactions P : X x A — M (X) is thetransition probability kernelvith
P(-|x,a) defining the next-state distribution upon taking actiofiom stater, S(-|z,a) gives the
corresponding distribution efnmediate rewardsand~y € (0, 1) is the discount factor. Her&/ (X)
denotes the space of probability measures aver

We start with the following mild assumption on the MDP:

Assumption A1 (MDP Regularity) X is a compact subset of thig -dimensional Euclidean space,
A C [-Ax, Aoo]df‘. We assume that the random immediate rewards are boundégmy and
that the expected immediate reward functiofy, a) = [ 7S(dr|z,a), is uniformly bounded by
Riax: ||7|lco < Rmax, Where|| - ||« denotes the supremum norm.



A policy determines the next action given the past observationsa@tien can be chosen stochas-
tically. Formally, a policy thus maps past observations thstribution over the set of actiortsA
policy is deterministic if the probability distribution noentrates on a single action for all histories.
A policy is called(non-stationary) Markoviaif the distribution depends only on the last state of the
observation sequence and the length of the history. A pdicwalledstationary (Markovianjf the
distribution depends only on the last state of the obsemwatequence (and not on the length of the
history).

Thevalueof a policy when it is started from a stateis defined as the total expected discounted
reward that is encountered while the policy is execuléd(z) = E. [Y_,2, 7" R:|Xo = z] . Here

R ~ S(-|Xt, A¢) is the reward received at time stepghe state X;, evolves according t&; 1 ~
P(-| Xy, Ay), whereA, is sampled from the distribution determinedbyWe useQ™ : X x A — R

to denote thection-value functiof policy m: Q™ (z,a) = E >~ v Ri| X0 = z, Ay = a.

The goal is to find a policy that attains the best possibleaghi*(z) = sup, V7 (z), at all states
r € X. HereV* is called theoptimal value functiorand a policys* that satisfied/™ (z) =
V*(x) for all z € X is calledoptimal Theoptimal action-value functio®*(x,a) is Q*(x,a) =
sup,, Q™ (z,a). We say that a (deterministic stationary) polieyis greedyw.r.t. an action-value
function@ € B(X x A), and we writer = 7 (-; Q), if, forall z € X, n(z) € argmax,c 4 Q(z, a).
Under mild technical assumptions, such a greedy policy yvexists. Further, the greedy policy
w.r.t. @* is optimal. For a deterministic stationary poliay we define itsevaluation operatar
T™: B(X x A) — B(X x A), by (T™Q)(z,a) = r(z,a) +~v [ Qy, 7(y))P(dy|z,a). It is known
thatQ™ = T™Q7™. Further, if we let théBellman operatorT : B(X x A) — B(X x A), defined
by (TQ)(x,a) = r(z,a) + v [ sup,c 4 Q(y, a)P(dy|z,a) thenQ* = TQ*. Itis known thatV'™
andQ@™ are bounded byR,,,.../(1 — 7), just like @* andV*.

We assign to any deterministic stationary policy X — A the operatoE™ : B(X x A) — B(X))

defined by(E™Q)(z) = Q(z,n(x)) and defineE : B(X x A) — B(X) by (FQ)(x) =

sup,e 4 Q(z,a). These operators are useful in connecting action-valuetifums with value func-
tions: If Q™ is the action-value function of policy, E™Q™ gives its value functiony™. Fur-

ther, V* = EQ* andrw is a greedy policy w.r.tQ if and only if E"Q = FEQ. Moreover,
T™ andT can be written ag§7"Q)(z,a) = r(z,a) + v [ E"QdP(:|z,a) and (TQ)(z,a) =

r(z,a) +v [ EQdP(-|z,a).

We shall also need two operators corresponding to the tiamsprobability kernelP that we
define now. A right-linear operato?- : B(X) — B(X x A), is defined by(PV)(z,a) =

[ V(y)P(dy|z,a), i.e., PV just gives the one-step lookahead values with no discogrtitd no
rewards. The left-linear operatot? : M(X x A) — M(X), is defined with(pP)(dy) =

| P(dy|z,a)p(dz, da). Intuitively, pP is the distribution of states obtained after picking a state
action pair( X, A) randomly according tp and then executing actiofi in stateX . This operator is
also extended to act on measures oVeith the definition(pP)(dy) = [ P(dy|z, a)p(dz)dA 4(a),
where) 4 is the uniform distribution opd.? This corresponds to the distribution of states obtained
by executing a random action from a state sampled fporBy composingP and E™, we define
P™ = PE™. Note that this equation defines two operators: a right- aledtdinear one and with
their help the operatdf™ can be succinctly written d&8™Q = r + yPE™Q.

Throughoutthe papeF C {f : X x A — R} will denote a subset of real-valued functions over the
state-action spac& x A andIl c A% will be a set of policies. For € M (X), we extend|-|, ,
(> DtwoFbylfl,, = [v.alfP(x,a)d(v x Aa)(x,a), wherev x A4 denotes the product
measure ovel’ x A obtained fromv and) 4.

3 Fitted Q-iteration with approximate policy maximization

We assume that we are given a finite traject®ty;, A, R;)}1<:<n, generated by some stochastic
stationary policyr,, called thebehavior policy A; ~ (| X:), Xey1 ~ P(| X, Ar), Re ~

S(-| X, Ay), wherem,(-|) is a density withr &' inf (; o)exxam([r) > 0.

1The policy should be a measurable function. However, inpihjger, by assuming sufficient regularity, we
will disregard measurability issues.
2For any measurable subgétof A, A4 (U) = M(U)/A(A).



The generic recipe for fitted Q-iteration (FQ8] is

Qr+1 = Regress(Dy(Qr)), 1)

whereRegress is an appropriate regression procedure BpdQ);.) is a dataset defining a regression
problem in the form of a list of data-point pairs:

Di(Qr) = { [(Xt, At), Re + 7y max Qp(Xet1, b)} 1St§N} 3

Fitted Q-iteration can be viewed as approximate value timraapplied to action-value func-
tions. To see this note that value iteration would assignvilee (TQy)(z,a) = r(z,a) +

v [ maxpe 4 Qk(y, b) P(dy|x, a) t0 Qry1(x,a) [4]. Now, remember that the regression function
for the jointly distributed random variablés’, Y") is defined by the conditional expectation%f
givenZ: m(Z) = E[Y|Z]. Since for anyixedfunction@, E [R; + maxpe 4 Q(Xty1,0)| X, A¢] =
(TQ)(Xy, Ay), thus the regression function corresponding to the dafagé®) is indeed’’'@ and
hence if FQI could solve the regression problem definedhyexactly, it would simulate value
iteration exactly.

However, this argument itself does not directly lead to andgis analysis of FQI: Sinc@;. is
obtained based on the data, it is itself a random functiomcgafter the first iteration, the “target”
function in FQI becomes random. Furthermore, this functiepends on the same data that is used
to define the regression problem. Will FQI still work despitese issues? To illustrate the potential
difficulties consider a dataset wheklg, ..., Xy is a sequence of independent random variables,
which are all distributed uniformly at random | [ 1]. Further, letM be a random integer greater
than N which is independent of the datassésft) *,. LetU be another random variable, uniformly
distributed in[0, 1]. Now define the regression problem by = fa,v(X.), where fa; v (z) =
sgn(sin(2M27(z + U))). Then it is not hard to see that no matter how Bigs, no procedure can
estimate the regression functigiy ; with a small error (in expectation, or with high probabi)ity
even if the procedure could exploit the knowledge of the gjgeform of f. On the other hand,

if we restrictedM to a finite range then the estimation problem could be solvedessfully. The
example shows that if the complexity of the random functideBning the regression problem is
uncontrolled then successful estimation might be impdessib

Amongst the many regression methods in this paper we haveenhto work with least-squares
methods. In this case Equatial) fakes the form

Qr+1 = argmin
QEF ;Wb At|Xt

2
(a0 - R+ ] ) - @
We call this method the least-squares fitted Q-iteratiorFQB method. Here we introduced the
weightingl /7, (A:| X;) since we do not want to give more weight to those actions tiegpieeferred
by the behavior policy. Other weighting factors, expregsines’ beliefs about the behavior policy
is, are also possible.

Besides this weighting, the only parameter of the methotesfainction setF. This function set
should be chosen carefully, to keep a balance between thesegation power and the number of
samples. As a specific example f6r consider neural networks with some fixed architecture. In
this case the function set is generated by assigning weigta possible ways to the neural net.
Then the above minimization becomes the problem of tuniagwsights. Another example is to use
linearly parameterized function approximation method$ &ppropriately selected basis functions.
In this case the weight tuning problem would be less demandiat another possibility is to Ief

be an appropriate restriction of a Reproducing Kernel HilBpace (e.g., in a ball). In this case the
training procedure becomes similar to LS-SVM trainiag][

As indicated above, the analysis of this algorithm is congiéd by the fact that the new dataset
is defined in terms of the previous iterate, which is alreadyrection of the dataset. Another
complication is that the samples in a trajectory are in gareenrelated and that the bias introduced
by the imperfections of the approximation architecture yiald to an explosion of the error of the
procedure, as documented in a number of cases in, €lg., [

3Since the designer contralg,, we may assume that it is continuous, hence the maximunsexist



Nevertheless, at least for finite action sets, the toolsldpee in B, 14, 7] look suitable to show
that under appropriate conditions these problems can beawe if the function set is chosen in
a judicious way. However, the results of these works woultbb@e essentially useless in the case
of an infinite number of actions since these previous boumd& ¢o infinity with the number of
actions. Actually, we believe that this is not an artifactlod proof techniques of these works, as
suggested by the counterexample that involved randomttargiee following result elaborates this
point further:

Proposition 3.1. Let 7 ¢ B(X x A). Then even if the pseudo-dimensionfofs finite, the fat-
shattering function of

Fronax = {VQ : Vo) = maxQ(a),Q € f}
can be infinite ove(0, 1/2).

Without going into further details, let us just note that fimiteness of the fat-shattering function is
a sufficient and necessary condition for learnability aredfthiteness of the fat-shattering function
is implied by the finiteness of the pseudo-dimensidof.[The above proposition thus shows that
without imposing further special conditions @f the learning problem may become infeasible.

One possibility is of course to discretize the action spagg, by using a uniform grid. However, if
the action space has a really high dimensionality, this @ggr becomes unfeasible (even enumer-
ating294 points could be impossible whely is large). Therefore we prefer alternate solutions.

Another possibility is to make the functionsfie.g. uniformly Lipschitz in their state coordinates.
Then the same property will hold for functionsiy’,.. and hence by a classical result we can bound
the capacity of this set (cf. pp. 353—357 @B]). One potential problem with this approach is that
this way it might be difficult to get a fine control of the capgg@f the resulting set.

In the approach explored here we modify the fitted Q-iteratitgorithm by introducing a policy
setll and a search over this set for an approximately greedy poliegysense that will be made
precise in a minute. Our algorithm thus has four parametgrsl, K, Qy. HereF is as beforell
is a user-chosen set of policies (mappings ftdno A), K is the number of iterations arfg, is an
initial value function (a typical choice i®, = 0). The algorithm computes a sequence of iterates
(Qr,7r), k=0,..., K, defined by the following equations:
N
o = argmaxz Qo(Xt, m(Xy)).

LS

Qry1 = argminz (Q(Xt,At)—[Rt+7Qk(Xt+1,frk(Xt+1))D2, 3)

N
M1 = argmaxz Qry1(Xe, m(Xy)). (4)

mell =1
Thus, @) is similar to @), while (4) defines the policy search problem. The policy search will
generally be solved by a gradient procedure or some otheoppate method. The cost of this step
will be primarily determined by how well-behaving the itea(),1 are in their action arguments.
For example, if they were quadratic andrifwas linear then the problem would be a quadratic
optimization problem. However, except for special cAske action value functions will be more
complicated, in which case this step can be expensive., 8ii#l cost could be similar to that of
searching for the maximizing actions foredch 1, ..., N if the approximately maximizing actions
are similar across similar states.

This algorithm will be shown to overcome the above mentioo@uplexity control problem pro-
vided that the complexity ofl is controlled appropriately. Indeed, in this case set ofsjines
regression problems is determined by the set

fI\I/:{f : f(')ZQ(',TF(')),QE}—ﬂTEH}7

and the proof will rely on controlling the complexity g%y by selectingF andII appropriately.

“Linear quadratic regulation is such a nice case. It is istérg to note that in this special case the obvious
choices forF andIl yield zero error in the limit, as can be proven based on the mesiult of this paper.



4 The main theoretical result

4.1 Outline of the analysis

In order to gain some insight into the behavior of the aldwnit we provide a brief summary of its
error analysis. The main result will be presented subsetyen

For f,Q € F and a policyr, we define the'" TD-error as follows:

di(f;Q,7) = Ry +vQ(Xi11, 71(Xiq1)) — f(Xe, Ap).
Further, we define the empirical loss function by

N

di(f;Q,7)
f Q, N Z A 7Tb Atht) (5)

where the normalization with(.A) is introduced for mathematical convenience. Th&ncan be
written compactly as
Qi1 = argmin Ly (f; Qk, 7k)-
feF

The algorithm can then be motivated by the observation tradrfy f,QQ andr, ﬁN(f; Q,7)isan
unbiased estimate of

L(;Q,7) €| f = T7Q|” + L7(Q, #), (6)

where the first term is the error we are interested in and tbenskterm captures the variance of the
random samples:

LH(Q. %) = /A E [Var [Ry +7Q(Xa, #(X))| X1, A1 = af] dAa(a).

This result is stated formally in the following lemma:

Lemma 4.1(Unbiased Loss ApproximationAssume thaty > 0. Then for anyf,Q € F, policy
7, Ly (f; Q, ) as defined by5) provides an unbiased estimatefof; Q, 7):

E[Ln(f;Q.7)] = L(f;Q. %) (7)

Proof. Let us define);, = R; + 7Q(Xy11,#(X;41)). Then, by B), thetth term of Ly (f; Q, #)

can be written as
1

A(A) (A Xy)
Note thatE [Rt|Xt, At] = T(Xt, At) and

LW = (f(X1, Ar) = Qi) (®)

E[Q

Xo A = (X040 47 [ Qi) dPOIXe A) = (T7Q)(X 4. (©)

Y

Taking expectations,

E |(f(X1,A1) — Q1)%X1, A1
e [o0] < [o0] ] - [t

Now since all actions are sampled with positive probabilitpny state, we get

E [(F(X1,41) - QU)*[X1, 4]
= Var [Quxs, 4] + (£ A0 ~B[@i1X0 41])
Var [Q11X1, 4] + (£(X1, A1) = (T*Q)(X1,41))*  (by 9)).

6



Taking expectations of both sides we get that

Var [Qu X0, A + (F(X0, A)) = (T7Q) (X1, A1)

E|LMW
{ } A A)mp(A1]X7)
* ~ L 2
= L@ +|r-17Ql, (10)
= L(f;Q,7).
Because of stationarity this holds fEr[L(t)] for anyt, thus finishing the proof of7). O

Since the variance term in 6) is independent of f, argmin;.r L(f;Q,7T)
argmin .z || f — T*QHIQI. Thus, if 7, were greedy w.rtQ; thenargmin . L(f; Qr, ) =

argmin;c z || f — TQk|\3. Hence we can still think of the procedure as approximateevaération
over the space of action-value functions, projecfli@; using empirical risk minimization on the
spaceF w.r.t. ||-||, distances in an approximate manner. Sifigés only approximately greedy, we
will have to deal with both the error coming from the approatmprojection and the error coming
from the choice ofr;,. To make this clear, we write the iteration in the form

Qi1 = T Qi +¢;,
= TQp+e,+ (T™Qr — TQx)
= TQy + e, (11)

wherez}, is the error committed while computing™ Q, &, L' T7.Q), — TQ), is the error commit-

ted because the greedy policy is computed approximately arde}, + < is the total error of step

k. Hence, in order to show that the procedure is well behavesineeds to show that both errors are
controlled and that when the errors are propagated thrdwagietequations, the resulting error stays
controlled, too. Since we are ultimately interested in teefgrmance of the policy obtained, we
will also need to show that small action-value approxinragaors yield small performance losses.
For these we need a number of assumptions that concern #ithémining data, the MDP, or the
function sets used for learning.

4.2 Assumptions

4.2.1 Assumptions on the training data

We shall assume that the data is rich, is in a steady statesafagtimixing, where, informally,
mixing means that future depends weakly on the past. Moredtly, we use3-mixing, which is
one of the weakest mixing concepts:

Definition 4.2 (3-mixing). Let{Z;},—1 > be a stochastic process. Denote b} the collection
(Z1,...,7y,), where we allowh = co. Leto(Z%7) denote the sigma-algebra generated b/
(z < 7). Them-th s-mixing coefficient of Z, }, 3., is defined by

Bm=supE| sup |P(B|Z"") - P(B)|
t>1 | Beg(Zt+mioo)
{Z;} is said to bes-mixing if 3, — 0 asm — oo. In particular, we say that &-mixing process
mixes at arexponentiatate with parameterg,b,x > 0if 3,,, < Bexp(—bm*) holds for allm > 0.

Now we are ready to state our assumptions on the data7gf. |

Assumption A2 (Sample Path Properties)Assume that
{(X¢, At, Re) be=1,... N

is the sample path of;, a stochastic stationary policy. Further, assume {fiat is strictly station-
ary (X; ~ v € M(X)) and exponentially3-mixing with the actual rate given by the parameters

(B, b, ).We further assume that the sampling poligysatisfiesro gef inf (; o)exx.a m(alz) > 0.



The B-mixing property will be used to establish tail inequalktifor certain empirical processes.
Note that the mixing coefficients do not need to be known. éndlise when no mixing condition is
satisfied, learning might be impossible. To see this jussictar the case whel; = Xy, = ... =
Xn. Thus, in this case the learner has many copies of the samdermawmariable and successful
generalization is thus impossible. We believe that therapsion that the process is in a steady state
is not essential for our result, as when the process reathsteady state quickly then (at the price
of a more involved proof) the result would still hold.

4.2.2 Assumptions on the MDP

In order to prevent the uncontrolled growth of the errordhay are propagated through the updates,
we shall need some assumptions on the MDP. A convenient asisumis the following one19):

Assumption A3 (Uniformly stochastic transitions) For all z € X anda € A, assume that
P(:|x, a) is absolutely continuous w.rit.and the Radon-Nikodym derivative &fw.r.t. v is bounded
uniformly with boundC,,:

dP(:|z,a)

< .
dv oo

C, = sup H

rEX,acA ‘oo

Note that by the definition of measure differentiation, Asgtion A3 means thatP(-|z,a) <
C,v(+), where the inequality holds for every measurable set. T¢ssi@ption essentially requires
the transitions to be noisy. We will also prove (weaker) lsaunder the followingweakerassump-
tion:

Assumption A4 (Discounted-average concentrability of futire-state distributions) Given p, v,
m > 1 and an arbitrary sequence of stationary polides, }.,>1, assume that the future-state
distributionpP™ P™ ... P™ is absolutely continuous w.r#. Assume that

d(pP™ P™ ... P™m
c(m) € sup (p o ) ’ (12)
TLyeesTm 00
satisfies
Ch E(1—n)? Z my™ Le(m) < +oo.

m>1

We shall callc(m) them-step concentrability of a future-state distribution, lelwe callC,, , the
discounted-average concentrability coefficiehthe future-state distributions.

The number:(m) measures how mughcan get amplified inn steps as compared to the reference
distributionv. Hence, in general we expedtn) to grow withm. In fact, the condition that’, ,, is
finite is a growth rate condition ot{rn). Thanks to discountingy,, ,, is finite for a reasonably large
class of systems (see the discussionli#])]

Arelated assumption is needed in the error analysis of theoapmate greedy step of the algorithm:

Assumption A5 (The random policy “goes everywhere”)Consider the distributiop = (v x
A4)P which is the distribution of a state that results from sanmgpkn initial state according te
and then executing an action which is selected uniformlpatiom?® Then

d
dv ||

Note that under AssumptioA3 we havel', < C,. This (very mild) assumption means that after
one step, starting from the random policy cannot avoid some part of the state space.

Besides, we assume thdthas the following regularity property:

SRemember thak 4 denotes the uniform distribution over the action.det



Assumption A6 (Regularity of the action space).et A denote the Lebesgue-measure. For any
a € A, write B(a,p) = {a’ € R4} |la—d'[|; < p for the ball centered at. We assume that
there existgx > 0, such that for alk € A, forall p > 0,

A(B(a, p) N A) > min (aA(B(a, p)), A(A)) .

For example, if4 is an L!-ball itself, then this assumption will be satisfied with= 2794, In
general, this assumption is satisfied whenetdras a non-degenerated boundary.

Without assuming any smoothness of the MDP, learninghfimite MDPs looks hard (see, e.g.,
[1, 20]). Here we employ the following extra condition:

Assumption A7 (Lipschitzness of the MDP in the actionspssume that the transition probabilities

and rewards are Lipschitz w.r.t. their action variable, itleere existd.p, L,. > 0 such that for all

(x,a,a’) € X x A x Aand measurable sé& of X,
|P(B|z,a) — P(Blz,a’)|

< Lpla—dl,
r(2,a) = r(z,a’)] < Lylla—adl;.

Note that previously Lipschitzness w.r.t. thatevariables was used e.g. ifh9 to construct con-
sistent planning algorithms.

4.2.3 Assumptions on the function sets used by the algorithm

These assumptions are less demanding since they are uedmnritnol of the user of the algorithm.
However, the choice of these function sets will greatly iefloe the performance of the algorithm,
as we shall see it from the bounds. The first assumption coatke class:

Assumption A8 (Lipschitzness of candidate action-value fioctions) AssumeF C B(X x A)
and that any elements @ is uniformly Lipschitz in its action-argument in the senkatt

|Q(Ia a) - Q(Ia a/)| S LA ||a - aI“l
holds for anyxr € X, a,a’ € AandQ € F.

We shall also need to control the capacity of our function.séte assume that the reader is familiar
with the concept of VC-dimensidhHere we use thpseudo-dimensioof function sets that builds
upon the concept of VC-dimension:

Definition 4.3 (Pseudo-dimension)The pseudo-dimensioi/z+ of F is defined as the/C-
dimension of the subgraphs of functionsfirlhence it is also called th&C-subgraph dimensioof
F).

Since A is multidimensional, we defing+ to be the sum of the pseudo-dimensions of the coordi-
nate projection spacely, of II:

da
VH+:ZVHI’ My ={m : X =R :m=(m,...,7h,...,mq,) €I}.
k=1

See Lemm& .4 for the motivation of this definition.

Now we are ready to state our assumptions on our function sets

Assumption A9 (Capacity of the function and policy sets)Assume thatF C B(X x A; Qmax)
for Quax > 0 andVe+ < +oo. Also, Vig+ < +oo0.

®Readers not familiar with VC-dimension are suggested tsaib@ book, such as the one by Anthony and
Bartlett [21].



Besides their capacity, one shall also control the appration power of the function sets involved.
Let us first consider the policy s&t. Introduce

e*(F,1I) = sup inf v
( ) Qe]:ﬂ’GH

(EQ - E™Q).

Note thatinf e v(FQ — E™Q) measures the quality of approximating@ by vE™(Q). Hence,
e*(F,II) measures the worst-case approximation errerfof) as( is changed withinF. This can
be made small by choosiridlarge.

Another related quantity is thene-step Bellman-error f w.r.t. II. This is defined as follows: For
a fixed policyr, the one-step Bellman-error f w.r.t. ™ is defined as

AN . N, ol
Eq\(F;7) —glel[})_Ql/IéffHQ T QHU

Taking again a pessimistic approach, the one-step Bellenaor-of 7 is defined as

Ey(F, 1) = sup By (F; 7).
rell
Typically by increasingF, E;(F,II) can be made smaller (this is discussed at some length in
[14]). However, it also holds for both andF that making them bigger will increase their capacity
(pseudo-dimensions) which leads to an increase of the astimerrors. HenceF andll must be
selected to balance the approximation and estimationsijust like in supervised learning.

Forp > 1, let HVHZ’p = [, |f(x)[Pdp(x). Our main result is the following theorem(the theorem is
restated as TheoreBilin the Appendix with more details) :

Theorem 4.4. Under Assumptionl, A2, and A5-A9, for all § > 0 we have with probability at
least] — 4: given AssumptioM3 (respectivelyAd), [V — V7|, (resp. |V — V]|, ), is
bounded by

wtl dA]+1
(log N + log(K/d)) 4

c{ | By(F 1) + ex(F,10) + N

—i—wK

whereC depends o 4, Vr+, (VH;)Z;‘P v, K, b, 3, C,, (resp.C ) Tu, La, Lp,Ly, o, A(A), m,
R r+1

Qmaxs Rmax, Rmax, and Ao.. In particular, C' scales withV 4x(da+1)  'whereV = 2Vz+ + Vipr

plays the role of the “combined effective” dimensionfoandII.

5 Discussion

We have presented what we believe is the first finite-time Hdedar continuous-state and action-
space RL that uses value functions. Further, this is thesfivalysis of fitted Q-iteration, an algorithm
that has proved to be useful in a number of cases, even whdmithenon-averagers for which no
previous theoretical analysis existed (e.@2,[13]). In fact, our main motivation was to show that
there is a systematic way of making these algorithms workiapaint at possible problem sources
the same time. We discussed why it can be difficult to makesthégorithms work in practice. We
suggested that either the set of action-value candidate®liee carefully controlled (e.g., assuming
uniform Lipschitzness w.r.t. the state variables), or agyadearch step is needed, just like in actor-
critic algorithms. The bound in this paper is similar in maegpects to a previous bound of a
Bellman-residual minimization algorithn?]. It looks that the techniques developed here can be
used to obtain results for that algorithm when it is applie@¢dntinuous action spaces. Finally,
although we have not explored them here, consistency sefult-QI can be obtained from our
results using standard methods, like the methods of siéeselieve that the methods developed
here will eventually lead to algorithms where the functipp@ximation methods are chosen based
on the data (similar to adaptive regression methods) so aptimize performance, which in our
opinion is one of the biggest open questions in RL. Currewtyare exploring the possibility of
this.
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A Proof of Proposition 3.1
Proof. We give such arF the following way: Chooset = A = {1,2,...}. Enumerate all the
finite subsets o’ as51,5%,. ... LetQi(z,a) = Ij,eg, 0=y @NdF = {Q;}i = 1,2,.... Then

VQi (I) = gleaj(( Q1($7 CL) = ]I{IGSi}7

hence the subgraph systemf,. .. shatters arbitrary large set of finite number of points witl a
positive fat-shattering less thayi2. Thus the fat-shattering function &%), . is not finite over(0, 1).
On the other hand, it is easy to see that the subgraph systéhdoés not shatter even two points,
hencelr:+ = 1. O

B The main theorem

Here we present the main theorem with the precise constants.

Theorem B.1. Under Assumptiondl, A2, A5, A6, A7, A8, andA9, for all 6 > 0 we have with
probability at leastl — o:

o Given AssumptioA3: ||[V* — V75 ||, < (13—1)2 {Ol, w+ 211?;%71(} .

e Given AssumptioAd: [[V* — Vx|, < (1377)2 {C,,,Vw + %WK} .

where

[ A(A)(da +1)! T“dﬁl)
w = max €
04(2/(LA + Lr + WQmaxLP))dA

withe = ¢’ +&”,

,(da+ 1)8) ,

1/k
Ry VANW@K))[Agi%mm/bvu |
PR (e*(f,n)ﬂ VAW/@K))[A;(ng%@ff))/bvul/ﬂ),
2

(By definitiona Vb = max(a, b)). HereA n () andA’y () quantify the dependence of the estimation
error on N, ¢, and the capacities of the setsandII:

An(8) = ¥ log N +log(e/8) + log* (C1Cy % v B),

Ay (8) = % log N +log(e/d) + log™ (C1C5Y v B),
V., V' playing the role of the “combined effective” dimensionsfoand1I:

V =2Ves + Vip+, V' = Ve + Vs,
1286 Rmax (1 +7(La + 1
logC; = Vlog ( ¢ )E(A):( A ))> + 2Vr+ log Qumax + Vi+ log(d4Ax)
0

da
+ ) log(e(Vis + 1)) + 2log(Ves + 1) + 2log(4e),
k=1
logC7 = V'log(32e(La+1))+ Vi 10g Qmax + Vir+ log(daAs)

da
+ Zlog(e(VHI +1)) +log(Ve+ + 1) + log(16e),
k=1

1AW\ .
o-3pm) o 9

max

1
- (16 max_27
5 (16Qua)

and B .
Rmax = (1 + W)Qmax + Rmax-

11



C Some definitions

To avoid any confusions we introduce the definition of cavgnumbers:

Definition C.1 (Covering Numbers)Fix ¢ > 0 and a semi-metric space! = (M, d). We say that
M is covered byn discsDs, ..., D,, if M C U;D;. We define theovering numbet/ (e, M, d)
of M as the smallest integen such thatM can be covered by: discs each of which having a
radius less thanm. If no such finiten exists then we leV/ (e, M, d) = .

In particular, for a classF of real-valued functions with domait’ and pointszV gof
(z1,22,...,xN) In X, we use theempirical covering numbers.e., the covering number of
equipped with the empiricdl! semi-metric

1 N
lml:N(.fv g) = N Zd(f('rt)vg(xt))a
t=1

whered is a distance function on the range of functionsfin When this range is the reals then
we used(a,b) = |a — b|. If we defineF(z'V) as{ f(z""V) : f € F} then we see that the
empirical covering number of can be equivalently defined as the covering numbeF @f':V)
when this latter set is equipped with tfedistance normalized byv. (Here and in what follows

F@N) € (f(z1),..., f(zn)).) For brevity we shall denot® (e, F, ,1.x) by Ny (¢, F, 2 N).

The concept of pseudo-dimensions has been introducee@rearke “scale-sensitive” counterpart
of pseudo-dimension is the fat-shattering function, whicHefined as follows: Lef be a set of
functions fromX to (say)[0,1]. Lety > 0. We say that'*V € XV is y-shattered if there is
r € [0,1]" such that for any binary sequenk®f length NV there is a functiory € F such that
flx)) > ri+if by = 1andf(z;) < r; —vif by = 0. Thus,z™" is v-shattered by the function set
F if it is shattered with a “width of shattering” of at leagt The fat-shattering functioriat , takes

a shattering widthy and returns the largest integat such that some' N ¢ XV is ~v-shattered
with the understanding that if no such upper bound exista the function returns infinite. We
shall say thatF has finite fat-shattering function whenever it is the case for allv € (0,1),
fatr(y) < +oo.

D Error propagation during the updates

D.1 Error propagation for value functions

The update rul€)y 1 = TQy + e, (fore, € B(X x A)) whenT is expanded take the form

Qui(,0) = r(w.a) +7 [ Pldyle,a) max Qu(y.b) + e (z. )
DefiningVj (z) = max,ec 4 Qk(z,a) € B(X), we have

Vigr(z) = max [T(a:,a)—|—7/P(dy|:1:,a)Vk(y)+8k(x,a)]

acA

= oM (@) + 7 / Pldyle, o (2))Vi ) + ex(, msn (2)

< zszlelﬁ [T(x,a) +7/P(dy|:v,a)Vk(y)} + ep (2, Tt (2))

= TVi(x) + ex(z, mhq1(x)),

where we wroter, ;1 () = argmax,c 4 Qr+1(z, a) for the greedy policy w.r.tQ1, andT for
the Bellman operator applied to functionsi{.X).

Now, writing 7 (z) the greedy policy w.r.tV;, i.e.,

a) = argax | (z0) + 7 [ Plale. (]

12



we have:

Y

Vinrle) = rlema(@) + [ Pldyla,m@)Vily) + en(o. mulz)

= TVk(I) + ak(x, ﬁk(I))
Thus we have:
Vi1 (x) = TVi(2)] < &x(),
wherez(z) = max{|e(x, T (2))|, lex (2, Trr1(2))]}

We now would like to apply Lemma 4 of.p] to obtain a bound on &” norm of V* — V™% in terms
of the ||, ||, which in turn, may be bounded By || .

D.2 Boundon|&l,,

As a first step, now we bound tHe” norm (with weightv € M (X)) of & in terms of theL” norm
(with weight(v x A4) € M(X x A)) of e, = Qr+1 — T'Qy. For that we use the Lipschitz property
of ;. w.r.t. the action variable.

Lemma D.1. Under Assumption&7 and A8, for all & > 0, ¢ is L-Lipschitz w.r.t. its action
variable, wWith, = L 4 + L, + vQumaxLp.

Proof. From AssumptiorA8, we know thatQ),; € F is L 4-Lipschitz. Now, fromA?7, for any
function@ € B(X X A, Qmax), TQ is (L, + vQmaxLp)-Lipschitz since:

TQ(x,a) — TQ(z,d')| = r(x,a)—r(z,ad)+ 7/[P(dy|x, a) — P(dy|z,a’)] I&%Q(y, b)
< (LT + 'YQmaxLP) ||CL - CL/Hl )
thuse, = Qi1 — TQk IS (La + L, + vQmaxLp)-Lipschitz. O

Lemma D.2. Under Assumption&6, A7, andAS8, for all p > 1, we have

i AA)(da +1)! 1/(dath)
24l < max <[W ey, dat Dl ).

whereL = Ls + Ly + vQuax Lp

Notice that the left-hand side of the bound makes use &f aorm (weighted by, € M (X)) for
functions defined o/’ whereas the right-hand side ugegsnorm (weighted by x A 4) for functions
defined on¥ x A.

Proof. Let f be anL-Lipschitz function defined oved: |f(a) — f(a')| < L|ja — d'|; (a,a’ € A).
We first want to bound itd.>® norm, || f||sc = sup,e4 |f(a)|, in terms of itsL-norm, || f||,,1 =
ﬁ Joca|f(a)lda. We may assume without the loss of generality tfiat- 0. Now, given a
function f anda € A such thatf(a) > 0, from the Lipschitz property of, it follows that the
function cannot go below the surface of the pyramid®Y (a), p) centered at with height f(a)
and with basisB(a, p) for p = f(a)/L. Thus, we have that for all € A,

__ 1 N < MPY(a, f(a), f(a)/L) N (A X R))
nar = 50 [, @l > e ,
But, since the volume of any pyramid with bag and heighth is \(B fo dAda: =
A(B)h/(d4 + 1), and using AssumptioA6, we deduce that:
1
s > 5o ABaf@/nn AL
> i (3 S0/ 01)

o (e (2/D) ar1 _J(a)
- (M(d/\-l-l)!f(a)d B dA—i—l)’
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where we used the fact thatB(a, p)) > M{da’ € A} |la — d’||l1 < p) = (2p)%4/(d 4!). Since this
holds for alla € A, we have

A d 1/(da+1)
ummSmm<L%%ﬁ§§;wmm ,wA+nwme.

Now, given that\ 4 is a uniform distribution overd, we apply this property tey, = Qr+1 — TQx,

which is anL-Lipschitz function w.r.t. its action variable, thanks terhmaD.1, giving the desired
result withp = 1 (i.e., for theL!-norm). This is extended t67-norms since| f{[x 1 < || fllx4.p-

D.3 Error propagation for action value functions

We now deduce the following? performance bound ovi* — V7« in terms of theL.P-norm ofey,
with weighty x A 4.

Lemma D.3. Under Assumption&6, A7, andA8the followings hold:

e Given AssumptioA3we have

Ve v < =2 Loy max g+ 2 (13)
R << =
e Given AssumptioA4 we have
2 2Rmax
V* =V < —L 3O max wy + Xy K | (14)
PP = (1 —7) 0<k<K 1—7

Here

wy, = max ({% |€k:||p71/:| J(da+1) [lexll,

andL = La+ L.+ ’YQmaxLP-

Proof. This directly follows from Lemma 4 of]9 and LemmaD.2. O

E Controlling the error of the individual updates

E.1 Some definitions and technical results

Since we are dealing witB-mixing process, we need an extension of Pollard’s tail iradity for
this case.

Lemma E.1([7], Lemma 4, see als@pP]). Suppose thak,...,Zy € Z is a stationarys-mixing
process with mixing coefficienfg,, }, Z, € Z (t € H) are the block-independent “ghost” samples
as done by23], H = {2ikny +j}0 <i<my,1 <j <kyandF is a permissible class & —
[-K, K] functions Then

<§1€12 Zf Z) - E[f(21)]

We now state some results that will be used to build estinaftése covering numbers ofy{. We
start by the following observation:

Lemma E.2. Let AssumptiorA8 hold for the function spacé& . Fix 25V ¢ XV, LetK =

m 52
> 8) < 16EE [Nl(é,]:, (Zg)teH)} e 1218\71(2 + 2mNﬁkN+1.

.....

K
Ni(e, 7 2"N) < SO (1= a)e, F, (m(aV)))
k=1
<M % I wlN) sup M (1= @), F, (n(e )
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where(m (21V)) E (21, 7 (21)), .. ., (@n, Tk (2N))).

Proof. Let (my)k=1,..x be the f£=-covering of H( V) and let (Quj)j=1,..s) be the
(1 — a)e-covering of F((m(z 1N))), k= LK. It suffices to show that
(Qrj (s ™k (1)))k=1,.... i j=1,...,7(k) IS @ne-covering Offn( z ).

Pick any pair(Q,m) € F x II. Letk be such that,..~ (7, ;) < #=. Further, letj be such that

.....

i
Um0 (Q, Qrj) < (1 — a)e. Then
1 N
N D 1Q(@e, (1)) = Quywe, mi(w2))]
- N
< W Z |Q@e, w(w1)) — Qae, T (0)) | + 1Q (e, T (1)) — Qi (e, mh (1))
L N
< Z |m(2e) — ' (z0)l|, + Z Q@ mr (1)) — Qrj (@, mr(y))| < e,
proving that(Q; (-, () )k=1,... K,j=1,.... () IS @ane-covering of Y (z:V). O

We use the following proposition to further bound these cioepnumbers:

Proposition E.3([24], Corollary 3) For any set¥, any points:'Y € X'V, any classF of functions
on X taking values if0, K] with pseudo-dimensioviz+ < oo, and anye > 0,

Ni(e, F, 2N < e(Vis 4+ 1) (%EK)

Lemma E.4. We have

da
Ni(e, 2" V) < H Ni(e/da, Ty, 2BN).

k=1

Proof. The lemma follows directly from

1 N da 1 N
N D i) = (@)l < N PN CA R ACHI
t=1 k=1 t=1

O

Lemma E.5. Let AssumptiorA8 and A9 hold for the function spac& and policy sefll. Fix
2V e XN Then

Nl (67]_-1\1/’ l:N)
A de(Lg+1)\ "7+ Vot
< e (Ve +1) (H 1) ) Qmax "7+ (dadoo) 't (78( AT )> :

3

Proof. By LemmaE.2with o« = L4 /(L4 + 1),
Ni((Lg+ 1), 7y, 2By < Ny I 2B sup My (€, F, (m(z¥Y))),

mell

and by Lemmd .4, the covering number df is bounded by %4, NV (¢//d 4, TTx,, z*N). To bound
these factors, we use Corollary 3 fro4] that was cited here as Propositi&i3. The pseudo-
dimensions ofF andIl; are Vr+ andVHz, respectively, and the ranges of functions fréhand
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11 have lengthQQ ..« and2 A, respectively. Thus
Ni((La+ 1), Fy, xt )

4eQumax " T4 dedaAos\ i
< e(Ves +1) <%> 11 (e(VHz+1) (%) )
k=1

da v e\ Vrt Vi
= edatl (Ve +1) (lgl_[l(vnz + 1)) Qumax ** (dAAOO)Vn+ (?> .
Substitutings = (L4 + 1)<’ yields the result. O

Finally, we will need the following technical lemma thatrisforms high probability bounds avail-
able for3-mixing processes into deviation size estimates:

Lemma E.6([7], Lemma 13) Let3,, < Bexp(—bm*), N > 1, ky = [(CoNe2/b)T=1, my =

N/(2kn),0 <6 <1,V >2,andCy, Cy, B, b, k > 0. Further, defines and A by

 JAA/bV1)E
€= —GN (15)

with A = (V/2)log N + log(e/8) + log™ (C1Cy/* v B). Then

v
1
Cy (E) et g 2mNPry < 6.

E.2 The error of a single update

Lemma E.7 (PAC-bound for the value fitting procedure)et AssumptiorA1 and A2 hold, and
fix the set of admissible functiotfs satisfying Assumption&8 and A9 and the set of policiesl
satisfying AssumptioA9. Let@ be a real-valued random function ovérx A, Q(w) € F and# be
a random policy il 7(w) € II (possibly not independent from the sample path)./_&te defined
by

f" = argmin Ly (f;Q, 7).

feF

For0 < <1, N > 1, with probability at leastl — 4,

4 An(8)(An(6)/b /s
Iy 171 < B3 + [ SOV

whereA y (6) andC; are defined as in TheoreB11
Proof. We define@t = Ri + vQ(X¢4+1, 7(Xt41)). Note that, for fixed, deterministiQ and,
E [Qtht,At} = (X, Ar) +7/Q(y,fr(y))dP(y|Xt,At) = (T7Q)(X¢, Ar),
Y

thatis, 77 Q is the regression function éjt given(X;, A;). What we have to show is that the chosen
fis a good estimate fdF™@Q with high probability, noting tha€) and# may not be independent
from the sample path.

We can assume thaf| > 2 (otherwise the bound is obvious). This impli€gs+ > 1, and thus
V > 2. Lete andAx (d) be chosen as irLf):

. \/ An (@) (Ax (5)/0V 1)1/
N CaN

with Ay (5) = (V/2)log N + log(e/d) + log™ (C1CY/? v B) > 1. Define

def

PR ||y - T7QII) - B3 (%) > ).
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It follows that it is sufficient to prove tha®, < 0.

Remember that fot arbitrary, we defined the following losses:

L@, %) = L@ ) + |7 - T7Q] .
These imply that

L 2 L . ~ ~
| £ =T7Q|l; — it [|f = T*Q, = L(/:Q.4) — inf L(f:Q.#) = L(f:Q.#) ~ Lz g 7
whereLr ¢ » = inf rex L(f; Q, 7) is the error of the function with minimum loss in our class.
Now, sincef’ = argmin ;. » Ly(f;Q,7%),

L(fQ.%) = Lrqx
= LUf5Q.7) = Ln(f5Qu7) + Ln(f:Q,7) = Inf L(f:Q,7)
< ILn(f5Qum) = L5 Q@) + inf L (f5Q,7) — inf L(f5Q,7)
(by the definition off’)
< 2sup [Ly(f;Q,%) — L(f; Q,7)]
fer
< 2 sw  |Ln(f;Q.7) = L(f; Q. 7)].
7nell,Q,feF

Thus we get
Py <P ( sup  |Ln(f;Q,%) — L(f; Q,%)| > E/2> :
#€ILQ,feF

Hence, in the subsequent stateme@tsinds denote an arbitrary (deterministic) functionfhand
policy inII, respectively.

We follow the line of proof of 2. For any f,QQ € F, & € 1I, define the loss functiofy ¢ 5 :
X X A X [=Rmax; Rmax] x X — R in accordance withg) as

lr.0.4(2) = lp.qa(z,a,7,y) “efmw,a) —r —Q(y, ()|

for z = (x,a,r,y) and Lz def {l.0#}f,Q € F, 7 €Il IntroduceZ, = (X;, Ay, Ry, Xy41) for
t =0,...,N. Note that the proceqsZ; } is -mixing with mixing coefficients 3,1 }.
Observe that by)
1
lrow(Z) = —————
rea) = Sy, (410

hence we have for ang,Q € F, 7w € 1,

|f(Xt7At) - Qt|2 = L(t)a

N
Z ra#(Zi) = Ly(f;Q,7),

and (by (0)
Ell.r(2)) = E[LV] = L(£;Q. %)

(coincidentally with 7)). This reduces the bound to a uniform tail probability oEampirical process
overLr:
> a/2> .

Since the samples are correlated, Pollard’s tail inequatinnot be used directly. Hence we use
the method of 23], as mentioned previously in Secti@l For this we split theV samples into

P <P sup
Q,feF,mell

1 N
~ > ly0.#(2) —Ellfq4(Z0)]
t=1

17



2m blocks which come in pairs (for simplicity we assume thaitspy can be done exactly), i.e.,
N =2mpyky. Introduce the following blocks, each having the same llengt:

Zl, .. .,ZkN,ZkN+1, .. .,ZQkN,ZQkN+1, .. .,ngN,ngN+1, .. .,Z4kN, -
H, Ty Hs T
.. '7Z(2mN—2)/€N+17 .. -7Z(2mN—1)kNaZ(2mN—1)kN+la ey ZQmeN .
Hyn Ty

HereH; & {2kn(i—1)+1,...,2kn(i — 1)+ kn} andT; £ {2iky — (ky — 1), ..., 2iky}. Next,

we introduce the block-independent “ghost” samples as $tdeane by 23] and [22]:

/ / / / / /
Zl?"'7ZkN7 Z2kN+17"'7Z3kN’ Z(2mN—2)kN+1""7Z(2mN—1)kN’

H; Ho Hp

where any particular block has the same marginal distobudis originally, but then y blocks are
independent of one another. Introduée= | ;" H;.

For this ansatz we use Lemrial above withZ = & x A x R x X, F = L noting that any
lf.q. € Lr is bounded by
R2
K — max

)\(.A)?T()

With Riax = (1 +7)Qmax + Rmax, to get the bound

>5/2>

P sup
Q,feF,mell
2
_mpy < A(A)rge

< IGE[ 1(5‘/16,,6_7-‘, (Z{;t S H))] (& : IGR"“"‘> + 2mNﬂkN.

N

1

N > lroa(Z) — Ellp.q.#(Z0)]
t=1

By some calculation, the distancedly can be bounded as follows:

2
I > llro#(Z) —1,62(Z)
teH

2 1
- 2 7o ( ) [1£(X5, A4L) = Ry —1Q(Xi 0, #(X )

NAA) 27 T (AX]
—lg(X{, A}) — Ry — VQ(X£+1a7:T(X£+1))|2

< 25 2 (107 A7) - gL A +21Q0X 1 FX ) — QX FX 1))

= MAA 0 tr ) — g \Ayg, Ay v t4+1 T A g1 t4+1) T A1

teH
(using the identity:? — b2 = (a + b)(a — b), the triangle inequality,
and the assumed bounds foy, £, ¢, Q, Q, andR))

2fgm&x 2 Y Y 2 A l = / l S /
= (N Z |f(X7, AL — g( X, A+ VN Z |Q(Xt+1,7r(Xt+1)) - Q(Xt+1,7r(Xt+1))|
teH

A(A)ﬂ'o

teH

Note that the first term i®’ = (X7, A});t € H)-basedL!-distances of functions itF, while the
second term is justftimes) theD’, = (X, ,;t € H)-basedL'-distance of two functions itFy

corresponding t6Q, #) and(Q, 7). This leads to

2Rmax
M </\(A)7To (1 +~a)e', Lr, (Zi5t € H)) <Ni(e, F, DN (e, Fy, D)
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for anya’ > 0. Applying now PropositiorE.3 for the first factor and LemmE.5 for the second
one, witha’ = L4 + 1, we have

N G&H;X (L+9(La+ 1) L, (Ziit € H>>

<
k=1 <
da+2 2 e 2V Vi 48 v
eV + 17 [ [T(Vig +1) | Qunax™* (dadoc) V0t =)
k=1

whereV = 2Vr+ 4+ Vg+ is the “combined effective” dimension, and thus
Ni(e/16,Lx, (Z];t € H))

~ 1%
- 128¢ Rimax(1 L 1
d’A+2 V]—”r + 1 (H H+ + 1 ) C)max2vfJr (d.AAoo)Vl'Pr ( ¢ ( + 7( A + ))>

/\(A)TFQE
_ a1\’
16 \e/)

Wlth Cl Cl ()\(A)a V]:Jr ) (Vnz)zila QmaX7 Rmax, AOOa ’Yv 7o, L.Aa d.A)

IN

Putting together the above bounds we get

1 14 7>\(.A)27r07nN5 1 \4 5
Py <Ch <—> e a4+ 2mpySry = Ch <—) e 4N 4 O Bl (16)
9 9

2 1
whereCs (§§g>ﬂ) - 20;2;4“0 Definingky = [(C2Ne2/b)™=] andmy = N/(2ky),
the proof is f|n|shed by Lemmia.6, which, together withX6), implies Py < 9. O

E.3 Controlling the error of the approximate greedy step

Remember that? : B(X x A) — B(X) is defined by(EQ)(xz) = sup,c4 Q(z,a), while
E™ . B(X x A) — B(X) is defined by(E™Q)(z) = Q(x,n(x)). In this section we are in-
terested in boundinQTQ T*QHl_V. The proof will consists of several steps. First, we bound

IT*Q — TQH1 by v(EQ — E*Q). Then we show thatE*Q is close tosup,.. vE™Q, from
which the result will follow.

Lemma E.8. Under AssumptioA5
1TQ-T7Ql,, < I'vv(EQ — E™Q) a7)
holds for anyQ € B(X x A) and policyr.

Proof. LetA = EQ — E™Q, n = (v x A4)P. By noting thate'@@ > E™Q and sol'Q > T™() and
A > 0 we have

7@ -7l = | [ AdPtiea)

d
zw/Aduzv/Aﬁdungyl/A.
O

Rememberthafyy = { f : f(-) = Q(-,7(-)),Q € F,n € Il }. Combining Lemmag.1, E.5 and
E.6we get the following result:

Lemma E.9. Let Assumption82, A8, A9hold. Then, with probability — ¢,
N / / 1/k
s LSy < %AN@(AN(&)/M D 8
VeFy N &
11 t=1

CLN
whereA’y (6) andC? are defined as in TheoreB1l
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Proof. Lete andA’y () be chosen as irlf):
_ \/AW)(A'N(&)/b Vs
— ok
with A% (8) = (V//2)log N + log(e/8) + log* (clc'V /2 B) > 1. Define

Pi=P|( sup el.
VerFy

LetZ; = (X/, A}, R;), mn, ky, andH be as in the proof of Lemm&.7.

We use Lemmé&.1above withZ = X, F = F}{ noting that anyf € F is bounded by),,.x and
that any deterministic image of/@&mixing process is alsg-mixing with the same or faster rate, to
get the bound

E[V(X)] - > V(X)) >

m 52

P(; < 16E [Nl (8/8,.7:1\—[/, (Xg;t S H))] € 128Qmax? 4 QmNﬁkN+1.
Applying LemmaE.5we get
Ni(e/8, Fyy, (X{st € H))

A 2e(L g+ 1)\ =+ TVt
< AT (Ve 4 1) <H n*"‘l)dex +(dgAs)Vn <M)

e
o 1\"
16 \ e ’
with V' = Vi + Viry andC) = C (Ve , (VH;)Zil,Qmax,Aoo,LA,dA)- Putting together the
above bounds we get

\% 2 \%
1 __mye 1 /
Pé < C{ (E) e 128QNmax2 + QmNﬁkN-i-l — C{ (E) e—4szNa2 " 2mNﬁkN+1, (19)

whereC} = 3 (IGQMX)Q = 512leax2' Definingky = [(C,Nz2/b)T | andmy = N/(2ky), the
proof is finished by Lemm&.6, which, together withX9) andjy,, +1 < Bk, impliesP; < §. O

Remember that*(F, II) = sup s r infren v(EQ — E™Q). We are ready to prove the main result
of this section:

Lemma E.10. Let AssumptionsA2, A5 A8, A9 hold. Let@ € F be random,7 =
argmax, iy S, Q(X;, 7(X;)). Then with probability at least — 4,

6*(f,H)+2\/A§v(5) (A%giz/b\”)l/ﬁ | o0

IT7Q -17Ql|; , <Tv

whereA’y (0) andC? are defined as in TheoreBi1

Proof. Let us introduce the empirical measute(:) = + Z,;Nd 0x,(+), whered,.(+) is the counting
measure associated with the singlefaf. By LemmaE 8, ||TQ — T*Q||, , < T w(EQ—E*Q).
Now, let us use the error decomposition

WEQ~F'Q) = inf w(EQ ~ E™Q) +v(FQ ~ E*Q) ~ inf u(EQ ~ F"Q)
< sup inf v(Ef — E™f) + sup vE™Q — vE™Q
jG]"”e mell
= eF, M)+ suprvE™Q — supvyE™Q + sup vy E™Q — vE™Q
mell mell mell
< e(F,II)+2 sup |[vE"f—vNE"f].
mell, feF

Here we used thatup,..nvyE™Q = vyETQ and the elementary inequalityup, f(z) —
sup, g(y) < sup,(f(z) — g(z)). Finally, the right hand side is bounded by Lem&® since

SUPrem, per [VE™f — vNET f| = supgerv [vg — vng|. Combining these bounds yields the re-
sult. O

20



E.4 Proof of the Main Result

Proof. For the proof we write the algorithm in the for@ 1 = TQy + ¢ with e, = ¢}, + ¢}
wheree), = Qi1 — T7xQ, is the error while computin@*k@k ande = T Qr, — TQy is
the error committed because of using the approximatelydyrgelicy 7, (see also 11)). The
result then follows by Lemm®.3 if we can bound the-||, , error ofey, k = 0,..., K — 1. By

the triangle inequality and the well-known relationof norms, [lex |, , < lleill;,, + lleXll;, <
lleklly , +llerll; - Now, we can use Lemnta 7to get a bound ofjs; ||, ,, that fails with probability

at mostd/(2K), giving £’ defined in the text of the theorem. Similarly, we can use Lerni®
to get a bound onl<}||, , that fails with probability at mosé/(2K), giving rise toc”. Since

there arekK iterations, the total failure probability is bounded &ythus finishing the proof of the
theorem. O
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