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Abstract

Finite state methods for natural language processing oégumire the con-
struction and the intersection of several automata. Inghfger we investigate
the question of determining the best order in which thesersettions should
be performed. We take as an example lexical disambiguatipolarity gram-
mars. We show that there is no efficient way to minimize theestamplexity
of these intersections.

1 Introduction

The main concern of this paper is to answer the following tioes given a set
{Ay,..., Ay} of finite state automata, can we guess an order on them tceetfici
perform their intersection? More precisely, can we find arqpeations for which
the following algorithm will run as quickly as possible ?

A= Api[l]];
for i =2 to k do

A= Aintersect Alpi[i]]
done

Observe that computing the intersection as above takesiwtiist case expo-
nential time. Indeed, the size of the result, that is to s&yrthmber of states, is
exponential| (), Ai| = [L,<x|Ail. We refer to Saaloma and Yu to learn more
about state complexity (YZS94; Yu06). But this is not theisaddressed here. The
guestion is to find the order in which we have to perform therggctions. And we
show that this part of the problem is also inherently difficdlo get rid of the size
problem, we consider the ordering problem with regards eesa priori upper bound
on the size of automata. The decision problem will be provBdcdmplete.



A standard NP-complete problem about automata interseci®the emptiness
of the result. See for instance (GJ79) or (KLV00) which gixpleit upper bounds.
But, here, we are more concerned with the intersection peotten the result itself.
An analogous question to our present issue is matrix migéipon. Given a sequence
of matricesMy, . .., M, of different sizes, the way one parenthesizes the expressio
M x - - - x M}, has a huge impact on the cost of evaluating the product (deR9Q)).
For this problem, computing the best order can be done innpatyal time by a
dynamic programming procedure.

Let us now present the practical application which oridinadotivated the present
study: disambiguation for lexicalized polarized gramn{®Gs) like Categorial Gram-
mars (M0096), Interaction Grammars (Per04) or Polarizeifittion Grammars (Kah06).
A lexicalized grammar is defined by its lexicon, which asat®s a set ofyntactic
items to every word of the language. Each of these items specifiearargatical
construction in which the corresponding word participates

One of the main features of PGs is that each syntactic itengugpped with
polarized features. Polarities are used to guide the psamfesyntactic composition:
features with the same type but with opposite polaritieddrgeutralize each other.
The process ends successfully in a parse structure for ansentvhere all polarized
features are neutralized.

Syntactic items, if we forget their structure, become bdgmtarized features. A
necessary condition for a tagging to be successful is thatréng polarized features
in the bag must end with a zero. Automata are a well-suited afdgctorizing this
counting. The crux is that one may count different featueash of which provides
an automaton. Hence, the resulting necessary conditiandn gy the intersection of
these automata (BGPO04). Unfortunately, it is known (TagB@} when performing
multiple intersections, intermediate automata can ptsbie huge, even if the final
automaton is small.

We prove that looking for the order in which intersectionséhto be performed
to create the minimal number of intermediate states is HgthdP-hard. For that
reason, we have used heuristi@s our implementation.

2 Polarized Grammarsand Lexical Disambiguation

In this section, we present a general lexical disambigoatiethod for PGs relying
on automata intersection.
2.1 Polarized Grammarsand Parsing

We give here a very brief description of such grammars. Amgee who wants a
wider presentation of these grammars should refer to (Mp®@804; Kah06). A

1We cannot present these heuristics here for lack of space.
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polarized grammar is equipped with:
e a setlV of words (for instance English vocabulary);
e a setS of items (for example “noun phrase coordination”);
e afunction/ : W — Psn(S) which associates words with finite sets of items;

e a set of feature nameg (e.g. “category” and “gender”) and a set of feature
valuesy (e.g. “noun” and “masculine”);

e afunctionp : S x F x V — I[Z] which associates to any item and feature
name/value a finite interval over the integers. This fumctiounts the po-
larized features of items. For instangggive_Verb, “cat”, “noun phrase) =
[—3, —1] because a verb likgive can be intransitive (expecting 1 noun phrase),
transitive (2 noun phrases) or ditransitive (3 noun phiases

Given a sentence, ..., w, of words inW, the parsing process consists of a)
selecting one item for each word of the sentence, ssay. ., s, and b) checking
that this selection verifies some properties depending ®@griiimmatical framework.
Still, there is one common property to all PGs which is that @strbe an element
of the sum of the intervals in the selection, where intereaéssummed according to
[a,b] + [e,d] = [a+ ¢,b + d]. This property can be statet:f,v € F xV : 0 €
> i<n P(siy f,v). We call this property theglobal neutrality criterion and it reflects
the neutrality constraint on final structures.

2.2 Counting with Automata

We assume a sentenggws . . . w,, to parse with a P@&-. Given a feature name and
a feature valuéf, v), consider the automataa( f, v) as follows:

¢ A state of the automaton is a pair p), wherei corresponds to the position of
the word in the sentence apds an interval ofZ, which represents the counting
of polarities up to position.

e Transitions have the forrfi, p) =% (i + 1,q), wheres,, € £(w;), ¢ = p +
p(saa f> U)'

e The initial state i§0, [0, 0]).

e The accepting states are statesp) such that 0 is an element pf

Every path inA( f,v) from the initial statg0, [0, 0]) to an accepting state represents
a lexical selection that verifies the global neutrality emitn. Other paths can be
deleted. So, any path to an accepting state is a candidasel&aation.



Actually, it is a necessary condition for a correct lexicelestion to be recog-
nized by polarity automata, for evephoice of name f and valuev. As a conse-
quence, the intersection of polarity automata gives amaaiton which also contains
the valid solutions. The principle of our selection methedoi build the automatdén
Nsyerxv Alf;0).

For example, in our implementation for Interaction Gramsndior a ten word
long sentence we usually make twelve intersections. Withrttethod we go from
5000 raw selections to 10 selections respecting the néytalterion. We have
noticed some performance issues depending on the orderigh wie performed the
intersection. On some sentences, we experienced tenfoativas in the number of
states of the intermediate automata..

3 NP-Completeness of the Problem

In this section, we review three problems, which we provegt®lP-complete, related
to our disambiguation technigue based on automata inteyeec

In these three problems we ask whether it is possible tom@terthe right order
in which the intersection of several automata must be paddrto minimize the
number of intermediate states.

We prove NP-hardness of these problems by reduction fromirénesling Sales-
man Problem (TSP) (GJ79). To fix the notations, we first rebadlillustrious prob-
lem.

An instance of the TSP is a tripld/, d, K) whereV = {1,...,n} is a set of
cities, d is a distance function between any pair of different citi&s, j) € N, and
a boundK € N* . The problem is to decide whether there exists a tour of adii
with a length less thai or in other words if there exists a permutatioinf the cities
such that >' =" d(n (i), 7(i + 1))) + d(n(n), (1)) < K. For clarity, whenr is
a function[1..n] — [1..n] and the context is clear, we writgn + 1) for =(1) and
7(0) for w(n). So the previous sum can be writt®: =" d(x (i), 7(i + 1)) < K.
From now on, we restrict our attention to those cases wigré) < 2. The problem
remains NP-complete (it corresponds to the reduction framitonian Circuit).

We will distinguish between the traditional TSP as it hasnbéescribed above
and a variant that we call the exact TSP in which the tour mesifdength exactly
K (see (GJ79)).

3.1 Intersection Optimization Problems

We present a first intersection optimisation problem, thatwill enrich to get the
second and third problems, which are more difficult. In theofs, we do not use

2Actually we can restrict our attention to some more paréicublues forf andv. See (BGP04) for
details.
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automata with loops. So these problems can be stated witltloowy star languages.
For an automator, the size of A that we write|A| is the number of states of.
Every automaton is considered minimal, unless stated wiber

First Problem (101): Let A, = (A4;)i<i<n be a set ofn finite state automata,
B e N*T abound andy a target size. Is there an injective function [1..5] — [1..n]
such that

e forall k < j, |( (Aﬂ'(l) ﬂAﬂ.(Q)) N )ﬂAﬂ(kﬂ < B.

In other words, is there a subsétC A,, such that (), 4 A| = K with all interme-
diate steps smaller thaB? For disambiguation, this means that we are able to know
the size of the final intersection.

Second Problem (102): Let A, = (A4;)1<i<n be a set of finite state automata
andB € Nabound. Is there abijectian: [1..n] — [1..n] such that for any < n we
have|(... (Az) N Az@)N---)N A | < B ? For disambiguation, this means that
given a set of polarity automata we are able to know how tagpertheir intersection
in order to bound the size of each intermediate intersection

Third Problem (103):  LetA,, = (4;)1<i<n be a set oh: finite state automata and
B € N abound. Is there a permutatiarof [1..n] such that

Pi<jen |- (Ara) N Az@) N )N Ary| < B ? Thisis the problem that we deal
with in disambiguation: is there an order to perform intet®e for which the total
number of states that we create is bounded ?

3.2 NP Algorithms

These three problems are in NP. Each time we have to choosenaifadon and
then:

e for (101), if an intermediate intersection is empty we stog ¢he answer to the
problem is “no” (of course, ifX = 0 itis “yes”) if it has a size greater thaR,
the answer is no. Otherwise we proceed to the next intecsedivhen; inter-
sections have been performed we compare the size of theéimgsalitomaton
to K. Observe that those intersections can be performed in tonaded by
B? since all intermediate steps must have a size lesserihand so, we are
polynomial with regards t@3.

e for (102), if an intermediate intersection is empty then Hreswer is “yes”
else if it is greater tha® (again, we may need to considB? states before
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Figure 1: some brick automata

minimization) the answer to the problem is “no” else we pestéo the next
intersection.

o for (103), we need to sum the sizes of the intermediate iatdiens and check
that this sum is never greater th&h If an intersection is empty or if a partial
sum exceed$ then we can stop immediately.

3.3 NP-Completeness
Theorem 1. (101) is NP-complete.

Proof. We consider some cells, that we will associate to build aatamm They are
given by Figure 1.

We can note that for € {0, 1,2} we have|C;| = |Cy| + i. In other words, these
automata encode the distance between two cities. ObsewéhaltC; NCy = C;. So
thatC is the “neutral” element for the intersection. FinallyAfis some automaton,
A’ denotes the same automaton, but with primed letters. Weoseppe are given an
arbitrary (but minimal) automatom of size6 x n + 3.

Now, given an instance of the exact TBR d, k), we consider a set of automata
A;jm With i,7 € V andm < n wheren is the number of cities iV. To fix the
intuition, the automatow; ; ,, corresponds to the choice of going from citio city
j at stepm of a tour. In other words, it corresponds to the choi¢en) = i and
m(m + 1) = j. Them!" distance is set tb = d(i, j) by cell C;, between letter¥;
andV;. Moreover, ifi is the initial city, it is also the last one. We define:
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Aiji = ViCauVi(CoVingip)" 2CoVi + Vingy P
Aijm = (VingijyCo)™ ViCai Vi (CoViri )" ™™ + Vin D forn>m > 1
Aijn = VjCO(VV\{i,j}CO)n_2%Cd(i,j)VJ' + V\I/\{n}D

Let us consider the “witness” automatgh= (V4 C,)"Vy where no distance is
set. Remark thatA; ;.| = |A| + d(i,j) + |D|. The (polynomial) reduction is then
(V,d,K) — ((Aijm)ijm,2|D|,|A| + K).

Correctness If there is a tour defined by of length exactlyK’, observe that:

() Arm)rmanm = Ve Cate(1)x(2) Va@ Catm@) )+ Catin) w(1)) V()

1<m<n

which has a Siz¢ﬂ1gm§n Aﬁ(m),w(m+l),m| = |"4| + Z1§m§n d(ﬂ(m)> ﬂ(m + 1))
The bound on intermediate automata is discussed wideleinét proof. So, if the
TSP has a solution, then its encoding has a solution for (I01)

Completeness  For the converse part, we consider thesef automatd.A; ; )i j.m
closed by intersection. Any non empty automdta 2( has the following properties
(proved by successive inductions):

e Ay =0or
o A = Va10ﬁ1Va20ﬁ2 cee VaannVan+l, a; CV, B € {0, 1,2},

andA; = V{Dwith S C {1.n};
(ii) In (i), if o; = {k} for somej, then no othery, containsk for ¢ < n,
(iiiy In (), g; =0iff i € S,
(iv) In(i),if 8; # 0, thenoy; = {k}, a;y1 = {¢} are singleton sets amt] = d(k, ().
) In (i), a1 = apq1

From (i), we can say thatd| < |A;| + |As|. So, in the worst casgA| <
2+ 57" ,1Cs] +|D| < 2 x|D|, and the bound on intermediate steps is always
respected. From (iii), we learn th&, D is empty iff Vj : 3; # 0. So that (iv)
with (ii,v) gives us the fact (F) that for afl, the seto; = {k;} is a singleton set
andr : [1.n] — [1..n] which sends — k; is a bijection and¢; = k,,41. Since,
|D| > |A| + k, |A| = |A| + k iff S is empty. The fact (F) above shows that it
corresponds to an acceptable tour. O
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Theorem 2. (102) is NP-complete.

Proof. We reduce the TSP to 102. L&V, d, k) be an instance of the TSP, Iebe the
maximal distance between two cities ane- |V'|. Again, for each pair of citie§, j)
with distancei(i, j) we buildn automata according to the possible positions of these
cities in a tour. That is to say we build® automatad; ;,. Technically speaking,
with regards to (I01), we must have a stronger control on tiskeroin which the
intersection is performed. This is due to the fact that weesteaweaker condition that
applies to every intermediate automaton. That is also whyptieof is much more
complex.

We can decompose automata in three components:

1. Thefirst one detailed in Fig. 2 (that we a&jl; ; ,,) is responsible for computing
the total distance of the tour, like in (101) but without ixiteg V' by a set of
cities. The end states of th&, sub-components are connected to the initial
state ofC,; ; , by a dummy letterX'. Hence, if all the distances are instantiated
(as in 101) then only the ladt will connect this first component to the second
component.

Figure 2: automatow; ; , with detailed first component

2. The second on€4 ; ; ) is responsible for chaining the edges correctly to make
a valid tour. This component is shown on Figure 3. It shouldbserved that
if it is intersected withC, ; 1. ,+1 then the resulting automaton is of the same
size. Otherwise (if city indices do not match) then it grow=h states.

3. The third one(s; ; ), presented in Fig. 4orbids (by making any unwanted
intersection too big) the use of a position more than oncetandse of position
p without first considering positions, ..., p — 1. Otherwise it grows byin
states.

Finally we need an additional automat®h shown on Fig. 5. Its role is to end
the intersection process.
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Figure 3: the second component for the automaton,,
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Figure 4: the third component for the automatéy); ,
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Figure 5: the automatof
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The size ofA; ; , is |A; j p| = [Crijpl + [C2ijpl + |C5..5,| Where

C1,i,j,pl = 21+ d(i, j)

6n+2 ifp=n

4n + 2 otherwise

IC3iipl =3 —1)(4n) +2(n —p+1)(4n) +2n = 2n(4n +2p — 1)

Coijpl =

A | = 2+d(i,j) +4n(2+p+2n) fl<p<n
BIPLT Y 24-d(iy§) + 2n + 4n(2 4 3n)  otherwise

We want to prove thaty,is,...,i,,4; iS a tour for the TSP with length lesser
thank if and only if every intermediate automaton of the intersect

N Ay NT N As ()

1<i<m,a(i)eIC[l..n]3 m+1<<n3,8(j)€[L..n]3\I

is an automaton whose size is lesser thas 2+ K +4n(1 4 2n). So the reduction
is(V =A{1...n},d, K) — ((Aijphijp<n UT; B)

Preliminary observations. Without loss of generality, we can suppose that<
2n. Otherwise the TSP is trivial. This entails that, amongfalautomataA; ; ,,); j.p,
only the automat@A; ; 1); ; are smaller thaib:

I) ‘AZ’7]’,1| =2+ d(l,j) + 4n(1 + 2n) < B
i) otherwise,

| A jpl 24+d(i,7) +4n(1 +p+ 2n)
2+d(i,j) +4n(2 +2n) +4n(p — 1)

24d(i,j) +4n(1+2n)+ K > B

VIV IV

Then, notice that:
i) |C1jpl =20+ d(i, )
iv)
Crii o] = 2n +d(i, j) + d(k,1) if p#q
Ligwp T HLk L 2n + max(d(i, j),d(k,1)) otherwise

N . ‘C27Z’7]’,p| ifg=p+1landj =%k
(Cosigin O Cotal = { Caijpl +2n  otherwise
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Vi)
1C3.i.5.p] ifg=p+1
C3,ijp N Ca kgl = |C3ijpl +4nlp—q| fg>p+1
C3.i,5.p| +4n ifg<p

(v) and (vi) mean that there is a way to preserve the size o$¢lsend and third
components: itis to perform the intersection with respethé order of a tour (v) and
by considering each position once in ascending order (\d@llowing these remarks,
for any sequence prefix of a toiir, io, . . ., ix With & < n+ 1 (if £ = n + 1 we force
i = 41) in our instance of the TSP, we have

| mlgpékz Aip,’ip+l,p| = | mlgpgk Cl,ip,ip+17p| + | ﬂlgpgk CQ,ip,ip+1,p| + | ﬂlgpgk C3,ip,ip+1,p
= ‘ mlSpSk Clvipvip+17p| + ‘0271'171'271‘ + ‘Cg,il,iQ,l‘

2n + (Z1§pgk d(ip,ips1)) +4n + 2+ 2n(4n — 1)

= 2+ (X1<p<k Alip, ip+1)) +4n(1 +2n)

Correctnessof thereduction. We first show that if there exists atoiyt io, . . . , ip, i1
with length lesser thah then all intermediate intersectionsdf, ;, 1N...NA;, i,
for j ranging from 1 ton have a size lesser thas. We do this by induction on the
steps of the intersection process.

As stated earlier, the initial automaton mustdg ;, 1 because every othet;, ;, ,,
would be too large. Then, by application of the equality dediabove:

|A = M1<p<n Aipjpsl 2+ (X 1<p<n Alip, ip+1)) + 4n(1 + 2n)

< 24 K+4n(1+2n) =B

So these first intersections straightforwardly encode the tour in the TisP
stance. Now, observe thdinT' = () because everg; from its first component is dif-
ferent fromC)y. Consequently if the instance of the TSP has a solution,efjeence
Aiyig 1y -+ Ainism, T, S Where S is a sequence ovel(A; jp)ijpt \{Ai ik
k < n} is a solution to 102.

Completeness. Consider an intersection of the form

A=( ) A)NTn( (] As)

(vi)i€l (aj)5€[L.n]3\I

where no intermediate automaton has a size greateri#hdn particular this is true
for A’ = (N(as)ier Aa;). We notem = |I| and we can deduce that:
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e oy isofthe form(xy,y1,1) ;if o = (24, yi,p) thena, 11 = (X501, Yir1,p+1)
andm < n, otherwise component 3 would maké'| > B. This implies that
«a; is of the form(z;, y;, 1)

o if oy = (z4,y:,1) andayy1 = (Ti1,¥iv1,7 + 1) theny; = x;11 andm = n
implies thata,, is of the form(z,,,z1,m). Otherwise component 2 would
make|A’| > B

e Finally, m > n otherwise|A’ NT'| > B. This implies thatn = n. Remark
that this also implies thatd’ N 7'| = 0.

In other wordsA’ encodes a tout,is,...,%,,%; in our instance of the TSP.
Furthermore the size of’ if we follow its construction as stated above is
|A'| =|Ci| +|Co] +1C3] < B
IC1| +1Coirin 1] + [Cairisn| < B
ICi]+4n+2+2n(4n—-1) < B
ICi| +2+2n(1+4n) < 2+ K +4n(1+2n)
ICi] < K+2n
27’L+d(i1,’i2)+"'+d(in,’i1) S K+27’L
d(il,i2)+"'+d(in,’i1) < K
And so the tour is actually a solution for our instance of ti&T O

Theorem 3. (103) is NP-complete.

Proof. The encoding remains the same that the one for (102) excefiddirst com-
ponent. The non-instantiated distances before positiare erased by intersection
with C| . (Notice thatC' L N CiG{O,l,Q} = Cl)

-Ai,j,p = (V(CJ_—I—XCQ7Z‘7j,pXC37Z‘7j,p))p_1VCd(Z‘yj)(V(Cg—I—XCQ7Z‘7j,pX63,Z',j7p))n_pV(Cg,i,jprC&iJ,p)

The bound for this problem iB = K + n(2 + 2n + |C2] + [C3]) = K +n(2 +
8n + 8n?) which corresponds t& and the part of the first automaton of the tour that
does not disappear by intersection before the interseotin1".
]

4 Conclusion

We showed that determining the best way to intersect a setitofreata is an in-
tractable problem. This compels finite state applicatiantook for clever heuris-
tics. In our own implementation we choose to perform inteieas according to
the ascending size of the automata. (Tap97) gives sevdrat beuristics. Another
possibility is to approximate the intersection, see (YJ04)
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