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Abstract. This paper focuses on two aspects of Machine Translatiomllph
corpora and translation model. First, we present a methaditomatically build
parallel corpora from subtitle files. We use subtitle filethgaed from the Inter-
net. This leads to useful data for Subtitling Machine Tratish. Our method is
based on Dynamic Time Warping. We evaluated this alignmesthad by com-
paring it with a sample aligned by hand and we obtained a gitof alignment
equal to 092. Second, we use the notion of inter-lingual triggers afeotto build
from the subtitle parallel corpora multilingual dictiomes and translation tables
for machine translation. Inter-lingual triggers allow tetect couple of source
and target words from parallel corpora. The Mutual Inforimaimeasure used to
determine inter-lingual triggers allows to hypothesizatth word in the source
language is a translation of another word in the target lagguWe evaluate the
obtained dictionary by comparing it to two existing dictéoies. Then, we inte-
grated the obtained translation tables into an entire latina decoding process
supplied by Pharaoh (Koehn, 2004). We compared the trémslperformance
using our translation tables with the performance obtaimgdhe Giza++ tool
(Al-Onaizan et al., 1999). The results showed that the aystmed for our tables
improves the Bleu (Papineni and al., 2001) value by 2.2% @oatbto the ones
obtained by Giza++.

1 Introduction

Training machine translation systems requires a huge guanbilingual aligned cor-
pora. Even if this kind of corpora becomes increasingly latée, there may be a cov-
erage problem for a specific need. Building bilingual palatiorpora is an important
issue in machine translation. Several French-Englishiegidns use either the Cana-
dian Hansard corpus or corpora extracted from the procegediEuropean Parliament
(Koehn, 2005). One way to enrich the existing parallel caage to catch the impor-
tant amount of free available movie subtitles. Several witds fttp://divxsubtitles.negt
provide files used for subtitling movies. This quantity ofdmmation may enhance the
existing bilingual corpora and enlarges the nowadays+ealareas. Furthermore, sub-
tittes corpora are very attractive due to the used spontskEmguage which contains
formal, informal and in some movies vulgar words. Consetjygworking on parallel
movie corpora constitutes a good challenge to go towardistiearanslation machine
applications. Movies corpora include so many common expoas, hesitations, coarse



words,.. . Training translation models on these corporaleald to spontaneous speech
translation machine systems dedicated to a large commarhity work could be con-
sidered as a first stage towards a real time subtitling madhémslation system.

For one movie, two subtitle files for two different languages not necessary aligned
because the different files are independently made by diffdruman translators. The
raw subtitle corpora cannot be used without pre-procestingrder to make these files
convenient for use, it is first necessary to align bilinguaisions of the same movie at
paragraph, sentence or phrase level. The raw data are Hitialign because subtitles
are segmented such that it is easy to read and to write thensrears Therefore, a
sentence may be segmented into several phrases: usubtifiesare presented on two
lines of 32 characters which are readable on six seconds xinmian (Vandeghinste
and Sang, 2004). Moreover, the constraint of segmentagiphess differently from one
language to another because of the language features.

One of the objectives of this paper is to present a methodiwdiitomatically aligns
two subtitle files. This method is based on Dynamic Time WaggDTW) algorithm.
In the following, we pinpoint the specific features of substand present a measure
which helps to align them efficiently.

The second objective of this paper is to use this parallgdusto train the parameters
of a machine translation system. In this scope, we proposgigimal method to con-
struct automatically a translation table without any exé¢knowledge. This objective
is handled by inter-lingual triggers which are used to irelacbilingual dictionary —
which overcomes the need of building up a dictionary by haadd-the parameters of
the translation table. We describe the idea of inter-linguiggers, the way to exploit
and to make good use of them in order to produce a bilinguéibdiary. Then, we de-
scribe how to compute the corresponding translation téelly, our translation table
is evaluated by comparing it to the one achieved by Giza++JAizan et al., 1999)
in an entire translation decoding process supplied by Pimafidoehn, 2004). The ex-
periments show that the obtained translation table is veglstructed and is suitable for
machine translation. In a tuned use of Pharaoh parametarspadel can outperform
the model 3 of Giza++.

2 Building parallel corpora from movie subtitles

Our objective is to obtain as much pairs of aligned subtiftesn movie subtitles as
possible. Two subtitles are aligned if they are translaiohone another.

2.1 Data description

A subtitle file is a set of phrases or words corresponding setaf dialogues, a descrip-
tion of an event or a translation of strings displayed oneci@n general destinated to
deaf people, or people without skills in the original langea A subtitle is a textual
data usually presented at the bottom of the screen. The ¢ed de written in origi-
nal version or in a foreign language and corresponds to vehia¢ing said by an actor
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[Man] Well, Dmitri,
every search for a hero...

2

must begin with something
that every hero requires--

3
a villain.
4

Therefore, in the search
for our hero, Bellerophon,

5

we created a monster,

00:00:37,054 --> 00:00:41,491

00:00:41,559 --> 00:00:44,858

00:00:46,497 --> 00:00:48,431

00:00:48,49% --> 00:00:53,334

00:00:53,404 --> 00:00:55,964

1
00:00:19,757 --> 00:00:23, 386
SYDNEY, AUSTRALIE

2
00:00:28,757 --> 00:00:31,954
BIDCYTE PHARMACEUTIQUE

3

00:00:35,597 --> 00:00:39,837
Voyez-vous, Dimitri,

toute recherche d'un héros

4

00:00:3%,837 --> 00:00:44,587
commence par ce gui est
nécessgaire a

tout héros:

5
00:00:44,597 --> 00:00:46,557
un ennemi.

Fig. 1: Source and target movie subtitles

or what is being described. Fig. 1 shows a piece of subtitttmeted from the movie
Mission Impossible 2

Each subtitle is characterized by an identifier, a time framea sequence of words.
The time frame indicates the interval time the subtitle imees visible on the screen.
The sequence of words corresponds to the literal versiohefitalogue or to the re-
ported event. Subtitles as they are presented can not bedirgedy for alignment
because the French and English subtitles do not match. lexaeple of Fig.1, the
content of the first two subtitles mismatch. In fact the Estglsubtitle begins with a
dialogue when the French one does not. Because the movie &idan, if any in-
formative message is displayed on the screen, it is thusewsssary to repeat it into
the English subtitle file. In the opposite in French the tlatisn is necessary. This
kind of difference occurs very frequently and produces dagtsveen the French and
the English subtitles. Several other errors can be presaheisubtitle files: omission,
insertion of subtitles,... For more details one can reféLvecchia et al., 2007).

2.2 Alignment solutions

The major works aiming at solving the alignment of parali@lpora are based on dy-
namic programming. These works use a distance measure lgatvadhe closeness
between corpus segments. A segment can be a paragrapheacgeat a phrase. The
segmentation may be available or calculated automatiealiy (Melamed, 1996). Sev-
eral solutions and different options have been proposedyfwe details we can refer to
(Moore, 2002; Brown et al., 1991; Melamed, 1996; Vandegkiaad Sang, 2004; Gale
and Church, 1991). One can find a comparative study aboutaewethods in (Singh
and Husain, 2005).



2.3 Dynamic Time Warping based on F-measure

Aligning two subtitle files can be considered as a classicablem of dynamic pro-
gramming. As shown previously, English and French sulstidlee asynchronous. To
align them, we utilize DTW based on F-measure. This measuredd to calculate the
best path between two subtitle files. Intuitively, two stibs are not aligned if none or
only few words of source and target match. This leads to Hgsize that two subtitles

do not match if their F-measure is weak.

In Fig. 2, each nodée, f) represents a potential matching point between one English
and one French subtitle. A correct path begins at n@J@) and ends at nod¢e, F)
whereE is the number of English subtitles akdhe number of French subtitles. From

a node, the following shifts are possible:

French Subtitles

English Subtitles

Fig. 2: Dynamic alignment for subtitles

— vertical progress fronte, f) to (e, f 4 1): the subtitlee corresponds to two consec-
utive French subtitles

— diagonal shift from(e, f) to (e+1, f 4+ 1): the shift towards€+ 1,f + 1) means
thate+ 1,f 4+ 1 are potentially translation one of other.

— horizontal transition fron{e, f) to (e+ 1, f): the subtitlef matches with two con-
secutive English subtitles.

For each nodée, f), we define a matching score based on the F-mea&yredalcu-
lated as follows:

S(e, f —1)+Bry(Fu(e f) +g)
S(e, f)=maxq Se—1,f—-1)+ar,(Fu(e f)+¢)
{s<e—1,f>+xpm<FM<e,f>+s>



Og,, Br, @ndAg, are tuned to make the alignment as efficient as possible €Thes
coefficients depend on the valuergf (see section 2.4 for more details). One can notice
that the previous formula uses a smoothed F-measure torgriegen a null value Ry
is calculated as follows:

R(e f) x P(e f)

Fu(e ) =2x g e PEen

(1)

eis an English subtitle made up of the worg; ... e¢ andf is a French subtitle
f1f2... fj¢). [e] and|f| are the sizes of respectively the English subtitle and teach
subtitle. The recalR and the precisio® are defined by:

~ matchetr(f))

R(e, ) = E ~ matchetr(f))

P(e f)= H

tr(f) is the list of possible translations for each wordirir () is obtained by using
a French-English dictionary. The functiomatchis defined by:

)

lel [f]

matchetr(f)) = 21 Zlé(a,tr(fj)) (3)
i=1j=

tr(fj) is the set of possible translations of the wdydgiven by the French-English
dictionary. For exampltr (fille) = {girl, daughte}. &(e,tr(f;)) is equal to 1 if the word
g isin the setr(f;) and ife does not already match with a previous French word, e.g:

o(e,tr(fj)) =1 g etr(f;) and Vk< j, & ¢ tr(fy) (4)

In other cases)(e,tr(fj)) is set to 0. The second term of the condition allows to
impose that an English word can not match with several oeowes in a French subtitle
(asin 'you’ in Fig. 3). An example of matching is given in F&y.

To make the matching more accurate, we decided to enhanaaatahfunction
when an orthographic form occurs in both English and Frenitites. This makes,
for instance proper names matching without introducingrtlireto the dictionary.

2.4 Test Corpora and protocol

Tests have been conducted on a French-English corpus made4psubtitles files
(43013 English subtitles and 42306 French subtilésjom each movie, we randomly
extracted a subset of English and their French correspgrsiibtitles. This leads to
1353 English subtitles (corpds), and 1334 subtitles in French (corplyy. We aligned
by hand the selected subtitles. This leads to 13@¢ ffairs of subtitles (sed) which
constitute our reference corpus. We have more pairs ofteegthan the number of sub-
tittes because several consecutive French subtitles maligred with several consec-
utive English subtitles (because of differences in segatints strategies (Lavecchia
et al., 2007)): this 'phrase’ alignment leads to severalgalie used a French-English

3 extracted from the web-sitéttp://divxsubtitles.net



e: You crashed on the plane, you are dead

L]

f: Vous étiez aussi dans 1' avion, vous €tes mort
T T T T 7 T T T T
| word-for-word translation i

,‘ ‘ ! ; ‘
1 1 1 1 1
1 1 1 1 1 1 1 1 \
1 1 1 1 1 1 1 1

. . . . . . . . .
tr(f): you  were too in  the plane you are  dead
inside

per

within

match[e, tr(f)] = 6
Precision(e, f) = 6/9
Recall(e, f) = 6/8
Fmeasure(e, f) = 0.70

Fig. 3: lllustration ofe and f matching

dictionary extracted from the XDXF projettt contains 41398 entri@sFor the evalu-
ation, we conducted the following procedure:

1. Removing fronTg andTg subtitles describing events.

2. Alignment of English and French corpora by using DTW baseé-measure.

3. Deletion of the unuseful pairs: each matching pair forahitthe F-measure is zero
is removed. We recall that if the F-measure is zero, then wiothesize that the
subtitles do not match.

4. Comparison with the reference pafs

2.5 Evaluation

To study the effect odip, on the efficiency of our method, we tried several values. én th
following experimentpapg, varies from 1 (the diagonal is not favored) to 100 g
andAr, are set to 1. Results in terms of recall, precision and F-orease presented in
Table 1. A ot. is the number of retrieved pairsC#is the number of correct alignments
e.g. the number of pairs presentAn#l indicates the wrong identified pairs. Precision

4 http://xdxf.revdanica.com/
5 Archive filename: comsdictO5French-English.tar.bz2



and recall are defined by:

- #C #C
Precision= #Tot Recall= ZA (5)

Table 1: Performance depending @g, parameter

OR,| #C | #l |[#Tot.|| Rec.|Prec| Fm. OR,| #C |#l |#Tot.|| Rec.|Prec| Fm.
1 11063842 1905/0.7790.5580.650 7 (111997|1216||0.8200.9200.867
2 (1124213 1337||0.8240.8410.832 8 (111896|1214{|0.8200.9210.867
3 (1124114 1238|{0.8240.9080.864 9 (111994 1213||0.8200.9230.868
4 11121 99|1220||0.8220.9190.869 10 (111894 1212/|0.8200.9220.868
5 |1121) 98|1219|{0.8220.9200.868| || 20 |111693)1209|/0.8140.9230.867
6 (1120 97|1217|(0.8210.9200.868| |/100{111492|1206//0.81740.9230.867

The results showed that,, parameter has a strong effect on the performance. We
can notice thaEy increases witlug, until 7 and then the value becomes unstable. In
order to set definitely the different parameters we haverund our objective. In fact,
we would like to collect as much aligned subtitles pairs assfie without introducing
noise. Table 1 shows that this objective is reached whenréggion is maximum. In
fact, when precision increases, the number of False Pesitilecreases. Considering
this objective, we decided to set,, to 9 in the following experiments. This value leads
to 82% of recall and only 94 pairs mismatch. Analyzing resatiowed that the wrong
identified pairs have sometimes a high F-measure. This igaltiee weight of small
words (prepositions, conjunctions, ...). Such words aréoumly present in several
subtitles which make the F-measure positive even if thedhremd English sentences
do not match. This is particularly more critical when substare short as illustrated on
Table 2.

Table 2: lllustration of mismatching due to small words

E1: Wallishold on to this |E1 : Wallis hold onto this
F1 : Wallacetiens moi celgF2 : Ulrich pense

N(e) |5 5

N(@) |4 3

match1 1

Prec.|1/4 1/3

Rec. |1/5 1/5

Fv  |0.22 0.23

6 the number of incorrect alignments



Two potential pairs of alignment get the same F-measureeif tonstituents have
the same length and the same number of matching words. Tienadint (E1, F1) is
considered correct whereas the second is wrong. Unforeiyndlhe F-measure refutes
this fact. Indeed, the number of words matching in both paitlse same but the match-
ing in (E1, F2) concerns two small words (language tool wot@’ in French and
“to” in English. It is obviously incongruous to let these smalfk@shaving an impor-
tant influence on the alignment decision. We can point outttieaproper name Wallace
(Wallis) is missing in the dictionary. A better dictionargwerage (including this proper
name) would achieve a F-measure of 0.44 and would allow topledE1, F1) to be
a better alignment. To reduce the impact of tool words we ffiedithe formula 6 as
follows:

lel |f]

matcﬁe,tr(f)):_Z;yx o(e,tr(fj)) (6)
i=1j=

Whereyis smaller than 1 whee or fj are tool words, otherwisgis set to 1. Results
using (6) are presented in Table 3. This table shows thajrisg less weights to tool
words unfortunately does not improve results. The more thigat decreases, the more
F-measure, Recall and Precision fall down. Naturally aifdab$ short (between 7 and
10 words) and furthermore it is formed by several tool woitls henceforth difficult
to do without this small words. By examining the subtitlegparoposed by the auto-
matic alignment (withor, = 9), we discover that 182 out of 1119 correct aligned pairs
matched only because of tool words. By decreasing theirléigthe match function,
we decreased also the F-measure. This could explain altastiae of Table 3. When
we omitted tool wordsy(set to 0) we noticed that the number of proposed pairs felt
considerably. We remind that in the procedure of alignmestremove all the pairs
(e, f) for which the F-measure is equal to 0. That is why all the paingch matched
only on tool words disappeared from the alignment, 289 flehpiairs are concerned
by this cut off. Withy = 1, we obtained a precision of &% This result is compet-

Table 3: Impact of reducing the tool words’ weight

y | #C | #l |#Tot|| Rec.|Prec{ Fu y | #C | #l |#Tot.|| Rec.|Prec] Fm.
1.01119 94|1213|0.8200.9230.868| |(0.4/10561711227|/0.7740.8610.815
0.9/10971341231|0.8040.8910.845| (/0.3]1044189 1233||0.7650.8470.804
0.8/10971341231|0.8040.8910.845| (/0.211040192/1232||0.7620.8440.801
0.7/10971341231|0.8040.8910.845| (/0.1{1039194{1233||0.7620.8430.800C
0.6/10971331230|0.8040.8920.844| |(|0.0| 869|55| 951 |/0.65710.9420.774
0.5/1097133123(|0.8040.8920.846

itive in accordance to the state of art of noisy corpus alignt(Singh and Husain,
2005). These results are very confident and can be used intordenstitute automatic
aligned corpora. By launching the developed alignment otbthith y = 1 on the to-

tal corpus, we detected 4 files among the 40 leading to a vahalignment. For the



following experiments, we decided to discard these 4 filemfthe corpus. This final
corpus contains 32720 subtitle pairs and leads to a precigi®4%.

In this section, we have described a method to align sulfitéle \We have evaluated
this method by comparing the alignments with a manual refaeln the following,
we propose to use this new parallel corpus to estimate thenpeters of a subtitling
machine translation system.

3 Translation process

The translation process consists in looking fde‘asentence which is a translation of
a givenF sentence. This can be done by estimating the probalsi{iB{F) and by
searchinge* such that:

E*=arg n%a>P(E|F) (7)
Using the Bayes rules, Eq. (7) is rewritten as:
. _ P(EIE)P(E) _
E = argmax PF) _arg|”réa>P(F|E)P(E) (8)

P(F|E) is defined by the translation model, aR(E) by the target language model.
The translation model may be estimated by defining the irablparameters and by
using an iterative process which uses the parallel corpasier to estimate the param-
eters. This approach is the one chosen in the Giza++ tooDf#dizan et al., 1999).

We propose in the following an original method to construtbanatically the trans-
lation table without any external knowledge. Each couplevofds (e, f) is assigned
a probability calculated from inter-lingual triggers. limet following, we describe the
idea of inter-lingual triggers, the way to exploit and to reakood use of them in or-
der to produce a bilingual dictionary and the translatioobabilitiesP(e| f). Finally,
our translation table is evaluated by comparing it to the aclgieved by Giza++ (Al-
Onaizan et al., 1999) in an entire translation decoding gssupplied by Pharaoh
(Koehn, 2004).

3.1 A Brief Remind of Triggers

The concept of triggers has been largely used in statisogluage modeling. Triggers
improve and generalize the Cache model (Kuhn and DeMoriQl9he Cache model
enhances the probability of a wong when it occurs in its left context. A trigger model
goes further and enhances the probability of a list of wordtéctv are correlated to
w; (Tillmann and Ney, 1996). Triggers between two evengdy are determined by
computing Mutual Information given by:

P(x.y)
MI(x,y) = P(x,y) x log( ————=—
0ey) =Py 10050 by
In statistical language modeling, an evgis the occurrence of a word. For each word
X, then best correlated words in terms of Mutual Information ardezhthe triggered

) 9)



Boris Kasparov is a chess charr

Fig. 4. Examples of triggers

words.x is the triggering word. We call a trigger a set made up of ageigng word and
its triggered words. See Fig. 4 for examples of triggers.

Triggers allow to estimate the probabilities of words giegnistoryP(w|h), and are
combined with n-grams to achieve a better model (Tillmarchiday, 1997).

3.2 Inter-lingual triggers

We extended the idea of triggers to inter-lingual triggeXsinter-lingual trigger is
henceforth a set composed of a wadéh a source language, and its best correlated
words in a target languagh, f2, ..., f,. (see Fig. 5 for examples of inter-lingual trig-
gers). Inter-lingual triggers are determined accordinthtfollowing formula:

Boris Kasparov is a chess champion Boris Kasparov est un champion ¢

Fig. 5: Examples of inter-lingual triggers

MI(f,e):P(f,e)*Iog(%) (10)

where f (respectively e) is a French (respectively Englisb)d, and,P(e), P(f) and
P(f,e) are defined as follows:

N(X) N(f.,e)

P(X) = |Corpus P(f.e) = |Corpus

(11)

where:

N(X) is the number of sentences where X occurs



N(e, f) is the number of sentence pairs wherend f co-occur
|Corpus is the number of sentence pairs in the training corpus.

For each source word, we kept then-best target wordgs, fo, ..., f, as its triggered
words, according to the bebtl. This will be written as:

Trig(e) — f1,fo,..., fn (12)

Inter-lingual triggers have been also used in (Kim and Kimpda, 2004) to enrich re-
source deficient languages from those which are considerguabntially important.
Our purpose is to use inter-lingual triggers to generatesietion tables for machine
translation without using any external knowledge. That lsywwe compute the co-
occurrence betweeaand f inside each sentence pair of the parallel corpus. Clearly,
we would like to retrieve the words in a target langudge- f1, f2,..., fy which are
correlated to a wore in a source language. Among the Betwe hope to find a subset

T which is made up only by the translationseofWe compute inter-lingual triggers on

a subset of the subtitle corpus described in section 2 {tr@ucorpus statistics are given

in Table 4).

Table 4: Training Corpus statistics

French English
Training |Subtitles 27523
Words 191185 205785
Vocabulary 14655 11718
Singletons 7066 5400

Table 5 illustrates some examples of the obtained Englishdh triggers, whereas
Table 6 gives some French-English triggers. The third colundicates the Mutual
Information associated to each couple (trigger and trigdevords).

A qualitative analysis showed that our method leads to rkatde inter-lingual
triggers where the triggered words could be considered tengial translations of the
trigger or very close in terms of meaning.

3.3 Using inter-lingual triggers for building a bilingual d ictionary

Our first goal is to provide automatically a bilingual diciry in multiple languages
frominter-lingual triggers. The translations of a sourage are obtained by selecting
all the target triggered wordf, fo, ..., f, which trigger the source worelas illustrated
in Fig. 6. Namely, an entry in a dictionaBy is defined as:

efy,f,...,fneD e Vje[l.n,ecTrig(f;) and f; € Trig(e) (13)

In this way, we can build French-English and English-Fregictionaries. Table 7 gives
a view of the obtained French-English dictionary (see secii.1 for an evaluation of



Table 5: Examples of French words triggered by English words

English trig-[French  trig-[MI x 10~%
ger word gered word
pomme 9.32
Apple sorbet 321
fruits 2.81
soldat 11.93
Soldier combattez 2.88
soldats 217
chocolat 64.06
Chocolate chocolaté 7.04
tablette 6.49
mesdames 2313
Ladies messieurs 20.27
dames 492
boulot 3579
Job travail 34.02
emploi 8.08

Table 6: Examples of English words triggered by French words

French trigger|[English  trig-[MI x 10~%
word gered word
apple 9.32
Pomme baked 2.96
beef 2.96
soldier 1193
Soldat discovers 3.06
fighting 1.96
chocolate 64.06
Chocolat candy 7.23
eat 2.81
ladies 2313
Mesdames |gentlemen 1578
belt 4.24
job 34.02
Travail work 30.88
done 7.58

this dictionary). We called the French-English diction@ng-Dic-Reverse because of
the membership propriety applied in both English-Frenctht Brench-English direc-
tions.



Source-Target Triggers  Target-Source Triggers

ee...e... e
£, 17
Bilingual dictionary
f. ~.e€......€6
f, — |
e . e:fl, fi,
f » €€ €.. € :
fn >
e€..e. .86

Fig. 6: lllustration of dictionary designing

Table 7: A selection of few entries of French-English dintioy

French word|Potential translations
Demande | ask |wondefrequest
Jamais | never| ever | seen
Mort dead| death| died
Maisons |houseshomes buy
Pomme | apple| baked| beef

3.4 Using inter-lingual triggers to estimate a translationtable

To achieve a translation table using inter-lingual triggave assign to each potential
word'’s translation a probability calculated frovhl such as:

Mi(e;, f)
YecPT(t)MI(e f)

wherePT(f) is the potential translations df We estimate several different translation
tables:

v, g € PT(f) P(e/f) = (14)

- The translation table Trig-Dic is directly calculated fnoTrig-Dic-Reverse with
n = 10 generated in section 3.3. Each potential translatiopeds the constraint
(13).

- In the translation table Trig-5, we kept as potential ttatisns of a French word
its 5 best triggered words without applying (13).

- In the translation table Trig-10, we kept as potential $tations of a French word
f its 10 best triggered words without applying (13).

- In the translation table Trig-20, we kept as potential stations of a French word
f its 20 best triggered words without applying (13).



4 Evaluation and Experiments

In this section, we first evaluate our dictionary Trig-DiearRrse (see section 3.3) by
comparing it with two existing dictionaries. Then, we e\t the different transla-
tion tables produced in section 3.4 by integrating them art@ntire decoding process
supplied by the Pharaoh decoder (Koehn, 2004).

4.1 Evaluation of our French-English dictionary

To evaluate the pertinence of our dictionary (Trig-Dic-Bese withn = 5), we com-

pared it with two dictionaries: one distributed by ELRAnd a free downloaded dhe
The comparison is only done on the French-English side. Tkentfze evaluation rel-
evant, we compare only words which exist in Trig-Dic-Reeeasid in the two other
dictionaries. Our dictionary share 6098 words with the EL&étionary and 6228 with
the Internet dictionary. The evaluation in terms of recafpiesented in Table 8.

Table 8: Results in terms of recall

Rank1|Rank5
ELRA (16.04 | 73.74
Internet13.08 | 71.11

The results show that if we consider only the translatioregiin first position, the
recall is 16.04%, and if we consider the results withoutnigkiare about the rank, the
recall reaches 73.74% with ELRA dictionary reference and. % with the Internet
dictionary reference. If we consider the ELRA dictionaryaaseference, we can say
that our algorithm finds out the pertinent translation of advin 74% of cases. In a
first analysis, we can consider that our algorithm has araitate of 36%. A deeper
analysis contradicts this assertion. In fact, the failate can be explained as follows:

— Into Trig-Dic-Reverse we kept only the first five best tratisias.

— When a potential translation in Trig-Dic-Reverse does midteén the ELRA dic-
tionary, we notice that frequently the one we propose isemirand sometimes is
very close to the meaning.

— In some cases, the translation proposed by ELRA is less carymsed than ours
as shown in Table 9. Then even if the translation we proposen®ct, it is not
counted as correct.

To sum up we can say that the results obtained are very ititggeend the recall is
probably better than 74%. We have to compare Trig-Dic-Revév a better reference
(a hand-constructed one) to have a precise evaluation.

7 M0033-3 SCI-FRAN-EURADIC which contains 70832 entries
8 http://xdxf.revdanica.com/down/index.php which cons#1398 entries



Table 9: Comparison between ELRA and Trig-Dic-Reverseahetries

Word | ELRA Trig-Dic-Reverse
chevauxhorseflesh horses, breed, turbag
chimerg bubble [chimera, monster, virus

4.2 Translation decoding with inter-lingual triggers

In order to evaluate the real contribution of our method, vagehto integrate the re-
trieved translation tables into an entire decoding traiigrocess supplied by Phardoh
(Koehn, 2004). In a first experiment, we use the Trig-Dic $tation table generated in
section 3.4: each word of source and target language getsté@tal translations. For
each potential translation a probability basedwinis associated. The translation prob-
ability for other vocabulary words is set to 0. The decodinggess has been conducted
on a development and a test corpus (Table 10).

Table 10: Development and test Corpus statistics

French English
Dev|Subtitleg 1959
Words | 13598 14739
Test|Subtitleg 3858
Words | 22195 24729

Table 11: Evaluation of automatic translations using Bleu

Method Giza++Trig-5|Trig-10| Trig-20| Trig-Dic
Bleu | 0.121|0.113| 0.114| 0.072| 0.113

Translation results in terms of Bleu (Papineni and al., 3@0& given in Table 11.
The performance is compared to the one obtained with Gizaetiodary using the
IBM Model 3 (Brown and al., 1993). Table 11 shows that using 20 best triggers
leads to less powerful results. This is probably due to thereaf subtitles, they are in
fact short. Consequently, it is too difficult to find 20 targetrds which are correlated to
a source word within a subtitle. The decoding results baseabo method is similar to

9 The target language model is a trigram model (Good-Turingathing, cutoff set to 7 for
bigrams and trigrams). The decoding weights are set to: lafuage model, 1 for translation
model, 0 for word penalty, and 1 for distortion model. Decaylis with reordering.



the one achieved by Giza++ and the best result is obtainddwig-10. Furthermore,
Giza++ trains IBM models 1, 2 and 3 in several iterations ttpetform slightly our

model. Table 12 shows that until the fifth iteration of IBM2iz&++ does not outper-
form Trig-10 whereas Trig-10 needs only one iteration.

Table 12: Bleu Evolution

Model-IterationM1-it1|M1-it5||M2-it1|M2-it5||M3-it5|| Trig-10
Bleu 0.075] 0.096(| 0.097| 0.099|| 0.121]|| 0.114

To improve results, we optimize the Pharaoh parameterdiftireadecoders (Trig-Dic-
10, Trig-Dic and Giza++). Table 13 presents the performavittetuned parameters. In
this table, tm, Im, dm and w are respectively the decodingyttsifor the translation
model, the language model, the distortion model and the wendlty. With optimal pa-
rameters of Trig-10, we outperform Giza++ by 10,9% whereiis the optimal param-
eters of Giza++, our model is 6% worse. This orientation igma@ned and emphasized

Table 13: Optimization of Pharaoh parameters for Trig-1@y-Dic and Giza++ decoders

tm|Im|dm|w|Bleu-Trig|Bleu-Giza+
Trig-10|0.9/0.40.4/0| 0.1227 | 0.1105
Trig-Dic|0.9/0.40.3-2| 0.1184 | 0.1094
Giza++|0.7/0.6(0.5(-2| 0.1157 | 0.1220

on the test corpus (see Table 14). In an optimal use of TrigHi® one outperforms
Giza++ by 8,1% whereas Giza++, in an optimal use, does bister Trig-10 by only
1,2%. Furthermore, the best Bleu score for the translatinained with the Giza++
translation table is Q176 whereas the best Bleu score for the translations adutaiith
the Trig-10 translation table is0202. In other terms, our method outperforms slightly
IBM model 3 by 22%.

Table 14: Decoder evaluation with optimal parameters farRbh on the test corpus

tm|Im|dm|w/|Trig-10|Giza++
0.90.4/0.40(0.1202 0.1119
0.7|0.6(0.5-2/0.1161]0.1176




5 Conclusion and future work

In this paper, we presented a full process of translatianrtieg at the alignment pro-
cess and ending at translation decoding. We built a moviétiuparallel corpora of
32720 aligned pairs with a precision of 94% compared to a mbalignment. Then,
this material has been used to construct a dictionary basddter-lingual triggers.
For each word (French or English) a list of its target cormegting triggers has been
proposed. An entry of a bilingual dictionary is made up of arse word and its best
target triggers. The obtained dictionary is relevant argl fesults in an entire decoding
process showed that on a test corpus with an optimal set afipeters of Pharaoh, our
method outperforms Giza++ by 8,1%. With the optimal pararsedf Giza++, this one
over-pass our method by only 1,2% . Furthermore, the best 8tere for the transla-
tions obtained with the translation table Trig-10 i2% better than the best Bleu score
of Giza++ translation table. Our results are very encourggind efforts are done in
order to improve our model by using phrases in the transiadiecoding process. The
idea of using cross lingual triggers seems to be very aigadt can be used in several
areas in machine translation. For instance, they could bd as a confident measure.
Several other utilizations of this method have been imagithand are under-work in
our research group.
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