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∗ The desribed researh work and results have been obtained during Cristian Ruz's internship at IN-RIA Sophia-Antipolis, o-funded by a CONICYT/INRIA sholarship and the INRIA ARC Automan fromDeember 2006 to April 2007
† OASIS team - INRIA, I3S, Université de Nie Sophia-Antipolis, CNRS



Towards Grid monitoring and deployment in Jade, usingProAtiveRésumé : Ce doument dérit nos e�orts atuels pour gridi�er Jade, un environnement Javadestiné à l'administration des serveurs d'appliation J2EE lusterisés (répliqués), développédans l'équipe de reherhe INRIA SARDES. A�n d'atteindre et objetif, nous utilisonsla tehnologie Java ProAtive. Dans un premier temps, nous présentons quelques étapes àfranhir a�n de transformer un tel système d'administration initialement dédié aux appliationsréparties sur des lusters de mahines, en un système qui peut fournir des fontions d'administrationautonomique aux systèmes à large éhelle, .a.d. déployé sur des infrastrutures de grille.Dans et objetif, nous présentons un bref état de l'art sur les systèmes de supervision dessystèmes distribués sur la grille. Dans un deuxième temps, nous rappelons l'arhiteturede Jade, et nous proposons en onséquene de la réorganiser de façon à e qu'elle passepotentiellement plus à l'éhelle. En�n, des expérimentations pratiques se réfèrent à lafontionnalité de déploiement o�erte par ProAtive dans le but de failiter le déploiementde Jade ou de ses versions révisées sur n'importe quel type de grille.Mots-lés : supervision de grilles, deploiement sur grille, ProAtive, administrationautonome de systèmes répartis



Towards Grid monitoring and deployment in Jade, using ProAtive 31 IntrodutionThis report desribes some researh e�ort and results obtained in the ontext of the Au-toMan projet http://sardes.inrialpes.fr/researh/AutoMan/, an INRIA funded re-searh ollaboration between OASIS, SARDES teams, and LSD team from UPM, Spain.The objetives of AutoMan are to study the autonomi management of grid-based enter-prise servies. In this ontext, Jade, a framework for autonomi management of distributedappliations, developed by the SARDES team is onsidered. Spei�ally, one of the Au-toman purposes is to evaluate the burden for suh an autonomi management system toextend its appliability and usability from a lustered to a grid set of mahines.Jade is designed using the Fratal omponent model, and implemented as a Java ap-pliation using Julia and Fratal RMI for supporting remote interations between the Jadeomponents that may be distributed on di�erent mahines of the luster. In order to be au-tonomially managed, a legay appliation, for example a J2EE appliation server, must bewrapped inside a Fratal omponent. Thus, a ommon interfae is provided to manage theselegay appliations from the Jade framework [2, 3℄. Jade deploys the modules that onstitutethe arhiteture of the wrapped legay appliation and mirrors this arhiteture in order tofurther monitor it. As Jade needs to deploy and remove legay modules, appliations haveto be deployed as bundles on OSGi platforms. The Jade system itself is deployed as OSGibundles. Thus, this requires the previous deployment of OSGi gateways. The urrently usedsupport for Jade is Osar, http://osar.objetweb.org an open soure implementation ofOSGi. Indeed, the use of OSGi permits very easily the autonomi (re)deployment of (repli-ated) modules in ase of failure or poor performanes, by simply uploading OSGi bundleson available OSGi gateways already running the Jade system.Enabling Jade to apply its autonomi management strategies at a grid level instead ofjust a luster of mahines has the following underlying aims:� to give better performane salability of the deployed legay appliation, as the numberof replia an be inreased as will (not taking into onsideration other aspets suh asdatabase repliation whih may not well apply at a grid sale � this is an other matter,also studied in Automan),� to inrease �exibility, as all replia are not onstrained to be loated on the sameluster and an be migrated or restarted on other mahines to e.g. better balane theoverall load of the lusters or desktop mahines forming the grid.These aims pose requirements on the management system, i.e. Jade:� apability to deploy itself and the appliative modules on any omputing environment.For this, the ProAtive grid middleware developed within the OASIS team [1, 4℄ anbe relevant as it supports a ompletely open, on�gurable deployment model: throughXML-based deployment desriptors, the user an abstrat away protools, job submis-sion systems, and launh or get aess to a proess (a native proess or a JVM).
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4 Ruz & Baude & Legrand-Contes� apability to enable Jade-level and appliation-level ommuniation between any par-tiipating entity, whatever its loation. Here again, the use of ProAtive ould berelevant. Both inter ProAtive runtimes and ProAtive ative objets or softwareomponents ommuniations take grid onstraints into onsideration (lateny hidingthrough asynhronous with future remote single or multipoint method invoation,on-demand seurisation of ommuniations � authentiation, non repudiation, enryp-tion). The onstraints in order to get immediate advantage of suh properties (atleast within Jade itself) would be to rely on ProAtive instead of Fratal RMI for theinterations between the Fratal Jade omponents.� apability to share and distribute the management related operations and assoiatedmessaging aording to the way the managed system is deployed (amount and loationof the replias).This means that the arhiteture of the Jade system itself must be �exible enough, tobe repliated at a grid sale. [2℄ previously devised a repliated version of the Jade ar-hiteture for the purpose of making Jade itself a self-repairing system. Consequently,the e�ort was put on the needed protools for the various Jade repliated modules(Manager omponent) to always maintain a oherent opy of the global state of themanaged system and globally synhronize their operations. Here, our aim is di�erentbeause we aim at proposing a more salable and grid-enabled version of the Jadearhiteture to better adhere to the e�etive deployment of the managed appliation.Indeed, Jade may be in harge of a big number of widely distributed appliative en-tities or omponents at one. So, the Jade monitoring operations (get sensed data,trigger ations, ...) must also be salable and grid aware. This is why we �rst studiedthe state of the art about grid monitoring: with the aim to get insight on how a mon-itoring system should be designed and operate onto either the set of grid resoures orthe set of appliations deployed on this set.This report �rst presents a short state of the art we olleted about Grid Monitoring, withthe intention to get insight onto how to make Jade more grid-aware, i.e., more salable. Thefollowing setions show some issues about the arhiteture of Jade, desribes how ProAtivean be used to deploy it on a grid, and �nally suggests a hierarhial organisation of Jadefor it to better suit salability requirements.

INRIA



Towards Grid monitoring and deployment in Jade, using ProAtive 52 State of the art on Grid monitoringIn this setion, we brie�y present and analyse some of the relevant works regarding arhi-tetures for providing salable and e�ient Grid Monitoring.2.1 Grid Information Servies for Distributed Resoures Sharing2.1.1 Paper refereneK.Czajkowski, S.Fitzgerald, I.Foster, C.Kesselman, Grid Information Servies for DistributedResoures Sharing, 10th IEEE Int. Symposium on High-Performane Distributed Comput-ing (HPDC-10), 20012.1.2 Brief summary of the projet desribed in the paperThis work desribes an arhiteture to build an information servie on top of di�erent VirtualOrganizations (VOs)1, in order to share its resoures with other VOs. Grid appliations anbene�t from these servies to know whih resoures are available, sine this availability ouldbe dynami.Some of the servies required by grid appliations inlude:� Servie disovery servie, to know about new resoures available.� Appliation adaptation agent, to monitor and modify appliation behavior.� Supersheduler, for routing requests to the 'best' resoures (where 'best' must bede�ned).� Replia seletion servie, to request 'best' opies of repliated resoures.� Troubleshooting servie, to monitor and look for anormalous behavior.� Performane diagnosis tools, when an anormalous behavior an be identi�ed.The proposed arhiteture is omposed of Information Providers, and Aggregate diretoryservies. Information providers form a ommon, neutral infrastruture providing aess todynami information about grid entities. Aggregate diretories obtain information throughthe providers, and answer queries about them (like a searh engine). The diretories stru-tures are based on that of the LDAP ones, to solve salability issues.Both ommuniate through de�ned protools (GRIP) for disovery (searh) and enquiry(lookup). The shema followed is that of the LDAP one, using a hierarhial namespae, inorder to aim at salability issues. The authors also de�ne a noti�ation mehanism (GRRP)for maintaining a soft-state of the resoures. The state may be disarded if it is not refreshedfor some time, so the providers must implement a heartbeat.1A VO an be understood as a set of virtually aggregated resoures forming a grid
RR n° 0123456789



6 Ruz & Baude & Legrand-ContesThe way an information provider knows whom it must register with is not learly stated.The authors say manual on�guration an be used, but it would not be desirable in an au-tonomi management ontext. An alternative is to use another disovery servie previouslyexistent.2.2 Autopilot: Adaptive Control of Distributed Appliations2.2.1 Paper refereneR.L.Ribler, J.S.Vetter, H.Simiti, D.A.Reed, Autopilot: Adaptive Control of DistributedAppliations. 7th IEEE Int. Symposimum on High Performane Distributed Computing(HPDC-7), 1998.2.2.2 Brief summary of the projet desribed in the paperThis artile desribes a monitoring framework that is further used for dynamially adaptingthe behavior of a (distributed) appliation (see GrADS projet http://www.hipersoft.rie.edu/grads),in partiular with the aim to maximise the performanes of the appliation.The framework inludes:� Distributed performane sensors, to monitor appliation and system performane, andgenerate qualitative and quantitative desriptions.� Atuators, to modify the appliation behavior through the manipulation of parametervalues.� Distributed name servers, that works as registries of sensors and atuators: a lientan then subsribe to a given sensor or atuator aording to the kind of monitoringinformation it is interested in (i.e. to read or set a variable or parameter of theappliation)� Deision mehanisms (like Jade reators are): they implement the algorithm thatreads the information from the sensors, and deides ations to be implemented via theatuators. In the general ase, this part is hard to aomplish.Both sensors and atuators are represented through property lists, whih are pairs prop-erty (or variable name)/value. The events are represented in a partiular data format.2.3 A Salable Wide-Area Grid Resoures Management Frame-work2.3.1 Paper refereneM. El-Darieby, D. Krishnamurthy, A Salable Wide-Area Grid Resoure Management Frame-work. International onferene on Networking and Servies (ICNS'06).
INRIA
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Towards Grid monitoring and deployment in Jade, using ProAtive 72.3.2 Brief summary of the projet desribed in the paperThis artile desribes a framework designed to attain salable resoure management. Theshema proposed is hierarhial, de�ning various levels of Resoure Managers.At the lowest levels, eah resoure has an Individual Resoure Manager (IRM), eahluster has a Cluster Resoure Manager (CRM). Groups of luster an be grouped in virtuallusters, with another CRM representing them, and onstruting more levels of hierarhy.In the top-level there are Grid Resoure Managers (GRM) whih manage resoures for theirlower levels, and also an ommuniate with their peers (other GRMs) in order to submitjobs to appropiate loations.The more the level inreases, the more the information maintained by eah manager isabstrat:� IRMs maintain information about resoure state and availability.� CRMs maintain aggregated information about the resoures inluded in the managedluster.� CRMs at higher levels maintain information about the lusters managed.� GRMs maintain summary information about the lusters.Lower level managers inlude more detailed information about the resoures. This isdone in order to avoid redundany and improve salability. Otherwise, GRMs would have ahuge amount of information, and should have to maintain it up-to-date, too.The assignments are propagated to the lower levels. Reoveries, and other ations thatan be loally handled, need not to be propagated to higher levels.Notes Although no implementation is presented, the ideas �t well to our goal. Suhhierarhial approah ould be taken in Jade to build a hierarhy of managers: next part ofthe report presents a reorganisation of Jade following this diretion.2.4 A Grid Monitoring Arhiteture2.4.1 Paper refereneB. Tierny, R. Aydt, D. Gunter, W. Smith, M. Swany, V. Taylor, R. Wolski, A Grid Mon-itoring Arhiteture. Teh. Rep. GWD-PERF-16-2, Global Grid Forum, January 2002.iteseer.ist.psu.edu/artile/tierney02grid.html.2.4.2 Brief summary of the projet desribed in the paperThis artile desribes the Grid Monitoring Arhiteture, developed by the Global Grid ForumPerformane Working Group.They list some onsiderations that have to be taken into aount when designing amonitoring arhiteture:RR n° 0123456789
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8 Ruz & Baude & Legrand-Contes� Performane data has a �xed, and often short lifetime utility. Long-term storage is noneeded, unless aounting is going to be done. Readings, on the other hand, have tobe quik.� Updates are frequent. Performane information is updated more frequently than it isread. It is important to optimize updates, rather than queries.� Performane information is often stohasti. Raw data may have to be proessed inorder to get relevant information.A grid monitoring arhiteture should meet the following requirements:� Low lateny in the transmission from sensors to onsumers.� High data rate transmission, as the performane information ould be generated at ahigh rate.� Minimal measurement overhead.� Seure.� Salable.The Grid Monitoring Arhiteture is built using 3 types of 'omponents':� Diretory Servie: supports information publiation, and disovery. May be dis-tributed to improve salability.� Produer: makes performane data available (event soure)� Consumer: reeives performane data (event sink)Produers and onsumers register with the Diretory Servie (publish/susribe intera-tion). The Diretory Servie is used to loate produers and onsumers, i.e. maintainsregistry of available produers and onsumers, and answers queries about them. After that,events �ow diretly between them. It does not store event data, that is, the informationresulting from monitoring. This allows the separation of Data Disovery and Data Transfer.Consumers make queries to produers, requesting events (query/response interation),and reeives them. They an also make queries to the Diretory Servie, in order to loateappropriate produers.Produers register with the Diretory Servie, aept queries from onsumers and makethe responses. They an also notify events to subsribed onsumers.A omponent may implement one or both of the produer or onsumer interfaes. Thisway, a omponent an at as produer, onsumer, or both.
INRIA



Towards Grid monitoring and deployment in Jade, using ProAtive 9Notes In order to provide salability, a set of omponents that implement both produerand onsumer interfaes may be implemented. In the ontext of Jade, those omponentsould be the ones that serve the role of sensor or atuator on the wrapped legay appliationmodule. For example suh a Jade Fratal omponent ould reeive input from multipleproduers through its onsumer interfae, aggregates it or derive some other metris fromthem, and then send that result to another onsumer through its produer interfae. Thisway, the hierarhy ould be built.2.5 A taxonomy of grid monitoring systems2.5.1 Paper refereneS.Zanikolas, R.Sakellariou, A taxonomy of grid monitoring systems. Future GenerationComputer Systems 21 (2005), Elsevier2.5.2 Brief summary of the projet desribed in the paperThis paper presents a taxonomy for lassifying grid monitoring systems. The riteria aretaken from the 'omponents' implemented in the system.Requirements they list for a Grid Monitoring System are:� Salability: Good performane on monitoring, and low intrusiveness on the monitoredresoures.� Extensibility: Extensible data format, extensible produer-onsumer protool.� Data delivery models: For example, measurement poliies ould be periodi or on-demand.� Portability.� Seurity.The 'omponents', by whih the taxonomy is built, are based on those proposed by theGMA (Grid Monitoring Arhiteture), and inlude:� Sensors. Proesses that monitor an entity and generate events. Maybe merely passive,or make estimations (more intrusive).� Produers. Proesses that read data from sensors, and implement an interfae toomuniate with diretories (to register itself), and with onsumers. Produers mayalso �lter or summarize data.� Republishers. Components that an implement both produer and onsumer interfae.� Hierarhy of republishers. A struture ontaining one or more republishers hierarhi-ally organized.RR n° 0123456789



10 Ruz & Baude & Legrand-Contes� Consumers. Proesses that read data from produers through a de�ned interfae.Additionally, there is another omponent alled the Registry, whih ats as a disoveryservie. Produers and onsumers subsribe to it, in order to disover eah other. It is alsopossible to request spei� types of data, and, in this way, assoiate one onsumer to the'best' produer(s).The taxonomy proposed is built around the numbers of omponents inluded in a mon-itoring system, and the systems are lassi�ed aordingly:� Level 0 systems implement only Sensors and Consumers, whih ommuniate in anappliation-spei� way.� Level 1 systems implement Sensors, Produers and Consumers, ommuniating throughde�ned interfaes, allowing multiple onsumers onneting to them.� Level 2 systems implement Republishers instead of just Produers. Republishers maybe entralized or distributed and support di�erent funtionalities.� Level 3 systems implement Hierarhies of Republishers, whih are reon�gurable, al-lowing for (potential) salability.The yle of monitoring enompasses the following phases, whih an be aomplishedby one or more di�erent omponents of the system:� Generation of events. At sensors or produers.� Proessing. At sensors, produers or republishers.� Distribution. At produers, republishers, or onsumers.� Presentation and onsumption. At onsumers.Notes The arhiteture in whih the taxonomy is based does not address the reon�gu-ration of the resoures, nor some omponent that would be in harge of 'reating' to themonitoring. This is reasonable, as long as the fous is in monitoring, and not in autonomimanagement. If any, the autonomi management algorithm to deide whih ations have tobe taken on the system, should be onneted to the onsumers.2.6 Synthesis and General remarks� The sensor proess should be a low invasive proess.� All olleted information will surely be outdated, as it hanges dynamially. So, itdoesn't make muh sense to store large amounts of data, inurring in high overheadsto maintain this data up-to-date.
INRIA



Towards Grid monitoring and deployment in Jade, using ProAtive 11� As a onsequene, it is neessary to transmit less amount of data through the moni-toring entities, or well, use a partiular format to make the proessing easier.� The hierarhial approahes proposed in the various studied papers seem to providethe most promising basis for salability. Di�erent levels of the hierarhy may managedi�erent kind of information. Higher levels may only reeive summarized data, andlower levels (near to resoures), manage the details.� In the ontext of the Jade system whih is built upon the hierarhial Fratal softwareomponent model, it ould be possible to build a hierarhy for sensors, and also foratuators.� The way to build the hierarhy of omponents in order to attain salability shouldbe done arefully and automatially at deployment time of the monitored appliation.The analysed works do not state how to do it, and some of them talk about a man-ually on�gured hierarhy. As the availability of the resoures is dynami, a manualon�guration does not sound appropriate, even less in an autonomi managed ontext.
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12 Ruz & Baude & Legrand-Contes3 Jade arhiteture3.1 PresentationThe Jade arhiteture is based on the Fratal omponent model. It is implemented in Javausing Julia and Fratal RMI. The main elements of the Jade arhiteture are the JadeBootand JadeNodes. A node (a mahine) must host a JadeNode in order to be managed byJade. One node must host a JadeBoot, whih is a omponent ontaining a set of omponentso�ering servies that allow to implement the autonomi behavior.
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Figure 1: Arhiteture of a JadeBootAs shown in Figure 1, the JadeBoot omponent inludes several Common Servies inorder to provide the autonomi behavior:� Node Disovery Servie. Reeives HeartBeats from a set of JadeNodes and keeps adynami list of available nodes. A node that takes too muh (on�gurable) time toanswer is marked as failed.� Resoure Deployer. Communiates with a remote installer and deploys and startsomponents ontaining a wrapped legay appliation in a JadeNode provided by theAlloator omponent.� Alloator. Manages a list of available JadeNodes, and keeps a mapping of deployedappliations and nodes. This omponent an implement an alloation poliy in orderto provide the 'best' node aording to some riteria.� JMS Server, and JMS Registry. Implements a messaging servie to be read by othernodes and noti�es events like node availability, or node failure.� Fratal RMI registry. A naming servie to loate omponents loated on remote nodes.� System Representation. A dynamially built omponent that re�ets the urrent ar-hiteture of the JadeBoot and the JadeNodes. It is used to have a urrent state ofINRIA



Towards Grid monitoring and deployment in Jade, using ProAtive 13
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Figure 2: Arhiteture of a JadeNodethe deployed appliations and nodes, whih an be useful to handle the failure of anode ontaining a set of deployed appliations.The JadeNode omponent Figure (2) inludes a smaller set of omponents, and is able toinstall omponents ontaining wrapped legay appliations, and make themselves availableto a JadeBoot:� Fatory. A GeneriInstallingFatory to reate new Fratal omponents ontainingwrapped legay appliations. The appliation itself is deployed and installed as anOSGi bundle from a Bundle Repository, through a OSGiInstaller omponent.� HeartBeat. Sends periodially messages to the JadeBoot in order to make itself avail-able to the Jade arhiteture.3.2 Salability issuesAs the Jade arhiteture was developed to work inside a single luster of mahines providingsome servies, it laks features able to work over a more large-sale distributed infrastruture(e.g. a multi-luster based grid or even a desktop grid).� The arhiteture omprises one JadeBoot ontrolling several JadeNodes. An approahthat works well inside small lusters, but that is not salable to a grid ontext.� No automati mehanism is provided to deploy the JadeBoot and JadeNodes on theluster. In fat, eah omponent must be manually started on eah node.

RR n° 0123456789



14 Ruz & Baude & Legrand-Contes4 Salable monitoring within JadeThis setion presents both an initial e�ort to deploy the Jade system using the ProAtivedeployment mehanism, and a proposition for a new arhiteture for Jade.4.1 ProAtive-based deploymentIn order to deploy Jade nodes on several mahines, we use an utility software named Com-mand Launher based on ProAtive Deployment Desriptors. The ommand Launher aimsat exeuting a ommand (e.g. start a software) on a given set of targets whih are omputingresoures �aquired� through a ProAtive Deployment Desriptor. More preisely, the om-mand launher system deploys ProAtive runtimes onto whih Command Launher objets(i.e. Ative Objets) are launhed and have the ability to exeute the given ommand.A ProAtive Deployment Desriptor has been de�ned (Figure 3), and an then be used(transparently to the user) by the ommand launher to automatially deploy a Jade arhi-teture over a set of physial nodes. It is just a matter of modifying this desriptor in orderto get aess to an other grid infrastruture or set of mahines, aording to the advoatedjob submission protool. In the given example on Figure 3, we use ssh to get aess to hostsin the grid � Grid 5000; so simply replaing, in the proess de�nition, ssh by oar is su�ientto get aess to the same grid but using a di�erent job submission protool.The syntax to use the ommand launher is given in Figure 4. We also provide asan example, the spei� ommand line that the Jade user has simply to provide in orderto trigger the remote installation of JadeNodes on some nodes of the grid. In this spei�example, we expliitly name the 3 hosts on whih a ommand (here a sript named jadeNode)has to be exeuted. But ommand launher an also be given a list of NODES in a lessexpliit way (e.g. just requesting 3 mahines of a given luster or grid). Through suh kindof ommand, on eah mahine an Osar framework is launhed, whih installs and starts theJadeBoot or the JadeNode. One the JadeBoot and the JadeNode are deployed, a legayappliation, for example a J2EE appliation, an be deployed and managed from within aJade arhiteture.4.2 Towards a hierarhial organisation of Jade4.2.1 JadeMirrorIn the Jade arhiteture, monitors an be added as omponents. A monitoring yle of Jadeonsists of Sensors, Reators and Atuators. Sensors an be loated on the JadeNode (orthe JadeBoot depending on what is going to be sensed), and transmit sensed data to theReators. The Reators implement the deision mehanism, based on the sensed information,and throw ations that are going to be implemented through the Atuators.The Jade framework onsiders that several monitoring domains an oexist. For example,there an be a repair monitoring yle that will reat when some node fails and will replaethe failed node for another providing the same servies; or an optimization yle, that will
INRIA
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16 Ruz & Baude & Legrand-Contes
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s r aFigure 5: Arhiteture of a JadeBoot featuring monitoring apabilitiesFor ahieving these goals, the entralized approah where all the JadeNodes send thesensed data (through the sensors) to the JadeBoot, is not suitable. For that, we are proposingto introdue an intermediate omponent, alled JadeMirror.The JadeMirror repliates the ations of the JadeBoot, and ats as a manager for all thenodes onneted to it.4.2.2 JadeMirror design and assoiated implementationThe arhiteture of both the JadeBoot and the JadeNode have been modi�ed to inludea Monitor omponent among their servies. In the ase of the JadeNode, it inludes aLoalMonitor omponent, whih is omposed of a LoalSensor and a LoalAtuator. Asan example, the LoalSensor periodially reads CPU utilization, and sends a message tothe JadeBoot. The JadeBoot also inludes a Monitor omponent, whih is omposed ofa Sensor, a Reator and an Atuator, whih behaves in the previous desribed way. TheSensor reeives the message from the LoalSensor in the JadeNode, and feeds the Reator,whih an take a deision with that data and, possibly, all the Atuator to exeute someation. That ation ould be exeuted diretly by the Atuator (for example, if some bindingbetween omponents has to be hanged, or if some node has to be stopped), or better bydelegating the exeution of this ation to the LoalAtuator on the JadeNode (for example,if some parameter has to be tuned on the node in order to optimize some response).This step whih has onsisted in the addition of a monitoring part to the Jade arhitetureis depited in Figures 5 and 6.For ahieving salable monitoring, the addition of JadeMirror nodes is proposed. AJadeMirror inludes almost the same omponents of a JadeBoot. In partiular, the NodeDisovery Servie, the Fratal RMI registry, JMS Server, JMS Registry and System Repre-sentation, an be inluded, o�ering the same funtionality as the JadeBoot. The JadeMirror,as it must at like a JadeNode too, must inlude also the HeartBeat omponent. For themonitoring, the JadeMirror inludes the LoalMonitor, to behave as any other JadeNode:
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actuatorFigure 6: Arhiteture of a JadeNode featuring monitoring apabilitiesit will send noti�ations to a remote JadeBoot; but it must also inlude a Monitor thatreeives data from its set of JadeNodes (here, the JadeMirror is ating like a JadeBoot).Some omponents must be modi�ed in order to behave orretly under the hierarhialsheme. For example, the Resoure Deployer must try to alloate a node from a set ofJadeNodes, but if there is no one available, it should forward the request to a higher levelJadeBoot (or another JadeMirror higher in the hierarhy), letting it to take the deision andpossibly onsulting other JadeMirrors managed by some other JadeMirrors.In the urrent state, the JadeMirror is implemented inluding the omponents of both aJadeBoot and a JadeNode. The pratial experiments we onduted atually omprised thedeployment of 1 JadeBoot, 2 JadeMirrors, and 2 JadeNodes onneted to eah JadeMirror,using a total of 7 nodes. In this sheme, the JadeNodes send information about CPUutilization to their "master" JadeMirror, and this one sends data to the entral JadeBoot.Our urrent experimental hierarhial Jade system does not yet inlude the neessarymodi�ations to the Resoure Deployer omponents, and Alloator: that is, allowing themto send answers to their JadeBoot stating, for example, that there are no more availablenodes or that some ation annot be ful�lled and that a higher level node must take are ofit.
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18 Ruz & Baude & Legrand-Contes5 Summary and next stepsIn this work, we have started to introdue some salable monitoring apabilities in the Jadeautonomi management system. The implementation is not omplete, but the urrent stateit has reahed is su�ient to serve as a proof-of-onept about the building of hierarhyof Jade omponents (Boot, Mirror, Nodes). On this basis, we are expeting that salablemonitoring an be aheived.The gridi�ation of Jade is addressed by onsidering deploying the Jade arhiteture usingProAtive deployment desriptors. Moreover, we are onvined that an implementation ofJade using the ProAtive/GCM implementation of the Fratal omponent model [5℄ ouldimprove the grid awareness of Jade: indeed, it would allow for interations between theFratal Jade omponents taking into aount grid onstraints as high-lateny, dynamiity,non-seure ommuniation hannels.
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