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Summary. Motion prediction for objects which are able to decide their trajectory
on the basis of a planning or decision process (e.g. humans and robots) is a chal-
lenging problem. Most existing approaches operate in two stages: a) learning, which
consists in observing the environment in order to identify and model possible mo-
tion patterns or plans and b) prediction, which uses the learned plans in order to
predict future motions. In existing techniques, learning is performed off-line, hence,
it is impossible to refine the existing knowledge on the basis of the new observa-
tions obtained during the prediction phase. This paper proposes a novel learning
approach which represents plans as Hidden Markov Models and is able to estimate
the parameters and structure of those models in an incremental fashion by using
the Growing Neural Gas algorithm. Our experiments demonstrate that the tech-
nique works in real-time, is able to operate concurrently with prediction and that
the resulting model produces long-term predictions.

1 Introduction and Related Work

In order to successfully interact with a dynamic environment, a person, a robot
or any other autonomous entity needs to reason about how the objects which
populate this environment are going to move in the future. However, this
knowledge about the future is often unavailable a priori, hence it is necessary
to resort to prediction: estimate future motion based on available knowledge
about the object’s present and past states. This explains the importance of
prediction techniques for a number of research domains like motion planning,
tele-surveillance and automatic traffic control [1, 2].

This work focuses on motion prediction for objects which are able to per-
form trajectories as a result of an internal motion planning process or decision
mechanism (e.g. persons, animals and robots). It is assumed that such plans
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are made with the intention to reach a specific goal, thus the name intentional

motion which will be used hereafter to designate this kind of motion.
Assuming that the object’s decision mechanism as well as all the rele-

vant variables at every time step (e.g. internal state, sensorial input, etc.) are
known, predicting its trajectory consists in replicating the planning process
in order to find the intended trajectory. However, this assumption is not re-
alistic. Neither the planning model nor the variables are known or observable
(what is the decision mechanism of a human being?) and they must be in-
ferred from observed motion before performing prediction. This leads to the
following decomposition of the problem:

• Learning. Construct a plan representation based on observations.
• Prediction. Use the representation obtained during learning to estimate

future states on the basis of present knowledge.

Thus, learning consists in observing a given environment in order to con-
struct a representation of every possible plan for it. But, how long should we
observe the environment in order to construct such a ”plan library”? Given
the enormous number of possible plans for all but the simplest environments,
there is not a simple answer. This raises an important problem of existing
learning techniques (e.g. [3, 4]): the use of a ”learn then predict” approach,
meaning that the system goes through a learning stage where it is presented
with a set of observations (an example dataset) from which it construct its
plan models. Then, the plan library is ”frozen” and the system goes into the
prediction stage.

The problem with this approach is that it makes the assumption that all
possible plans are included in the example dataset, which, as we have shown, is
a difficult condition to meet. This paper addresses the problem by proposing a
”learn and predict” approach which is able to learn in an incremental fashion
(ie by continuously refining its knowledge on the basis of new observations
used for prediction). To the extent of our knowledge, this is the first intentional
motion prediction technique in the literature to have this property.

Learning techniques used by the ”learn then predict” approaches are very
diverse. For example in [5] plans are modeled as series of straight motion seg-
ments which are clustered together. In [3] and [6], typical behaviors are learned
by clustering whole trajectories. In [7] Bui proposes Abstract Hidden Markov
Models as a way to represent plans as hierarchies of probabilistic sub-plans
or policies. Although the approach does not define an automatized learning
mechanism, this has been done in [4] by using the Expectation-Maximization
algorithm.

In this paper, we present an approach which is able to continuously
learn from observations in an incremental fashion. It models plans as Hid-
den Markov Models (HMM)[8] augmented with a variable which indicates the
goal that the plan intends to reach2. The learning algorithm is composed of

2 An HMM is a stochastic finite-state automaton which models a process whose
state evolves according to a transition probability at discrete time-steps. The
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two modules: in the first one, the Growing Neural Gas algorithm [9] is used to
estimate both the set of states in the model and the observation probabilities.
The second module identifies goals and then uses a Maximum-Likelihood cri-
terion to update the transition probability of the model. As mentioned above,
the technique determines the number of goals and states in the model, thus
learning the structure of the underlying HMM.

The rest of the paper is structured as follows: section 2 presents an overview
of the problem. Section 3 discusses the details of our HMM-based probabilistic
mode and describes how it is used to model plans. The details of the learning
algorithm are presented in section 4. Section 5 discusses the experimental
results. The paper ends by exposing our conclusions and explaining future
research directions.

2 Problem Overview

This paper proposes an unsupervised learning algorithm which constructs plan
representations by observing the motion of objects (e.g. pedestrians, vehicles,
etc.) moving in a given environment. Plans are modelled as Hidden Markov
Models augmented with a variable γ which is used to represent the particular
goal that the object intends to reach.

The input of the learning algorithm is a continuous stream of observations
ot = {o1, o2, · · · } gathered through a tracking system. In order to keep nota-
tion simple, we will assume that no more than one object is observed at the
same time, noting that the approach is easily generalizable to the multi-object
case. It will also be assumed that the tracking system can determine when
the object has stopped or exited the environment.

Every observation ot = (xt, yt, ηt) returned by the tracker consists of an
estimate of the object’s position3 at time t and a binary variable ηt which
indicates whether the object has reached the end of its trajectory (η = 1)
or not (η = 0). A trajectory ends when the object stops moving or exits the
environment.

Learning will consist in estimating the parameters of the slightly modified
HMM which will be presented in the following section.

state of the process may only be observed through a noisy sensor, the probability
that a measure provided by the sensor corresponds to a given state is known as
the observation probability.

3 Higher-dimensional observations (ie (xt, yt, x
′

t, y
′

t)) may also be used as input by
the algorithm.



4 Dizan Vasquez, Thierry Fraichard, Olivier Aycard, and Christian Laugier

3 Probabilistic Model Definition

In order to develop our model, we will start from the HMM4 joint probability
distribution (JPD) for a single time-step, which may be written as follows:

p(qt, qt−1, ot) = p(qt−1)p(qt | qt−1)p(ot | qt) (1)

Where qt−1 and qt represent the state at time t − 1 and t, respectively,
and ot represents the observation returned by the sensor at time t. The de-
composition contains the three probabilities that define an HMM: a) the state
prior, or belief state p(qt−1); b) the transition probability p(qt | qt−1) and c)
the observation probability p(ot | qt).

In the context of this work. Discrete states will correspond to positions
in the environment and transition probabilities will depend on the particular
goal that an object intends to reach. In order to account for different goals,
we will augment the HMM with a variable γ which is used to represent them:

p(qt, qt−1, ot, γ) = p(qt−1)p(γ)p(qt | γ, qt−1)p(ot | qt) (2)

This JPD has been obtained from eq. 1 by making two additional condi-
tional independence assumptions: a) The goal does not depend on the previous
state p(γ | qt−1) = p(γ) and b) given the state, the observation is independent
of the goal p(ot | qt, γ) = p(ot | qt).

Due to the fact that γ is not time-dependent, this may be regarded as
having a different Markov model for every value of γ, where all such mod-
els share the same observation probabilities and number of states. The idea
is a simplified version (ie without the actions) of the probabilistic planning
technique known as Markov Decision Processes.

Having defined a JPD, we will proceed to specify all the model’s relevant
variables as well as their respective domains:

• N ∈ N: The total number of discrete states in the model. These states
correspond to positions in the environment.

• qt, qt−1 ∈ [1, N ]: The object’s states at time t and t− 1, respectively.
• ot ∈ R

2: The object’s state estimation returned by the sensor at time t.
(ie the observation variable).

• G ∈ N: The total number of goals in the model. The goals correspond to
specific places in the environment (ie it may correspond to many discrete
states).

• γ ∈ [1, G]: The goal that the object intends to reach.

Finally, we the representations we have chosen for the probability distri-
butions:

4 In this section, it is assumed that the reader is familiar with Hidden Markov
Models. The interested reader is referred to [8] for an excellent tutorial on the
subject.
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• p(qt | γ, qt−1): Table, it will be further described in §4.3.
• p(ot | [qt = i]): Gaussian G(µi, σi).
• p(q0): Uniform UN = 1

N
. This probability is used to initialize the belief

state for a new trajectory.
• p(γ): Uniform UG = 1

G
. This probability is used to initialize the goal’s

belief for a new trajectory.

4 Parameter Learning algorithm

On the basis of the model specification presented in §3 it is possible to define a
learning algorithm which consists in estimating parameters from observations.
Having defined the priors as uniform distributions, this leaves four parameters
to be estimated: the transition and observation probabilities, and the values
for N and G. It is worth noting that, by learning both N and G, the proposed
technique is able to learn the structure of the model. This is an significant
departure from existent techniques [3, 4], which depend on values fixed a

priori.
Assuming that, for every observed trajectory the associated goal is known,

learning may be performed using the Baum-Welch algorithm [10] which is a
specialization of Expectation-Maximization [11] and has become the standard
learning technique for HMM’s. However, it has two problems which prevent
its application to our particular problem: a) it is not incremental and b) it
needs to know the number of states to be learned a priori. The first problem
may be solved by using incremental variants of the algorithm [12, 13], but
the second one is more difficult to solve and is not a trivial task. Moreover,
we want to deal with the general case, where goals are not known beforehand
and should be identified.

The approach proposed in this paper takes a different approach by splitting
the problem in three tasks:

1. State GNG. The observation probability p(ot | qt) and the number of
states N are estimated using the Growing Neural Gas algorithm (§4.1).

2. Goal GNG. Another instance of GNG is used to estimate the number of
goals G as well as their position.

3. Viterbi Counting. The Viterbi algorithm [14] is used to perform a max-
imum likelihood (ML) estimation of the transition probability p(qt |
γ, qt−1). This estimation uses the outputs of tasks 1 and 2 (§4.3).

The rest of the section provides the details of the tree learning tasks.

4.1 Learning discrete states and observation probabilities

The observation probability for a given state p(ot | [qt = i]) is defined as a
gaussian. Therefore, the learning algorithm should estimate the mean value
µi and standard deviation σi for the N states.
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This rises the question of the ”correct” value for N , which is an important
question. The state space is continuous, when it is mapped to a finite set
of discrete values an error is introduced in the representation. The number
of states allows to trade off accuracy and computational efficiency. By incre-
menting the value of N the approximation error – also known as distortion –
is reduced at the expense of additional calculation burden.

There is another way of reducing the distortion: discrete states may be
placed in such a way that the mean distance between them and observed data
is minimized. This is known as Vector Quantization [15].

Our approach uses a Vector Quantization algorithm known as Growing
Neural Gas (GNG) [9] in order to estimate the number of discrete states of
the model as well as the mean values and standard deviation of the obser-
vation probabilities. This algorithm has been chosen between many different
approaches existent in the literature [15, 16, 17, 18] due to its following prop-
erties:

• It is fast. The costliest operation is of O(N). This can be further optimized
by using a hierarchical structure like an r-tree[19].

• The number of states is not fixed. New states are added and deleted as
observations arrive.

• It is incremental. This makes it suitable to process continuous streams of
observations.

The algorithm processes observation on a one by one basis. It produces a
graph, where nodes representing discrete states are explicitly linked to their
closest neighbors (the graph is a subset of the Delaunay triangulation). Every
node i is associated to a vector µi known as the centroid.

The application of this structure to estimate the required parameters is
straightforward: state information {xt, yt} contained in each observation is
used as an input for a GNG. The resulting set of nodes represents discrete
states whose centroids are the mean values of the observation probabilities.
The standard deviation σi for state i is approximated by averaging the half
length of the links emanating from the corresponding node

Insertion of new states is no longer allowed when arg min σi is less than a
given threshold. This restrains the algorithm from discretizing the space below
the sensor’s precision. Thresholding may be regarded as defining a minimum
cell size, which is similar to conventional grid approaches but with two im-
portant advantages: a) the location of the cells is not fixed a priori and b)
only relevant cells are represented. The latter advantage depends on the ratio
between the existing positions (ie the full grid) those which are actually vis-
ited by objects. Usually, this advantage becomes more important as the state
dimension grows due to motion constraints which apply to the object (e.g.
acceleration and speed limits, unaccessible areas, etc.).

An example of the use of GNG is presented in fig. 1. The environment
is a simulator of the laboratory’s entry hall. It contains a number of places
which may constitute motion goals (e.g. the stairways in the bottom or the
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two doors in the top of figure 1a). Fig. 1b presents the state of the GNG
structure after processing 1000 trajectories.

a) Sample Environment b) GNG Network

Fig. 1. Using GNG to represent discrete states in the laboratory entry hall.

4.2 Identifying Goals

The problem of automatically identifying the goals that an object seeks to
reach using only observation data is very difficult since these goals are often
related to information which is not present in this data (e.g. the presence of
a billboard).

The approach taken here aims to identify goals based on a simple hypoth-
esis: when an object stops moving (or exits the environment) it is because it
has reached its goal. This leads to a simple goal identification scheme: every
observation ot having ηt = 1 (end observation) is sent to a GNG structure
which clusters this information together into high-level goals.

The nodes of the resulting GNG graph corresponds to goals5. The graph
itself may be used to identify the goal that corresponds to a given end-state
observation:

γ = min argi ‖(xt, yt)− µ
g
i ‖, for ηt = 1 (3)

4.3 Learning transition probabilities

Transition probabilities are updated once a complete trajectory is available,
this means that all non-end observations are stored until an observation having
η = 1 is received, then, expression 3 is used to compute the attained goal g.
For every observation in the trajectory ot, the Viterbi algorithm is used in
order to find qt given the past state qt−1 = i (which has been estimated in
the previous iteration)6:

5 notations µs
i and µ

g

i will be used henceforth in order to distinguish between state
and goal GNG’s

6 This implies iterating through the domain of qt, meaning that the update step
has cost O(N).
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qt = maxargj

{

p([qt = j] | [γ = g], [qt−1 = i])p(ot | [qt = j])

}

The obtained values for g, i and j are then used as indices to update a
transition count matrix A on a maximum-likelihood criterion:

A[g, i, j]← A[g, i, j] + 1 (4)

If the observation correspond to the first step of a trajectory only the
current state is estimated using:

q0 = maxargi{p(o0 | [q0 = i])} (5)

Transition probabilities are calculated using:

p([qt = j] | [γ = g], [qt−1 = i]) =
A[g, i, j]

∑

hA[g, i, h]
(6)

Finally, when N or G change due to additions or deletion on the corre-
sponding GNG structures the corresponding columns and rows are simply
inserted or deleted accordingly, this is possible due to the fact that we are
storing counts instead of probabilities in the transition matrix.

5 Experimental Results

In order to validate it, the proposed approach has been applied to the predic-
tion of pedestrian motion in the entry hall of the Inria laboratory, which is a
rectangular area of approximately 8 x 20 meters. As it may be seen in fig.2,
the environment consists mostly of an open area without much structure.

We have performed experiments with both real and simulated data. Real
data has been gathered through a vision system which tracks people using
a single camera having wide-angle lenses. The system projects observations
from the camera plan to the floor plan. It is worth noting that, due to the
projection process, the system ends up covering only about 60% of the total
area.

Simulated data consists of noisy trajectories between predefined sequences
of control points.

5.1 Evaluation Criterion

In order to perform prediction, the probability p(γ | o0, · · · , ot) has been
estimated using a particle filter with a resampling step [20] to integrate new
observations.

The performance of the algorithm has been evaluated by measuring the
difference between the predicted and effective final destination. The first n
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Fig. 2. The INRIA entry hall

observations of a trajectory were used to predict the most probable goal g =
maxargi p([γ = i] | o0, · · · , on). The global estimation error is calculated as
the the average of all the distance between the goal such obtained and the
real end of the trajectory.

5.2 Results

We have run our experiments using datasets of 600 trajectories both for real
and simulated data. The algorithm was initialized by processing 500 trajecto-
ries before starting to record the results. The the remaining 100 trajectories
were processed as follows: for every trajectory, the predicted goal is estimated
using 10% of its length, then 20% and so on until 90%. This allows us to
measure how new knowledge improves prediction.

The results obtained for both simulated and real data are presented in fig.
3.

Fig. 3. Experimental results
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It may be seen that both error curves decrease in near linear fashion with
respect to the known fraction of the trajectories, we regard this as an encour-
aging result, particularly in the case of real data, which was very noisy due
to the tracker’s inability to adequately track the object’s motion during all of
its motion. However, we think that faster (non-linear) convergence rates are
achievable, in particular by using a more efficient goal discovery mechanism.

It may be surprising to find that real data seems to perform better than
simulated data. The reason is that the simulator produces trajectories which
cover the entire entry hall, while, as we have explained above, real data is
gathered only in a fraction of the environment.

It is important to mention that all the results presented here are prelim-
inary. For example, the chosen performance measure should be improved to
take into account situations where a trajectory passes through more than one
goal, in this case, the system will probably predict that the object intends to
reach these ”intermediate” goals (which we think is fine), but, as they do not
correspond to the trajectory’s final position, the resulting prediction error will
be high.

5.3 Real-time

In our experiments, prediction has been performed simultaneously with learn-
ing and graphic display for the test data set. Our unoptimized implementation
of the technique runs on a 2 Mhz Athlon PC at a frequency of 20−60 Hz. Even
if we consider this as adequate for most real-time systems involving pedestri-
ans, the system may be further optimized at the code level or by using a more
efficient technique for searching the winner in the GNG structure, for example
(§4.1).

6 Conclusions

In this paper, we proposed a method for learning motion plans from obser-
vations. Our approach represent plans as Hidden Markov Models. Learning
consists of three modules: a) the Growing Neural Gas algorithm is used to
estimate the total number of states N as well as the observation probability
distribution; b) another GNG structure is used to estimate the number and
positions of goals in the environment, and c) the Viterbi algorithm is used to
perform a Maximum-Likelihood estimation of the transition probability.

The main contribution of this technique is that it follows a ”learn and pre-
dict” approach, thus allowing the continuous improvement of existent knowl-
edge on the basis of new observations. To the best of our knowledge no other
technique in the literature is able to do that. A second important contribution
consists on the fact that, by learning the number of states and the number of
goals, this technique is able to learn the structure of the model, this distin-
guishes our work from techniques with fix this values a priori.
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The technique has been implemented and applied to both real and sim-
ulated data. The experiments show that the learned model may be used to
efficiently predict the intended goal of an object. Moreover, this is performed
in real time.

7 Future Work

The approach presented in this paper is a first approximation to the problem.
In the short term, our goal is to test the approach in a different setting: the
ParkView experimental platform, which is able to track a car moving in a
parking lot (fig. 4).

Fig. 4. The ParkView platform: left) camera view of the Cycab experimental car
moving in the parking lot of the laboratory; right) the Cycab as detected on the
tracking system.

In the medium term, a number of lines of work are being considered: a)
including velocity and object size in the space representation; b) modelling
of semi-dynamic objects such as doors which may be either open or closed;
c) the extension of the algorithm to learn hierarchical plan models such as
Abstract Hidden Markov Models [7].
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