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Real-time Time-To-Collision from variation of
Intrinsic Scale

Amaury Negré, Christophe Brailloh, James L. Crowlel; and Christian Laugiér

INRIA, Grenoble, France
firstnane.lastnane@nri al pes. fr

Summary. Time-to-collision can be directly measured from a spagisyporal image sequence
obtained from an uncalibrated camera. This it would appeaffer a simple, elegant mea-
surement for use in obstacle avoidance. However, preveaisiques for computing time to
collision from an optical flow have proven impractical foat@pplications.

This paper present a new approach for computing time tostafli(TTC) based on the idea
of measuring the rate of change of the "intrinsic scale'tisic scale is a geometric invariant
that is valid at most points in an image, and can be rapidigrd@hed using a multi-resolution
pyramid.

In this paper we develop the approach and demonstrate &g by comparing the
results with range measurements obtained from a lasernguigivice on a moving vehicle.
Experimental results show that this is a simple method tainhteliable TTC with a low
computational cost.

1 Introduction

This article takes place in the obstacle avoidance contextdtonomous vehicle in
dynamic environment. In this domain, the estimation of timeollision (TTC) is
crucial. This variabler has been defined by Lee [11] as the ratio of the distance
of the object and the relative speed of approach betweerotit and an obstacle.
Estimation of TTC has also been proposed as a biological himdasect havigation
[7], bird flight [8] as well as the human "looming" reflex [17].

Most of vision based methods to compute TTC use the optical fio a first
method [3], a focus of expansion (FOE) is estimated ansl computed from the
pixel velocity and the FOE. But this method cannot be appfiethny objects move
independently (several FOE). It has been also shownrtisah be approximated by
the inverse of the optical flow divergence [16], and in [1&] #uthors show thatcan
be directly computed from the optical flow and its derivasivehen using a log-polar
mapping. Unfortunately, those methods require a first steplable dense optical
flow estimation, which has proved difficult.

In this paper, we propose a simple new approach to directunement of time to
collision. Our approach is based on the observation thdottz "size" of features in
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an image may be directly measured from the scale of extreaiadgin a Laplacian
scale space. This invariant provide a simple, robust measemt of local size that
can be obtained at most points in an image.

A key problem when using intrinsic scale for time to collisis image registra-
tion. We describe such a registration for natural interegtts as defined in [13], as
well as for natural interest lines [9]. We experimentallyasere the precision of TTC
obtained from an image sequence taken from a moving vehsatg the distance to
targets as provided by a laser scanner.

2 Computation of TTC

2.1 TTC from variation of size

Time-to-collision is easily derived from geometrical cmlesations : let P represents
an object in front of a camera such thatravels toward the camera. We ndighe
focal length of the camera, the real size ofP, s the size ofP in the image and/
the distance of the object. (see fig. 1).

Fig. 1. Model of the camera projection. The objee with the sizeS at the distanceis
projected in the focal plang to obtain P; with the sizes

We can show that

1z
s S-F
So, the TTC can be expressed only withnd its derivatives :
Z s
T = ——F = -
7 S

The main difficulty is then to compute the object size in thadm®. Our approach
consists in approximating the size by computing the inicissale from a Laplacian
pyramid.
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2.2 Intrinsic-scale-based size estimation

To estimate a characteristic size of an object in the imagejsed a Scale Space rep-
resentation, introduced by Witkin [19] and Koenderink [46]a continuous extension
of pyramid-based multi-resolution descriptions of imaggs[2].

The scale-space representation of an imdge, y), is a continuous space of
imagesL(x, y, o) obtained by convolution with a variable-scale Gaussia@,):

L(z,y,0) = G(o) x I(z,y)

where
_ 1 e

2mo?

The Laplacian of an image is a circularly symmetric seconi/dtive computed
from the convolution of derivatives in orthogonal direcio The Laplacian of an
image can be computed by convolution with sampled Gaussigvadives.

G(o)

2z 0%G
W*I(x,y,o)—ka—zﬁ*[(%yya)) 1)

As with the Gaussian function, the Laplacian can be usedfinala continuous
Laplacian scale space by varying scale (sigma) over a rahgelwes. Extremal
points in a Laplacian scale space have long been known tdade®cale invariant
feature points [5] for matching or registering images. Spmimts, known as "natural
interest points", have recently become popular for use gphts for matching and
recognition [13]. Experimental comparison with other kmjints has demonstrated
that natural interest points provide reliable scale iraratrkey-points for registration
and recognition [15].

Except degenerate points, one or more intrinsic scales ragdasured at any
position within an image from the values of sigma at whichlthelacian exhibits
a local extrema [12]. This property has been used to defingéniradexing and
recognition processes that are invariant to camera pog#io

For any image position, the intrinsic scale is proportimi#ihe characteristic size
ofthe local image feature. This suggests that Time-Toi§loh can be estimated with
an intrinsic scale. However, for such an approach to workgies must be registered.
Such registration can be obtained by detecting and tradktegest points and lines.

Lap(z,y,0) = o*(

2.3 Object detection and tracking
2.4 Natural interest points

As described in the previous section, extremal points inLiyglacian scale space
can be used for matching. To detect such points, the methegiste in computing a
Laplacian sampled scale space. Then, for each level of, szl pixel is compared
with its eight space neighbors and its two scale neighborpoifit is accepted if

it the Laplacian is greater or less than all of its neighb®oscompute an accurate
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estimation of the intrinsic scale, we can approximate thpld@an profile over a
scale with a cubic spline. The zero of the derivate gives easittrinsic scale. It
is interesting to characterize significance in order torfitech points. To do so,
it is possible to consider the Laplacian value and the cureadf the Laplacian
profile. The Laplacian value describes the contrast of thetpm the image, and the
curvature of the Laplacian profile characterizes the cehtreer scales.

Fig. 2. Interest point detection. The size of the circles corredgorthe intrinsic scale. Circular
objects as the walker’s body are well detected whereaskt@tobjects give unstable results.

The figure 2 shows the interest points detected in an urbarmament. We can
see that interest points are obtained for circular objexth@ walker and some part
of cars. Nevertheless, stretched objects are not adeyu@®tribed. The pole at the
right is not detected whereas many points are detected owaheTo resolve this
problem, Lowe [14] proposes to eliminate all points thatespond to boundaries. In
our case, this solution is not acceptable because mostedtship urban environment
are stretched and would not be detected.

2.5 Extension to lines

As seen in the previous section, natural interest pointslaral extrema of the
Laplacian over all directions (x, y and scale). If we relaxe@patial constraint, it is
possible to detect elongated feature.

Three steps are needed to detect such feature and to cotngintehiaracteristics.
The first step consists in detecting ridge points in the ima¢gxt, a connexity
analysis is computed to separate each feature. The lastateputes the first and
second order moments.
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Ridge detection

To extract ridge points at each level, a method has beenaselin [9]. For each
pixel of the Gaussian image, the principal curvature diogds computed, and if the
pixel is an extremum of the Laplacian image in this directibis is a ridge.

The principal curvatures and their directions are respelgtihe eigen values and
eigen vectors of the Hessian matrix :

o°f °f
Oxy 0y?
Whereg—ié, g—ié, %Zé are the second derivates of the Image.
The principal curvature direction correspond to the eigestar associated to the
biggest eigen value. If the Laplacian assumes a local extmem this direction, this

is a ridge point.

(b)

Fig. 3. Gaussian image 3(a) and detected ridges 3(b) at the scaleslev 4. As we can see,
the elongated shape, as the legs or the ground lines are atetitdd.

The result of this step is a binary image for each scale lew@kh represents the
ridges (cf. fig.3).
Connexity analysis

Ridge structure is obtained by connected component asalisso neighbor points
(over scale and space) have the same label if they are ideh&$ ridge and if the
difference of two local ridge directions at these two poiatsferior to a threshold.

Computing moments

To obtain the mean position, the mean scale and the orientatiridge features, we
compute first and second order moments.
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Tn
Let N be the number of pixels of the feature aig—; x = | y» | the points
Sn
which form the feature, wherg, is the intrinsic scale.
The gravity centeris :
1 N
=— Xn 2
n= 2231 )

To give more weight to hight contrast points, we have to weilja position by
the absolute value of the Laplacian at this position. So dinefila becomes :

3 llap(X) | X
PN Jap(Xa)] ©

Because we work with a pyramid, each stags this pyramid is down-sampled,
S0 a ridge point in the stageis equivalent to two points at the stage- 1. The
formula becomes :

= Lo 2 llap(Xa) X, @
Sony 26n[lap(Xo,)|
The second order moments are needed to evaluate the siZeeamidientation of
the ridge. The covariance matriXis :

SN 250 lap(X) | (Xi — 1) (Xnj — 115)

Cij =
’ SN 2k |lap(X,)|

()

2.6 Tracking interest lines

Our method for tracking object in video is inspired by [1]bHgins with a detection
process based on ridge detector explained previouslyhgdiies a set of tracked
objects.

Then for each frame, a correlation process is needed toiassoew detected
feature with tracked objects.

Ridge similarity

e Spacial distancedistance between two gravity centers

[Xa — X5l
54

(6)

Spro.’r =

e Scale distancedistance between two average scales

SA
Sacate = |1og<£>| 7)
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e Significancecompare the average Laplacian values

la
Stap = | log(t)| (®)
lapp
e Second order moments :
S >2i;((Ca)iy — (SB)M)Q ©)
Zi,j (CA)ij

The combined similarity is the weighted sum of (6), (7), (83&9)
Scomb = CposSpos + CscaleSscale + ClapSlap + CmomSmom (10)

Wherecyos, Cscales Clap aNdem o, are negative.

Fig. 4. Test sequence for ridge tracking : the licence plate of thes¢eacked with our method.
The rectangle represents the region of interest and theesggiticenter represents the position
and the direction of the tracked ridge

For each tracked object, a region of interest is computetusie position and
the size of the object. A similarity score is then computedeach detected object
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in the new frame, the object which obtains the highest s®essociated with the
tracked object and it is updated with the new propertiesi{joos scale, etc.). In the
figure 4, we track the licence plate of the car. We can notiaelibth the camera and
the car move.

3 Experimental results

To verify the precision of the TTC obtained by our method, wepose to capture
images from a moving vehicle equipped with a laser range findd a camera. In
order to make the comparison possible, the camera is puedaghbr.

In the test case (cf. fig.5(a)), the target is a white reflecthark placed in the
camera axe. This mark can be detected in the laser scan h&rigténsity of the
reflected signal. The laser provides precise distancesetolibtacle and the Time-

To-Collision can be easily computed with the formulgt) = — é(z)

To detect the mark in the image (of size 640x480 pixels), Ve ridge tracker
described in the previous section. The tracker is manuaitigiized, selecting the
region of interest. At each frame, the object is tracked #&mgrioperties (position,
orientation, scale) are computed. We use a Kalman Filtemfwave these values.
The time-to-collision is obtained with a windowed lineagression. The global
computation time, including Laplacian scale space calmriaridge extraction and
tracking and the computation of time-to-collision is abBdimilliseconds in a 3GHz
Pentium 4 processor.

In the test, the approach speed is constant and the distative vbstacle;(¢),
is linear (cf. fig.5(b)). The inverse of the object size in theage is proportional to
the distance so that the functig 3 is linear (cf. fig.5(c)). The figure 5(d) shows the
difference between the real TTC obtained by the laser and@iTidcomputed by our
method. This experiment shows that, after a short time ¢&bikty due to the lower

size of the seen object in the image, the TTC is well estimated

4 Conclusion

The method described in this paper is a new visual approachrpute the time to
contact from variation of intrinsic scale. To solve the gewb of image registration
we use a method based on natural interest points and an iextéoisoblong objects
which requires an extraction and a tracking of ridges. Suchmproach gives good
results on contrasted features. In the shown test, only bjgets tracked for more
clarity, but several objects can be tracked at the sameTihigapproachis interesting
as it uses advantages of cameras (low cost, wide field of \@tw), and offers low
computation time, thanks to a pyramidal algorithm.

One possible direction to further research will be to gelimrthe computation of
TTC onmore image points in order to obtain more informatioowd the environment,
an ideal case would be to compute a continuous field of TTC tiAergoint in our
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(b) Distance measured by the laser ratgelnverse of the scale evaluated by in-
finder trinsic scale

real tc ——
measured i+

time (5)

(d) TTC obtained by the laser range
finder and computed with TTC from in-
trinsic scale.

Fig. 5. Test with a constant speed. The distance (5(b)) and thesengize (5(c)) of the obstacle
are linear. The time-to collision is shown on (5(d)), aftepeaiod of initialization, the two
curve are fairly near.

approach is the hypothesis that objects move with constm@ds This work uses
an approximation with a piecewise linear model, future waik explore more
complexes models.

References

1. L. Bretzner and T. Lindeberg. Feature tracking with awtiaselection of spatial scales.
Computer Vision and Image Understanding.(3):385-392, 1998.



10

10.
11.

12.

13.

14.

15.

16.

17.

18.

19.

Amaury Negre, Christophe Braillon, James L. Crowley, Christiandiar

P. Burt and E. H Adelson. The laplacian pyramid as a compaage code. IEEE
Transactions on Communicatiqr(4):532-540, 1983.

. T.A. CamusReal-time optical flowPhD thesis, Brown university, Providence, RI 02912,

USA, September 1994.

. J. L. Crowley. A representation for visual informationPhD thesis, Carnegie-Mellon

University, 1981.

. J. L. Crowley and A. C. Parker. A representation for shagmetl on peaks and ridges in

the difference of low-pass transforhEEE Transactions on Pattern Analysis and Machine
Intelligence 6(2):156-170, 1984.

. J.L. Crowley D. Hall and V. Colin de Veréie. View invariant object recognition using

coloured receptive fielddMachine GRAPHICS and VISIQR(2):341-352, 2000.

. N. Franceschini, J. M. Pichon, and C. Blanes. From inssairvto robot vision.Philo-

sophical Transactions : Biological Scien¢@87:283-294, 1992.

. J.J. Gibson.The ecological approach to visual perceptiorloughton Mifflin, Boston,

1979.

. TRAN Thi Thanh Hai and Augustin Lux. Extraction de caraistéques locales : Gtes

et pics. InRIVF, pages 203-211, 2003.

Jan J. Koenderink. The structure of imag@mlogical Cybernetics50:363—-396, 1984.
D.N. Lee. A theory of visual control of braking base onomfation about time-to-
collision. Perception 5:437-459, 1976.

T. Lindeberg. Feature detection with automatic sedectf spatial scales. IRICV,
volume 30, pages 79-116, 1998.

D. G. Lowe. Obiject recognition from local scale-invatideature. Ininternational
Conference on Computer Visigpages 1150-1157, 1999.

D. G. Lowe. Distinctive image features from scale-iraatr keypoints. InlJCV, vol-
ume 60, pages 91-110, 2004.

K. Mikolajezyk and C. Schmid. Indexing based on scal@iiiant interest points. In
Proceedind of the International Conference on Computeioijpages 525-531, 2001.
R. C. Nelson and J. Aloimonos. Obstacle avoidance usimgffeld divergence |EEE
Trans. Pattern Anal. Mach. Inte)l11(10):1102—-1106, 1989.

W. Schiff, JA. Caviness, and JJ. Gibson. Persistentrésgronses in rhesus monkeys to
the optical stimulus of "looming"Science136:982-3, 1962.

M. Tistarelli and G. Sandini. On the advantages of patdrlag-polar mapping for direct
estimation of time-to-impact from optical flodEEE Trans. Pattern Anal. Mach. Intell.
15(4):401-410, 1993.

Andrew P. Witkin. Scale-space filteringCAl, pages 1019-1023, 1983.



