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Abstract: This paper presents a new method to both track and segmetipl@aobjects in videos us-
ing min-cut/max-flow optimizations. We introduce objeetfuinctions that combine low-level pixel-
wise measures (color, motion), high-level observatiortaiobd via an independent detection module,
motion prediction and contrast-sensitive contextual laggation. One novelty is that external obser-
vations are used without adding any association step. Teerasitions are image regions (pixel sets)
that can be output by any kind of detector. The minimizatibthese cost functions simultaneously
allows "detection-before-track” tracking (track-to-@pgation assignment and automatic initializa-
tion of new tracks) and segmentation of tracked objects. Wéaweral tracked objects get mixed up
by the detection module (e.g., single foreground deteatiask for objects close to each other), a
second stage of minimization allows the proper trackingseginentation of these individual entities
despite the observation confusion. Experiments on diffeisge of sequences demonstrate the abil-
ity of the method to detect, track and precisely segmentpearas they enter and traverse the field of
view, even in cases of partial occlusions, temporary gnmogipnd frame dropping.
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Suivi et segmentation d’objets par graph cuts

Résune : Ce papier présente une nouvelle méthode de suivi et deesegtion de plusieurs objets
dans une vidéo, a l'aide d’'un technique de coupe minimalesdun graphe. Nous introduisons
une fonction d’énergie qui combine des mesures calcuid@ed'image (couleur, mouvement) en
chaque pixel, des observations obtenues par un modulenextier détection, la prédiction par le
mouvement de I'objet et une régularisation spatiale raposur les gradients d’intensité de I'image.
L'utilisation des observations ne requiert pas I'ajoutrdéuétape d’association entre les objets et
les observations. Ces observations sont des régions giirfraasques de pixels) qui peuvent étre
le résultat de n’'importe quel détecteur. Quand plusiebjsts suivis se retrouvent fusionnés (e.g.,
un seul masque de détection pour plusieurs objets d’appagoche), une deuxieme minimisation
d’énergie permet le suivi et la segmentation indéperaldatces entités individuelles. Des résultats
sur differents types de séquences montrent la capaziterdéthode a bien détecter, suivre et segmenter
des objets présents dans le champ de la caméra, mémedia@astations partielles, de regroupement
temporaire d’objets ou d’absence d’observations.

Mots-clés : suivi, segmentation, coupe dans un graphe
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1 Introduction

Visual tracking is an important and challenging problemamguter vision. Depending on applica-
tive context under concern, it comes into various formsdimatic or manual initialization, single
or multiple objects, still or moving camera, etc.), each diah being associated with an abundant
literature.

1.1 Existing methods

In a recent review on visual tracking[37], tracking methads divided into three categories: point
tracking, silhouette tracking and kernel tracking. Thdwed categories can be recast as "detect-
before-track” tracking, dynamic segmentation and traghiased on distributions (color in particu-
lar).
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4 Bugeau & Ferez

"Detect-before-track” methods

The principle of "detect-before-track” methods is to mathk tracked objects with observations
provided by an independent detection module. Such a trgadn be performed with either deter-
ministic or probabilistic methods.

Deterministic methods amount to matching by minimizingstatice between the object and the
observations based on certain descriptors (position aagftearance) of the object. The appearance
(which can be for example the shape, the photometry or theomof the object) is usually taken
into account with histograms : the histograms of the objadtan observation are compared using a
distance measure, such as correlation, Bhattacharyaaieeffor Kullback-Leibler divergence.

The observations provided by a detection algorithm arenafterupted by noise. Moreover, the
appearance (motion, photometry, shape) of an object cgraVitle between two consecutive frames.
Probabilistic methods provide means to take measuremeettainties into account. The are often
based on a state space model of the object properties and¢kan of one object is performed using
a filtering method (Kalman filterindT19], particle filteriri6]). Multiple objects tracking can also
be done with a filtering technique but a step of associatidwésen the objects and the observations
must be added. The most popular methods for multiple objemtking, in a “detect-before-track”
framework, are the MHT (Multiple Hypotheses Tracking)l[#8] and the JPDAF (Joint Probability
Data Association Filterind)[ L] 2].

Dynamic segmentation

Dynamic segmentation aims at extracting successive segtiwrs over time. A detailed silhouette

of the target object is thus sought in each frame. This isxaltene by making evolve the silhouette
obtained in the previous frame towards a new configuratiocuiment frame. The silhouette can
either be represented by a set of parameters or by an energiidio. In the first case, the set of
parameters represents a state space model that permigskatie contour with a filtering method.

For example, in[[33], some control points are positionechldhg the contour and their dynamics
define the state model. The correction of the points posif@btained using the image gradients.
In [L7], the authors proposed to model the state with a seplafes and some motion parameters.
The tracking is then achieved with a particle filter. Thishigique was extended to multiple objects
tracking in [24].

Previous methods do not deal with the topology changes obgtb(fusion and/or split). By
minimizing an energy function, the changes can be handldte dbject is defined as a mask of
pixels [26,[T4] or by the zero level set of a continuous fume{iZZ,[31]. In both cases, the contour
energy includes some temporal information in the form dfiaittemporal gradients (optical flow)
[3,[13,[25] or appearance statistics originated from theatizind its surroundings in previous images
[29,[36]. In [3%] the authors use graph cuts to minimize suchrgergy functional. The advantages of
min-cut/max-flow optimization are its low computationaktahe fact that it converges to the global
minimum without getting stuck in local minima and that agriori on the global shape model is
needed. They have also been usedin [14] in order to sucessiggment an object through time
using a motion information.

“Kernel tracking”

This last group of methods aims at tracking a small and sipptgon of the image (often a rectangle
or an ellipse) based on the appearance. The best locatibe oégion in the current frame is the one
for which some feature distributions.@, color) are the closest to the reference one for the tracked
object. Two approaches can be distinguished : the ones $sane a local conservation of the
appearance of the object and the ones that assume this eatiseto be global. The most popular
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method for local conservation is probably the KLT approddi[ For the global conservation, the
most often used technique is the one of Comanatial. [L0,[T1], where approximate “mean shift”
iterations are used to conduct the iterative search. Grafthhave also been used for illumination
invariant kernel tracking i [15].

Advantages and limits of previous approaches

These three types of tracking techniques have differeraraadges and limitations, and can serve dif-
ferent purposes. The "detect-before-track” approachesleal with the entrance of new objects in
the scene or the exits of existing ones. They use externahadions that, if they are of good quality,
might allow robust tracking. On the contrary if they are ofviquality the tracking can be deteri-
orated. Therefore, "detect-before-track” methods higltépend on the quality of the observations.
Furthermore the restricted assumption that one object nbnb® associated to one observation is
often made. Finally, this kind of tracking usually outputaibding boxes only.

By contrast, silhouette tracking has the advantage of tjrecoviding the segmentation of the
tracked object. Representing the contour by a set of pammaliows the tracking of an object with
a relatively small computational time. On the other handéhepproaches do not deal with topology
changes. Tracking by minimizing an energy functional afidhe handling of topology changes but
not always of occlusions (it depends on the dynamics usedanlalso be computationally inefficient
and the minimization can converge to local minima of the gnewith the use of recent graph cuts
techniques, convergence to the global minima is obtaineshfmlest computational cost. However, a
limit of most silhouette tracking approaches is that theyndbdeal with the entrance of new objects
in the scene or the exits of existing ones.

Finally kernel tracking methods, by capturing global cal@tribution of a tracked object, allow
robust tracking at low cost in a wide range of color videoseyralso do not deal with the entrance of
new objects in the scene or the exits of existing ones, anddhmt give the complete segmentation
of the objects. Furthermore they are not well adapted tortteking of small objects.

1.2 Overview of the paper

In this paper, we address the problem of multiple objectktrey and segmentation by combining the
advantages of the three classes of approaches. We suppbsat ttach instant, the moving objects
are approximately known thanks to some preprocessingitigar These moving objects form the
observations (as explained in sectldn 2). Here, we will fist a simple background subtraction
(the connected components of the detected foreground neag& as high-level observations) and
then a more complex approadf [8] dedicated to moving objgetsction in complex scenes. An
important novelty of our method is that the use of externakobations does not require the addition
of a preliminary association step. The association betwetracked objects and the observations is
jointly conducted with the segmentation and the trackintpinithe proposed minimization method.
At each time instant, tracked object masks are propagated tiseir associated optical flow,
which provides predictions. Color and motion distribus@re computed on the objects in previous
frame and used to evaluate individual pixel likelihood ie tturrent frame. We introduce for each
object a binary labeling objective function that combinkstese ingredients (low-level pixel-wise
features, high-level observations obtained via an indégendetection module and motion predic-
tions) with a contrast-sensitive contextual regular@atiThe minimization of each of these energy
functions with min-cut/max-flow provides the segmentatidione of the tracked objects in the new
frame. Our algorithm also deals with the introduction of rehjects and their associated tracker.
When multiple objects trigger a single detection due torthyatial vicinity, the proposed method,
as most detect-before-track approaches, can get conflieezitccumvent this problem, we propose
to minimize a secondary multi-label energy function whidlowas the individual segmentation of
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6 Bugeau & Rerez

concerned objects.

The paper is organized as follows. First, in seclibn 2, thtatians are introduced and the objects
and the observations are described. In sedflon 3, an ovenfithe method is given. The primary
energy function associated to each tracked object is intred in sectiofl4. The introduction of new
objects is also explained in this section. The secondargggrianction permitting the separation of
objects wrongly merged in the first stage is introduced itigefl. Experimental results are reported
in sectior 6, where we demonstrate the ability of the metladetect, track and precisely segment
objects, possibly with partial occlusions and missing oletgons. The experiments also demonstrate
that the second stage of minimization allows the segmemtaif individual objects when spatial
proximity makes them merge at the foreground detectiori.leve

2 Description of the objects and of the observations

For the clarity of the paper, we start by explaining what aeedbjects and the observations we are
manipulating and how they are obtained.

2.1 Description of the objects

In all this paperP will denote the set ofv pixels of a frame from an input image sequence. To each
pixel s of the image at time is associated a feature vector

zi(s) = (2, (). 2" (),
wherez!“)(s) is a3-dimensional vector in the color space attf’ (s) is a2-dimensional vector of
optical flow values. We consider a chrominance color spaeee(tve use the YUV space, where Y
is luminance and U and V the chrominances) because the shjetwe will track often contain
skin, which is better characterized in such a sphAckl[20, B2ithermore, a chrominance space has
the advantage of having the three channels, Y, U and V, ueleded. The optical flow vectors are
computed using an incremental multiscale implementaticuoas and Kanade algorithin23]. This
method does not hold for pixels with insufficiently conteassurroundings. For these pixels, the mo-
tion is not computed and color constitutes the only low-lésature. Therefore, although not always
explicit in the notation for the sake of conciseness, oneilshioear in mind that we only consider a
sparse motion field.

We assume that, at timek, objects are tracked. Th& object at timet is denoted a®!” and is
defined as a mask of pixel®” c P. The pixels of a frame not belonging to the objeXt’ belong
to the “background” of this object. Both the objects and thekyrounds will be represented by a
distribution that combines motion and color informatiomch distribution is a mixture of Gaussians
For object at instant, this distribution, denoted as”, is fitted to the set of value{&t(s)}seow . We

consider that motion and color information are independeance, the distributiop{” is the product
of a motion distributiony{""" (fitted to the set of valueg("" (s)} _x) and a color distribution,
seCy

pi" (fitted to the set of valueg{“'(s)}__, ). Under this independency assumption for color and
motion, the likelihood of individual pixel featurg (s) according to previous joint model is:

i (z(5) = p" (27 () i (2 (5)). ?

LAl mixtures of Gaussians evoked in this paper are fittedgilie Expectation-Maximization (EM) algorithm.
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As we consider only a sparse motion field, only the color itistion is taken into account for the
pixels not having an associated motion vecidr:(z.(s)) = p{" (27 (s)).

The background distributions are computed in the same waye distribution of the back-
ground of object at timet, denoted ag'”, is a mixture of Gaussians fitted to the set of values
{zt(s)}sep\ogi). It also combines motion and color information:

(006 = 49 6O () (0 1), “

2.2 Description of the observations

The goal of this paper is to perform both segmentation arutimg to get the objead!” correspond-
ing to the object”, of previous frame. Contrary to sequential segmentatidmiggies[TB, 21, 26],
we bring in object-level “observations”. We assume thagaath timet, there aren, observations.
Thej*" observation at timeis denoted ag1!”) and is defined as a mask of pixels.\?) c P.

As objects and backgrounds, an observajiah timet is represented by a distribution, denoted
asp!”, which is a mixture of Gaussians combining color and motitforimations. The mixture is
fitted to the se(zt(s)}seng) and is defined as:

j ,C) /. (C ,
p (@) = " (& () "M (2™ (5). ©)
The observations may be of various kingésg, obtained by a class-specific object detector, or
motion/color detectors). Here we will consider two diffetéypes of observations.
2.2.1 Background subtraction

The first type of observations comes from a preprocessirmg atdackground subtraction. Each
observation amounts to a connected component of the faradrmap after subtracting a refer-
ence frame from the current frame (figlile 1). The connectedpoments are obtained using the

W

®) ©

Figure 1: Observations obtained with background subwacti(a) Reference frame. (b) Current
frame. (c) Result of background subtraction (pixels in klace labeled as foreground) and derived
object detections (indicated with red bounding boxes).

"gap/mountain” method described in]34] and ignoring sroljects.
For the first frame, the tracked objects will be initializexdthe observations themselves.

2.2.2 Moving objects detection in complex scenes

In order to be able to track objects in more complex sequeneewill use a second type of objects
detector. The method considered is the one from [8] that eaddzomposed in three main steps.

RR n° 10000000



8 Bugeau & Rerez

First, a grid of moving pixels having valid flow vectors isestied. Each point is described by its
position, its color and its motion. Then these points ard¢ifgamed based on a mean shift algorithm
[@], leading to several moving clusters, and finally segragom of the objects are obtained from the
moving clusters by performing a graph cuts based segment&fhis last step can be avoided here.
Indeed, since in this paper we will propose a method thatlsameously track and segment objects,
the observations do not need to be a segmented object. dheréie observations will directly be

the detected moving clusters (figlile 2). The last step of geation method will only be used when

(b)

Figure 2: Observations obtained wiffl [8] on a water skieusege shot by a moving camera. (a)
Detected moving clusters superposed on the current fraimeMd#sk of pixels characterizing the
observation.

initializing new objects to track. When our algorithm outpthat a new tracker should be created
from a given observation, the tracker is initialized witle torresponding segmented detected object.

In the detection method, flow vectors are only computed optiets of the grid. Therefore, in
our tracking algorithm, when using this type of observatiome will keep considering that only the
points of the grid are characterized by a motion and a colotoveAll the other points will only be
characterized by their color. The motion field is then reafigrse here.

3 Principle of the method

Before presenting our approach into detail, we start bygusg its main principle. In particular, we
explain why it is decomposed into two steps (first a segmiemiéitacking method and then, when
necessary, a further segmentation step) and why each ibjeatked independently.

3.1 Tracking each object independently

We propose in this paper a tracking method based on energgnimnations. Minimizing an energy
with min-cut/max-flow[[7] (also known as Graph Cuts) perntit@ssign a label to each pixel of an
image. As in[[5], the labeling of one pixel will here dependtba closeness between the appearance
at a pixel and the objects appearances and also on the siylilatween this pixel and its neighbor.
Indeed, a smoothness binary term that encourages two regigthaving close appearance to get
the same label is added to the energy function.

In our tracking scheme, we wish to assign a label correspgrtdi one of the tracked objects to
each pixel of the image. By using a multi-label energy fumttieach label corresponding to one
object), all objects would be directly tracked simultanglgiy minimizing a single energy function.
However, in our algorithm, we do not use such an energy ank ebject will be tracked indepen-
dently. Such a choice comes from the will to distinguish therging of several objects from the

INRIA
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occlusions of some objects by another one, which can not bhe dsing a multi-label energy func-
tion. Let us illustrate this problem on an example. Assunagtilio objects having similar appearance
are tracked. We are going to analyze and compare the twonMolipscenarios (described on figure
). On the one hand, we suppose that the two objects becomedted in the image plane at time

instant t—1 instant t

1st example

object 1 object 2 object 1

2nd example

object 1

Figure 3: Merge of several objects or occlusion?

and, on the other hand, that one of the objects occludes toad®ne at time.

First, suppose that these two objects are tracked using tlafe| energy function. Since the
appearance of the objects is similar, when they get sidedw®y (§irst case), the minimization will
tend to label all the pixels in the same way (due to the smasthiterm). Hence, each pixel will
probably be assigned the same label, corresponding to oelpbthe tracked objects. In the second
case, when one object occludes the other one, the energsnination leads to the same result: all
the pixels have the same label. Therefore, it is possibléhfse two scenarios to be mixed up.

Assume now that each object is tracked independently byidgfone energy function per object
(each object is then associatedkio | labels). For each object the final label is either "object” or
"background”. For the first case, each pixel of the two olgjexil be, at the end of the two mini-
mizations, labeled as "object”. For the second case, thelpixill be labeled as "object” when the
minimization is done for the occluding object and as "backmd” for the occluded one. Therefore,
by defining one energy function per object, we are able tedfitiate the two cases. Of course, for
the first case, the obtained result is not the wanted one: iXeéset the same label which means
that the two objects have merged. In order to keep diffeaéing the two objects, we will add to our
tracking method a step of separation of the merged objects.

The principles of the tracking and the separation of merdgelats are explained in next subsec-
tions.

3.2 Principle of the tracking method

The principle of our algorithm is as follows. A predicti«ﬁ’ﬁif1 C P is made for each objectof
timet — 1. We denote ad!”, the mean, over all pixels of the object at time 1, of optical flow
values:

M
Ycot 21 (s)

i 4)
[@SH

dz(f?l =
The prediction is obtained by translating each pixel belloggp O ", by this average optical flow:
Oy ={s+di2,s €0} . 5)

tlt—1

RR n° 10000000



10 Bugeau & Rerez

Using this prediction, the new observations, as well as thtibution p{” of O{”,, an energy
function is built. The energy is minimized using min-cutkrfiow algorithm [7], which gives the
new segmented object at timeO(”. The minimization also provides the correspondences of the
object with all the available observations, which dired¢lgds to the creation of new objects to track.
Our tracking algorithm is summed up in figuide 4.

Distributions
computation )
t|t—1
Construction of ;
the graph Observations

Energy minimization
(Graph Cuts)

/

oW Cor\r\espondances betweélﬁ?l
¢ and the observations

Cregtion of new objects

Figure 4: Principle of the algorithm

3.3 Principle of the segmentation of merged objects

At the end of the tracking step, several objects can haveeudgrg. the results of the segmentations
for different objects overlap, thatis—,._,, O'” # 0. In order to keep tracking each object separately,
the merged objects must be separated. This will be done bggéanulti-label energy minimization.

4 Energy functions

We define one tracker for each object. To each tracker cavnelsp for each frame, one graph and
one energy function that is minimized using the min-cut/rflaw algorithm [7]. Nodes and edges of
the graph can be seen in figlile 5. In all this paper, we conai8emeighborhood system. However,
for clarity, on all the figures representing a graph, only@edghborhood is represented.

4.1 Graph

The undirected grapty; = (V, &) is defined as a set of nodes and a set of edgeS. The set
of nodes is composed of two subsets. The first subset is thef setpixels of the image grid>.
The second subset corresponds to the observations: to baetvation maskv1\? is associated a
noden!”’. We call these nodes "observation nodes”. The set of nodesrads), = P J{n!",j =
1...m}. The set of edges is decomposed as followvs= & [, £, ;). The seter represents all
unordered pair¢s,r} of neighboring elements df, and¢ () is the set of unordered paifs, ni},
with s € M), _ .

Segmenting the objec?;” amounts to assigning a labél, either background, "bg”, or object,
“fg”, to each pixel nodes of the graph. Associating observations to tracked objectsumts to

INRIA



Track and Cut: simultaneous tracking and segmentation dfipheiobjects with graph cuts 11

Objecti at time t-1 Graph for object at timet

Figure 5: Description of the graph. The left figure is the tesfithe energy minimization at time
t — 1. White nodes are labeled as object and black nodes as backlyrdhe optical flow vectors
for the object are shown in blue. The right figure shows thelgia timet. Two observations are
available, each of which giving rise to a special “obsenv@tinode. The pixel nodes circled in red
correspond to the masks of these two observations. Dasheddioates predicted mask.

assigning a binary Iabejfg (“bg” or “fg”) to each observation nodeij). The set of all the node
labels formsL{".

4.2 Energy
An energy function is defined for each object each instant It is composed of unary data terms
R{"} and smoothness binary termss$’) ,:
BV =T RO+ > B, ,(=608L10)). (6)
SEV: {s,r}e&:

In order to simplify the notations, we omit in the rest of thection the index Previous equation is
then rewritten as:

Ey(Li) =Y Res(lat)+ Y Baspell = (e lrs))- (7

SEV: {s,r}e&

4.2.1 Dataterm

The data term only concerns the pixel nodes lying in the ptediregions and the observation nodes.
For all the other pixel nodes, labeling will only be conteallby the neighbors via binary terms. More
precisely, the first part of energy il (7) reads:

Y Railen) = > —In(pils,ler)) + Y da(ji ). ®)
sEVy SEOt‘t,l 7j=1

Segmented object at timeshould be similar, in terms of motion and color, to the préugd
instance of this object at time— 1. To exploit this consistency assumption, the distributidthe
object,p!”, (equatior[lL), and of the backgroung, (equatior{R), from previous image, are used.
Remember that we chose to omit the index of the object. Puswdstributions are then denoted as
pi—1 andg:—1. The likelihoodp:, within predicted region, is finally defined as:

ptfl(Zt(S)) |f l = “fg” s
qi—1(z:(8)) if 1 ="bg” .

In the same way, an observation should be used only if it &\liko correspond to the tracked
object. To evaluate the similarity of observatipat timet and object at previous time, a comparison

misn={ ©)
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12 Bugeau & Rerez

between the distributions,”, and !’ (equatior[B) and betwees)”, and,!”’ must be performed
through the computation of a distance measure. A classist@rite to compare two mixtures of
Gaussians;; andGa, is the Kullback-leibler distancET22], defined as:

KL(Gy,Go) = / Gl(x)logg;g; dx. (10)

The likelihoodp;, is finally:

1 M " ” (11)
KL(p{" 1) if 1 = “bg" .

KL (‘7)7 _ |f l — “f 117
d(s.1) = { (i, e-1) ¢
A constantx is included in the data term in equatidn (8) to give more os lafluence to the obser-
vations. As only one node is used to represent the whole nfgsikels of an observation, we have
chosen to fixx equal to the number of pixels belonging to the observathuat,iso = |M(7].

4.2.2 Binary term

Following [5], the binary term between neighboring pairspofels {s,r} of P is based on color
gradients and has the form
1289 ()=2{) ()12

1 Sl O-m O
Bigmni=M—— v . 12
(st 1dis‘c(s,r)6 ’ (12)
As in [@], the parametes is set toor = 4 - (2. (s) — 2! (r))?), where(.) denotes expectation
over a box surrounding the object.
For edges between one pixel node and one observation nadéjrtary term depends on the
distance between the color of the observation and the potet.dviore precisely, it is computed as

By, a0y, = M2 ) (2 (s)). (13)

Parameters; and ). are discussed in the experiments.

4.2.3 Energy minimization

The final labeling of pixels is obtained by minimizing, witthé “Expansion Move” algorithn{]7],

the energy defined above: _ _ _

i)gl) = arg m(u)l Et(z)(ng)). (24)
Ltl

This labeling gives the segmentation of thih object at time as:

O ={seP: 1) ="g"}. (15)

4.3 Creation of new objects

One advantage of our approach lies in its ability to jointhanipulate pixel labels and track-to-
detection assignment labels. This allows the system t& &iad segment the objects at timehile
establishing the correspondence between an object clyrtertked and all the approximative object
candidates obtained by detection in current frame. Ify dfte energy minimization for an objegtan
observation node!”’ is labeled as “fg” ig? = “fg”) it means that there is a correspondence between
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thei-th object and thg-th observation. Conversely, if the node is labeled as “bug,object and the
observation are not associated.

If for all the objects { = 1,..., k1), an observation node is labeled as “byi,(i}) = “bg”),
then the corresponding observation does not match anytobjethis case, a new object is created
and initialized with this observation. The number of tragtlobdjects becomes = k. + 1, and the
new object is initialized as:

ngt) — M,g])
In practice, the creation of a new object will only be valethif the new object is associated to at

least one observation at time- 1, i.e., if 3j € {1...m;} such thaf§f2+1 ="fg".

5 Segmenting merged objects
Assume now that the results of the segmentations for difterkjects overlap, that is
016.7:0151) 7& (Z)a

where F denotes the current set of object indices. In this case, wpgse an additional step to
determine whether these objects truly correspond to the sama or if they should be separated. At
the end of this step, each pixel ofcO!” must belong to only one object. For this purpose, a new
graphG, = (W1, &) is created, wher®, = U,c»0!"” andé, is composed of all unordered pairs of
neighboring pixel nodes af,. An exemple of such a graph is presented on fiflire 6.

(i 4L L
(o o 3o
[ g1 L &

(b) Corresponding graph.

[ dddddd

(a) Result of the tracking algorithm.
3 objects have merged.

Figure 6: Graph example for the segmentation of merged tshjec

The goal is then to assign to each nadef V; a labely, € F. DefiningZ = {,s € V;} the
labeling ofV;, a new energy is defined as:

1 128 a2

E(L) = —In(ps(s,1s)) + A3 Z~ P d (1-6Ws,).  (16)

sEV; {s,r}e& (S’T)

The parameter; is here set as; = 4- ((z:(s) ) — z,(r)>)?) with the averaging being over F
and{s,r} € £. The fact that several objects have been merged shows #iaréispective feature
distributions at previous instant did not permit to distiigl them. A way to separate them is then to
increase the role of the prediction. This is achieved by shmapfunctionp; as:

P (e(s)) i s ¢ O} an
1 otherwise.

PB(SJ/J) = {
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14 Bugeau & Rerez

This multi-label energy function is minimized using the gwadgorithms|[6[7]. After this mini-
mization, the object®'” i € F are updated.

6 Experimental Results

This section presents various results of the tracking aeagdparation of merged objects. First, we
will consider a relatively simple sequence, with staticKkmaound, in which the observations are
obtained by background subtraction (subsediionP.2.1xt e tracking method will be combined
to the moving objects detector @fl [8] (subsecfiand.2.2). d&fbresults, a color is associated to each
tracked object. This color only depends on the arbitrargona which the objects are created.

6.1 Tracking objects detected with background subtraction

We start by demonstrating, on a sequence from the PETS 2Q8&dpus (sequence 1 camera 4),
the validity of the tracking method as well as the robustrieggrtial occlusions and the individual
segmentation of objects that were initially merged.

Following [4], the parametex; was set to 20. However parametarsand). had to be tuned by
hand to get better results. Indeed,was set to 10 while, to 2. Also, the number of classes for the
Gaussian mixture models was set to 10.

First results (figur€l7) demonstrate the good behavior ofatgwrithm even in the presence of
partial occlusions and of object fusion. Observationsaimietd by subtracting reference frame (frame
10 shown on figurEl1(a)) to the current one, are visible in gmid column of figurEl7. The third
column contains the segmentation of the objects with thetidee second energy function. In frame
81, two objects are initialized using the observations.eNbat the connected component extracted
with the “gap/mountain” method misses the legs for the pemsdhe upper right corner. While this
impacts the initial segmentation, the legs are includetiénsegmentation as soon as the subsequent
frame.

The proposed methods deals easily with the entrance of ngatslin the scene. This result also
shows the robustness of our method to partial occlusiondiaPacclusions occur when the person
at the top passes behind the three other ones (frames 17@&hd2espite the similar color of all
the objects, this is well handled by the method, as the passstill tracked when the occlusion stops
(frame 248).

Finally note that, even if from the@02"¢ frame the two persons at the bottom of the frames
correspond to only one observation and have a similar appear(color and motion), our algorithm
tracks each person separately (frames 116, 146). In fiure 8how in more details the influence
of the second energy function by comparing the results nbthiith and without it. Before frame
102, the three persons at the bottom generate three distinen\aions while, passed this instant,
they correspond to only one or two observations. Even if tbéans and colors of the three persons
are very close, the use of the secondary multi-label enenggtion allows their separation.

6.2 Tracking objects in complex scenes

We are now going to show the behaviour of our tracking alparitvhen the sequences are more com-
plex (dynamic background, moving camera ...). For eachesgzp) the observations are the moving
clusters detected with the method of [8]. In all this subisectthe parametex; was set to 20); to

10, and); to 1.

The first result is on a water skier sequence (fifilire 9). Fdr iaage, the moving clusters and the
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@)

Figure 7: Results on sequence from PETS 2006 (frames 811466176, 206 and 248). (a) Original
frames. (b) Result of simple background subtraction ancheted observations. (c) Tracked objects
on current frame using the secondary energy function.
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| ¥ 9
| ¥

(@)

Figure 8: Separating merged objects with the secondarynmzation (frames 101 and 102). (a)
Result of simple background subtraction and extractedreagens. (b) Segmentations with primary
energy functions only. (c) Segmentation after post-prsiogswith the secondary energy function.

masks of the tracked objects are superimposed on the drigiage. The proposed tracking method
permits to track correctly the water skier (or more pregides wet suit) all along the sequence,
despite the trajectory changes. As can be seen on the figurexgmple at time 58), the detector
sometimes fails to detect the skier. No observations aredkeilable. However, thanks to the use of
the prediction of the object, our method handles well thiglkif situations and keeps tracking and
segmenting correctly the skier. This shows the robustniegsgemlgorithm to missing observations.
However if some observations are missing for several catsecframes, the segmentation can be
a bit deteriorated. Conversely, this means that the incatfmm of observations from the detection
module enables to get better segmentations than when uslggedictions. On several frames,
some moving clusters are detected in the water. Nevertheleobjects are created in this area. The
reason is that the creation of a new object is only validdtétei new object is associated to at least
one observation in the following frame. This never happénéle sequence.

We end by showing results on a driver sequence (figure 10)fifgt®bject detected and tracked
is the face. Once again, tracking this object shows the tabas of our method to missing obser-
vations. Indeed, even if from frame 19, the face does not naowktherefore is not detected, the
algorithm keeps tracking and segmenting it correctly uh#l driver starts turning it. The most im-
portant result on this sequence is the hands tracking. Igen3®, the masks of the two hands are
merged: they have a few pixels in common. The step of segiti@mtaf merged objects is then
applied which allows the correct separation of the two maskispermits to keep tracking these two
objects separately. Finally, as can been seen on frame bmeathod deals well with the exit of an
object from the scene.

7 Conclusion

In this paper we have presented a new method to simultaneseginent and track objects. Pre-
dictions and observations, composed of detected objeetitaoduced in an energy function which
is minimized using graph cuts. The use of graph cuts perinéssegmentation of the objects at a
modest computational cost (of course the computationa tlepends on the objects detection and
the distributions computation). A novelty is the use of aliaBon nodes in the graph which gives
better segmentations but also enables the direct assocadtthe tracked objects to the observations
(without adding any association procedure). The algorithmobust to partial occlusions, progres-
sive illumination changes and to missing observations.nkhao the use of a secondary multi-label
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Figure 9: Results on a water skier sequence. The obsergatiermoving clusters detected with the
method in [B]. At each time, the observations are shown orefiemage while the masks of the
tracked objects are shown on the rightimage.

energy function, our method allows individual tracking @egmentation of objects which where not
distinguished from each other in the first stage. The obfensused in this paper are obtained
firstly by a simple background subtraction based on a sirgfexence frame and secondly by a more
complicated moving object detector. Note however that éjgat detection method could be used
as well with no change to the approach, as soon as the ohisassatn be represented by a mask of
pixels.

As we use feature distributions of objects at previous timeéédfine current energy functions,
our method breaks down in extreme cases of abrupt illungnathanges. However, by adding an
external detector of such changes, we could circumvenpiioislem by keeping only the prediction
and by updating the reference frame when the abrupt chamgendlso, other cues, such as shapes,
could probably be added to improve the results.

Apart from this rather specific problem, several researoéctions are open. One of them con-
cerns the design of an unifying energy framework that wolllmhasegmentation and tracking of
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18 Bugeau & Rerez

Figure 10: Results on a driver sequence. The observatienmaving clusters detected with the
method in [B]. At each time, the observations are shown orefiémage while the masks of the
tracked objects are shown on the right image.

multiple objects while precluding the incorrect mergingahilar objects getting close to each other
in the image plane. Another direction of research concdrasatitomatic tuning of the parameters,
which remains an open problem in the recent literature orgérabeling (e.g., figure/ground seg-
mentation) with graph-cuts.
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